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Abstract

The mesopause region can be considered a “boundary region” between the
neutral atmosphere, where atmospheric constituents and momentum are trans-
ported mainly by winds and turbulent eddies, and the ionosphere, where the
main transport mechanism is molecular diffusion. In the mesopause, complex
interactions between dynamics and photochemistry occur, and we are far from
a complete understanding of these interactions.

This thesis aims to better understand the processes responsible for the large
temperature fluctuations we observe in the polar mesopause region, especially
the effects of atmospheric circulation and wave activity from lower atmo-
spheric layers. Investigations of trends have also been conducted. To carry
out these investigations, we have derived and examined mesopause tempera-
tures from two high-latitude locations: Tromsg (70°N, 19°E) and Longyear-
byen (78°N, 16°E), and turbopause height only from Tromsg. A long-term
change in turbopause height may be important for understanding processes
that are responsible for redistribution of atmospheric constituents.

We examined winter season variations in the hydroxyl (OH*) airglow tem-
perature record from Longyearbyen and identified local temperature maxima
in mid-January and mid-February, as well as a minimum in the transition
between December and January. We also identified a number of statisti-
cally significant periodic oscillations in temperatures derived from the Nip-
pon/Norway Tromsp Meteor Radar, with periods ranging from 9 days to a
year. The seasonal variation showed higher temperatures and variability dur-
ing winter compared to summer. We also found local temperature enhance-
ments just after spring equinox and summer solstice. Temperature variability
and seasonal variation may, to a large extent, be explained by the large-scale
circulation in the middle atmosphere and corresponding wave activity.

The trends for the Longyearbyen OH* airglow winter temperature series
and meteor radar derived temperatures from Tromsg, both annual and sum-
mer trends, were estimated to be near-zero or slightly negative. The Tromsg
winter trend was negative, (—11.6 £ 4.1) K decade ™.

We derived turbopause altitude from turbulent energy dissipation rates
obtained from the Tromsg medium-frequency radar and found an increasing
height in summer, (1.6 + 0.3) km decade™, during the time period from 2002
until 2015, while in winter turbopause height did not change significantly. We
investigated the response of the change in turbopause height to a change in



temperature, but a changing temperature did not alter trends significantly,
irrespective of season.
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1. Introduction

1.1. Earth’s atmosphere

Earth’s atmosphere can be divided into different layers according to its char-
acteristics at different altitudes. One way of classifying the atmosphere is in
terms of temperature, see Figure 1.1. The troposphere is the lowest layer of
the atmosphere, and most weather phenomena are confined within this layer.
Tropospheric air is heated, or on occasion cooled, at the surface and through
conduction and convection. Temperature decreases with increasing altitude
as pressure decreases, following the adiabatic lapse rate. The stratosphere
and mesosphere are commonly referred to as the middle atmosphere. The
stratosphere extends from about 10km (over polar regions) to about 50 km
altitude, and temperature here increases with height due to the absorption of
ultraviolet (UV) radiation by ozone. The region from about 50 km to about
100 km is called the mesosphere. Here temperature decreases with increasing
altitude and follows the adiabatic lapse rate again, due to that heating by UV
absorption by ozone falls off. Carbon dioxide has a cooling effect here by radi-
ating heat into space, as opposed to further down in the atmosphere, where it
acts as a greenhouse gas by absorbing infrared radiation emitted from Earth’s
surface. The upper-most part of the mesosphere is the mesopause, which is the
coldest region of the atmosphere. The thermosphere is located directly above
the mesopause and is the lowest layer of the upper atmosphere. High-energy
X-rays and UV radiation from the Sun are absorbed in this layer, raising its
temperature to hundreds or sometimes more than 1000 K, depending on so-
lar activity. The mesosphere and lower thermosphere are often considered a
distinct atmospheric region, commonly abbreviated the MLT region, because
the two share some common dynamic features. Gravity waves generated in
the lower atmosphere propagate upwards and break in this region, influencing
the mean circulation and thermal structure of the middle atmosphere.

The atmosphere can also be divided into two layers depending on the nature
of atmospheric mixing: the homosphere and the heterosphere. The homo-
sphere is the part of the atmosphere below about 90 km to 100 km, depending
on season, where atmospheric mixing is dominated by turbulence. The hetero-
sphere is located above the homosphere. Here, molecular diffusion dominates
over eddy mixing so that constituents become separated vertically according
to their molecular masses. The demarcation between the two layers is called
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Figure 1.1.: Structure of Earth’s atmosphere up to 100 km altitude. Image
credit: Randy Russell, UCAR.

the turbopause or the homopause. The higher the altitude of the turbopause,
the greater the downward mixing of products of photochemical processes, and
the more effective the upward transport of trace gases out of the underlying
regions into the upper atmosphere.

A third way of classifying the atmosphere is in terms of ionisation. The
neutral atmosphere consists of neutral atoms and molecules, in contrast to the
tonosphere, where gas molecules are ionised, which means that they carry an
electric charge by gaining or losing electrons with the aid of high-energy solar
radiation. The ionosphere is not a distinct atmospheric layer, but rather a
series of regions located in parts of the mesosphere and thermosphere. The
ionospheric regions are called the D, F and F layers, or regions, where the D
layer is the lowest layer.

1.2. Why and how study the mesopause region?

The atmospheric region of interest in this thesis is the mesopause region. At
first glance, one can wonder about the importance of studying the mesopause.
It is located far away from where we live, and to our knowledge there are no
processes going on there that are threatening human life or life quality, as
opposed to ozone layer depletion in the stratosphere or hurricanes in the
troposphere. Research involving the mesopause region is therefore to some
extent fundamental research. However, it can be applied research as well.



1.2. Why and how study the mesopause region?

The mesopause can be considered a “boundary region” between the neutral
atmosphere and the ionosphere. In the neutral atmosphere, the main trans-
port mechanism is transport by winds and turbulent eddies. In the ionosphere,
the main transport mechanism is molecular diffusion, which describes fluxes
of atoms and molecules from a region of higher concentration to one of lower
concentration. The ionised constituents of the ionosphere are governed by
physical laws that differ substantially from the laws governing neutral gases.
In the mesopause region, we have complex interactions between dynamics,
photochemistry and heating, and we are far from a complete understanding
of these interactions.

The mesopause is one of the most poorly understood layers of the atmo-
sphere. This is mainly because it is difficult to make direct measurements
of basic atmospheric parameters like temperature and wind velocity here.
Weather balloons and aircraft do not reach higher up than the stratosphere,
and satellites orbit above the mesopause region and can only give indirect
inferences of temperature and wind speed of this region. Sounding rockets
make measurements in situ, but they are expensive and only give short, in-
frequent glimpses of the state of the atmosphere. The processes occurring
in the mesopause are therefore not easily measured. However, some interest-
ing phenomena occur in the mesopause, which we can utilise to derive key
parameters of the region. Examples of such phenomena are airglow, polar
mesospheric clouds/summer echoes and meteor ablation.

Airglow is the collective term for light emissions from excited atoms and
molecules located approximately between 80km and 100 km altitude in the
atmosphere. The atoms and molecules are excited by the Sun’s extreme
ultraviolet (EUV) radiation and recombined to produce light emissions. From
intensities of airglow emissions, we are able to determine temperatures in the
mesopause region (e.g. French et al., 2000; Mies, 1974; Sigernes et al., 2003).
Gravity waves and planetary waves, originating from the troposphere and
stratosphere, modulate atmospheric density, temperature and composition, as
well as airglow intensity. Thus, airglow emissions can be utilised for observing
structures from waves propagating from the lower atmosphere, and hence for
investigating atmospheric coupling (e.g. Viereck and Deehr, 1989).

The very low temperatures in the summer mesopause allow ice particles
to form and grow. The largest ice particles develop into polar mesospheric
clouds (PMC), which are tenuous clouds extending poleward of 50° in both
hemispheres during summer. PMC are not visible from the ground poleward
of 65° due to the light conditions during the Arctic and Antarctic summers
(Olivero and Thomas, 1986). They require low solar elevation illumination
from an observer’s point of view in order to be detected. The smallest ice
particles are associated with strong radar echoes, known as polar mesosphere
summer echoes (PMSE). The ice particles are charged by plasma of the D
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region of the ionosphere and transported by the turbulent velocity field, lead-
ing to small-scale structures in the spatial distribution of the electron number
density. The resulting occurrence of irregularities in the radio refractive in-
dex is observed by radars on the ground as PMSE (Czechowsky et al., 1988;
Ecklund and Balsley, 1981; Hoppe et al., 1988). PMSE give insight to key
atmospheric parameters like neutral temperatures, winds, gravity waves and
turbulence (Rapp and Liibken, 2004; Rottger et al., 1988). PMSE are not
investigated in this PhD project.

Meteoroids frequently enter Earth’s atmosphere where they are slowed
down by friction with atmospheric atoms and molecules in the MLT region.
The kinetic energy of a meteoroid is converted into heat, sufficient to sublime
and ionise the surface of the meteoroid and to ionise the atoms and molecules
of the surrounding atmosphere. The resulting plasma trail can be utilised to
determine neutral temperatures and wind velocities in the region (McKinley,
1961).

In addition to the phenomena described above, we can get inferred meso-
spheric temperatures and wind speeds from satellite measurements. Even
though satellites cannot measure temperature directly, they can measure radi-
ance given off by atmospheric constituents, whose intensities are proportional
to air temperature (e.g. Waters et al., 2006). Wind speeds can be derived
using interferometry of Doppler-shifted optical spectra (Pierce and Roark,
2012).

1.3. Motivation and structure of this thesis

In the previous section, general motivation for studying the mesopause region
was exhibited. The motivation for this PhD project can be divided into two
main objectives. The first objective is to gain further knowledge of processes
responsible for circulation and other dynamic features in the polar mesopause
region, especially the effects of wave activity from lower atmospheric layers on
mesopause region temperatures. Temperatures in the mesopause region are
highly variable. Sometimes they can vary by 30 K to 50 K within just a few
days, as can be seen in Figure 1.2. This figure shows temperatures derived
from airglow over Longyearbyen in late January and early February 2012.
The mechanisms behind this large variability are not completely understood.
Understanding dynamical, radiative and chemical couplings between differ-
ent atmospheric layers are crucial in order to assess temperature changes in
the mesopause region. This thesis aims to better understand the processes
responsible for the temperature fluctuations we observe.

The second objective is to investigate trends in polar mesopause region tem-
perature and turbopause height. It has been generally accepted for decades
that increasing anthropogenic emissions of greenhouse gases are responsible
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Figure 1.2.: Mesopause temperatures estimated from airglow intensi-
ties measured by the 1m Ebert-Fastie spectrometer located at the Kjell
Henriksen Observatory in Longyearbyen in 2012. Red dots are hourly
temperatures. Black bullets are daily averages. Error bars represent
weighted uncertainties of daily temperatures.

for warming of the lower atmosphere (e.g. Manabe and Wetherald, 1975).
These emissions are proposed to cause the mesosphere and thermosphere to
cool (Akmaev and Fomichev, 2000; Roble and Dickinson, 1989). Akmaev
and Fomichev (1998) report, using a middle atmospheric model, that if C'O,
concentrations are doubled, temperature will decrease by about 10 K in the
upper mesosphere. Newer and more sophisticated models include important
radiative and dynamical processes as well as interactive chemistries, and re-
sults from these models show a cooling of 3K to 5K in the high-latitude
winter mesopause and insignificant or even a slight warming in the high-
latitude summer mesopause (e.g. Fomichev et al., 2007; Schmidt et al., 2006).
Observational studies on long-term trends of mesopause region temperatures
from mid-latitude and high-latitude sites report slightly negative or near-zero
trends (e.g. French and Klekociuk, 2011; Offermann et al., 2010). The com-
plexity of temperature trends in the mesopause region and their causes act as
motivation for studying this matter further. Investigating a long-term change
in turbopause height may give insight to processes that are responsible for
redistribution of atmospheric constituents.

To investigate the two main objectives of this thesis, we have utilised tem-
peratures from two high-latitude locations, derived from hydroxyl (OH*) air-
glow and meteor radar, as well as estimates of turbopause height. Figure A.1
in the Appendix shows the two locations: Tromsg (70°N, 19°E) in Northern
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Norway and Longyearbyen (78°N, 16°E) in the Svalbard archipelago.

The structure of this PhD thesis is as follows. Chapter 2 addresses un-
derlying background for the results presented. In Chapter 3, theory behind
hydroxyl airglow spectra and the chemistry of the hydroxyl airglow layer are
described. The process of retrieving rotational temperatures from airglow
intensities is also described. The theory behind retrieval of mesospheric tem-
peratures from meteor radar, together with turbopause height derived from
medium-frequency radar are treated in Chapter 4. In Chapter 5, main results
are presented and discussed. Concluding remarks are given in Chapter 6, and
perspectives for the future are given in Chapter 7. The papers published as
a part of this PhD thesis are listed at the end.



2. Processes influencing the
middle atmosphere

This chapter aims to cover background theory necessary for understanding
the main results obtained in this PhD project. In Section 2.1, observed zonal
winds and temperatures in the middle atmosphere are presented, together
with general circulation patterns. Section 2.2 briefly describes waves respon-
sible for driving the atmospheric circulation. Section 2.3 treats sudden strato-
spheric warmings, which are events that are triggered by these waves and that
act as a coupling mechanism in the middle atmosphere. Section 2.4 gives a
short introduction to some basic characteristics of turbulence necessary for
understanding the derivation of turbopause height, which will be presented in
Chapter 4. In Section 2.5, effects of solar forcing on mesopause region tem-
perature are presented. Finally, Section 2.6 briefly describes other influences
on circulation and chemistry of the middle atmosphere.

2.1. Temperature distribution and circulation

If turbulence is disregarded, the middle atmosphere would be in approximate
radiative equilibrium (e.g. Fels, 1985). The temperature distribution would
show a strong seasonal dependence with maximum temperature at the strato-
spheric summer pole and minimum at the mesospheric winter pole, see Figure
2.1. However, reality tells a different story.

Cross sections of observed zonal mean temperature in the atmosphere up
to 80km for January and July are shown in the top left and right panels
of Figure 2.2, respectively. In the stratosphere, infrared radiative cooling
is balanced primarily by radiative heating due to absorption of solar UV
radiation by ozone. We see that mean temperature increases with height until
a maximum is reached at the stratopause near 50 km. Above the stratopause,
the temperature gradient gradually resumes the adiabatic lapse rate as the
ozone concentration falls off with height. Minimum temperature is reached
over the summer pole at the mesopause.

If we compare observed temperature with “radiatively” determined temper-
ature for January, we see that the summer polar stratosphere is under strong
radiative control, but over the winter stratosphere and mesosphere observed
temperature is 60 K to 100 K higher than temperature estimated based only
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Figure 2.1.: Temperature distribution [K] in the
middle atmosphere for Northern winter solstice ex-

pected for an atmosphere in radiative equilibrium.
From Holton (2004), based on Shine (1987).

on radiative balance. Obviously, temperatures in the middle atmosphere are
not determined by radiation alone. Dynamics and transport largely influ-
ence both the temperature distribution and the composition of the middle
atmosphere (Andrews et al., 1987; Fritts and Alexander, 2003).

The two bottom panels of Figure 2.2 show cross sections of observed monthly
zonal wind for January and July. The main features are a westward jet in
the summer hemisphere and an eastward jet in the winter hemisphere, with
maximum wind speeds reached near 60 km.

The atmosphere is a complex system which allows transport of momentum,
heat, particles and compounds from one layer to another. Waves propagating
from lower layers of the atmosphere and dissipating momentum into the MLT
region drive the mean circulation to a large extent (e.g. Garcia and Solomon,
1985). This residual circulation is shown in Figure 2.3 and is characterised
by rising motions above 30 km in the summer hemisphere, with flow from the
summer to the winter hemisphere in the upper stratosphere and mesosphere,
and descent in the winter hemisphere (Dunkerton, 1978; Murgatroyd and Sin-
gleton, 1961). Downwelling of air over the winter pole causes the air to be
compressed and adiabatically heated. Conversely, upwelling at the summer
pole causes air to expand, leading to a cooling of the summer mesopause.
Therefore, the summer mesopause is cooler than the winter mesopause. The
lower stratospheric part of the circulation is called the Brewer-Dobson cir-
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Figure 2.2.: Observed monthly and averaged temperature [K| and zonal wind [m/s]
for January (left) and July (right). Negative wind speeds (dotted contours) represent
westward (easterly, from east) winds, while positive wind speeds (solid line contours)
represent eastward (westerly, from west) winds. From Holton (2004), based on Flem-
ing et al. (1990).

culation and consists of rising motions at low latitudes and descent at high
latitudes, approximately symmetric about the equator (Brewer, 1949; Dob-
son, 1956).

2.2. Planetary waves and gravity waves

Two groups of waves largely responsible for driving the atmospheric circula-
tion are gravity waves (GWs) and planetary waves (PWs). GWs are created
in the troposphere, e.g. by thunderstorm updrafts, Kelvin-Helmholtz insta-
bility around the jet stream or when winds flow over mountains (orographic
forcing). Their restoring force is buoyancy. They can propagate vertically
and horizontally, and both eastwards and westwards, but only against the
zonal flow, or if they have higher phase speeds than the background flow.
During westward zonal flow, westward-propagating GWs are filtered out at a
so-called critical layer and vice versa. A critical layer is reached where the
phase velocity of the wave is equal to the mean fluid velocity, and momentum
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Figure 2.3.: Schematic representation of the residual cir-
culation of the middle atmosphere. The stratospheric
part of the circulation is called the Brewer-Dobson circu-
lation. The mesospheric part is commonly referred to as
the mesospheric residual circulation. Image credit: Jiilich
Forschungszentrum.

is transferred to the mean flow (Booker and Bretherton, 1967). During winter,
when the mean stratospheric zonal flow is eastward, only GWs with westward
phase speeds can propagate vertically. During equinox, stratospheric winds
reverse, and the dominant direction of GWs in the mesosphere also reverses.
During summer, the mean stratospheric zonal flow is westward, and therefore
only GWs with eastward phase speeds can propagate vertically.

GWs in the upper mesosphere typically have vertical wavelengths ranging
from 2km to 30 km, periods of a few minutes to a few hours and horizontal
phase speeds of up to 80ms™! (Andrews et al., 1987; Fritts, 1984; Hines,
1960).

Planetary waves, or Rossby waves, are caused by meridional perturbations
of the zonal flow (Rossby, 1939). The waves with the largest amplitudes arise
when the atmosphere in motion encounters changing surfaces, e.g. large-scale
orography or land-sea contrasts, and is forced to ascend, due to a changing
surface topography, and descend, due to gravity. Their restoring force is pro-
vided by the latitudinal gradient of the planetary vorticity caused by Earth’s
rotation. Potential vorticity must be conserved, resulting in that air that is
forced to ascend tends to turn to the left, and as it descends again it turns to
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2.2. Planetary waves and gravity waves
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Figure 2.4.: Propagation of gravity waves and planetary waves during Northern
Hemisphere summer (left) and winter (right).

the right (Dickinson, 1978).

PWs can only propagate westwards. If the zonal wind is eastward, they
propagate upwards into the middle atmosphere with a velocity smaller than a
critical value, which is a function of the horizontal wavenumber. This criterion
is called the Charney-Drazin criterion (Charney and Drazin, 1961). PWs in
the middle atmosphere have typical periods of 2 days to 16 days (Dunkerton,
1991; Salby, 1981a,b) and are assigned zonal wave numbers referring to the
number of wave cycles along a given latitude circle.

PWs are most abundant in the Northern Hemisphere winter. The summer
stratosphere has a mean westward zonal flow, and PWs cannot propagate
during these conditions. The zonal distribution of water and land masses
in the Northern Hemisphere are favourable for PW formation. PWs are also
produced in the Southern Hemisphere, but they are much weaker, due to fewer
mountain ridges and more open water (Shiotani and Hirota, 1985). Figure 2.4
shows the propagation of GWs and PWs during Northern Hemisphere winter
and summer.

Amplitudes of both PWs and GWs increase as atmospheric density de-
creases with height. Eventually, waves break when their amplitudes grow large
enough, depositing momentum and heat in the stratosphere and mesosphere
(Eliassen and Palm, 1961). Vertically propagating GWs drive the residual
circulation in the mesosphere by carrying eastward momentum and impos-
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2. Processes influencing the middle atmosphere

ing a drag that gives an equatorward meridional flow in summer. In winter,
GWs carry westward momentum and impose a drag that gives a poleward
meridional flow. PWs drive the circulation in the stratosphere by inducing
a westward drag on the zonal flow and thus contributing to a meridional
flow towards higher latitudes during wintertime: the Brewer-Dobson circula-
tion (Holton, 2004). PWs are also driving forces behind sudden stratospheric
warming events.

2.3. Sudden stratospheric warmings

The lack of heating in the polar stratospheric winter, due to little absorption
of solar radiation by ozone, leads to the formation of the polar vortex, a core
of cold air located above the winter pole, characterised by strong eastward
zonal winds. In contrast, during summer, continuous heating of the polar
stratosphere takes place, leading to a weaker temperature gradient between
the equator and the pole and thus a weakening of the polar vortex (Schoeberl
and Hartmann, 1991).

A sudden stratospheric warming (SSW) is the most dramatic event in the
winter polar stratosphere. During an SSW, the polar vortex, stretching from
the middle troposphere to the stratosphere, undergoes a strong temperature
increase, in some cases as much as 50K to 70K in just a few days. The
vortex is either disturbed and displaced from its typical location or split into
two vortices, resulting in that the eastward zonal winds are slowed down
or even completely reversed (Labitzke and Naujokat, 2000). According to
the World Meteorological Organisation, an SSW is defined as major if at
10 hPa or lower altitudes the latitudinal mean temperature increases abruptly
poleward from 60° latitude and the eastward zonal-mean winds reverse. If the
temperature gradient is reversed, but not the circulation, the SSW is classified
as minor. The Arctic polar vortex is less stable than the Antarctic because of
the distribution of water and land masses, so SSWs are much more common
in the Northern Hemisphere. In the Southern Hemisphere, only one major
SSW event has ever been observed. This occurred in September 2002 (Dowdy
et al., 2004).

PWs are driving forces behind SSW events, where they, by interacting with
the mean zonal flow, have the power to weaken and disturb the polar vortex.
The development of an SSW starts with the growth of planetary-scale dis-
turbances (zonal wavenumbers 1 and 2) in the troposphere until they reach
a large amplitude. PWs propagate into the stratosphere and give rise to a
deceleration of the eastward jets and a weakening of the polar vortex. Zonal
mean temperatures at high latitudes increase due to the waves. The west-
ward acceleration of the zonal wind increases with increasing height, and at
a certain level the winds reverse to westward. This level is called the critical
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layer. PWs are absorbed at the critical layer and prevented from propagat-
ing further upwards. An intense warming of the polar cap region just below
the critical layer is observed, due to Eliassen-Palm flux divergence of forced,
upward-propagating PWs, and the westward winds are accelerated, lowering
the level of warming and wind reversal (Matsuno, 1971).

SSWs not only impact the stratosphere. Mesospheric cooling and wind re-
versal are observed during SSW onset (e.g. Hoffmann et al., 2007; Labitzke,
1981). Observations show a downward propagation of circulation disturbances
with an earlier onset of zonal wind reversal in the mesosphere compared with
the upper stratosphere (Hoffmann et al., 2007). Proposed coupling mech-
anisms between the stratosphere and mesosphere during SSW events are
related to PW and GW activity. Observations show evidence of increased
wave number 1 PW and reduced GW activity in the mesosphere during SSW
events. The mesospheric cooling is caused primarily by a relaxation of the
polar mesosphere towards radiative equilibrium. This occurs as the westward

winds induced by the SSW reduce transmission of GWs into the mesosphere
(Holton, 1983).

2.4. Turbulence and the turbopause concept

Atmospheric turbulence is small-scale, irregular air motions due to winds that
vary in speed and direction. Turbulence provides mixing of constituents, heat
and energy in the atmosphere. The main sources are probably GWs and tides,
which generate turbulence through non-linear breaking, shear instabilities,
convective overturning and critical-level interaction (Hodges, 1967; Lindzen,
1981).

Two essential characteristics of turbulence are turbulent diffusion and tur-
bulent energy dissipation. Turbulent diffusion is the transport or spreading
of heat, momentum and tracer concentration due to irregular velocity fluctu-
ations. Turbulent energy dissipation prevents an unlimited growth of turbu-
lence. It is characterised by turbulent energy being cascaded successively to
smaller and smaller eddies. At a very small scale, called the Kolmogorov mi-
croscale, the eddies are depleted, or dissipated, by viscous forces in the small-
est eddies, and ultimately the energy is converted into heat (Kolmogorov,
1941; Reynolds, 1987). See Figure 2.5 for an illustration.

Atmospheric turbulence is important up to an upper altitude region ranging
from 95km to 110km, varying on both a daily and a seasonal basis, where
viscosity becomes so large that it damps any tendency for turbulence to form.
This transition region is referred to as the turbopause (Hocking, 1987).

The turbopause may be defined in several ways, depending on measurement
technique (Lehmacher et al., 2011). Blamont (1963) described a sudden tran-
sition from turbulent to laminar shapes becoming visible in sodium clouds

13
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Figure 2.5.: Turbulent energy cascade.

ejected from rockets at an altitude varying between 95 km and 105 km. This
can be referred to as the visual turbopause. Offermann et al. (2007) suggested
the concept of a wave turbopause, which is based on the vertical distribution
of wave dissipation and derived from standard deviations of vertical profiles
of temperature variances. The turbopause may also be defined as the alti-
tude where the eddy diffusion coefficient is equal to the molecular diffusion
coefficient. It may be derived from mixing ratio profiles of particular species
(Danilov et al., 1979) and is referred to as the mizing turbopause. In Pa-
per 3, we have utilised the concept of the mixing turbopause and estimated
the turbopause level by estimating turbulent energy dissipation rates using
medium-frequency radar.

The turbopause may be defined in terms of the Reynolds number, Re, which
is defined as the ratio of inertial forces to viscous forces in a fluid flow:

_ pvL L
==
where p is the density of the fluid, v is mean velocity, L is characteristic length,
i is dynamic viscosity of the fluid and v is kinematic viscosity (Reynolds,
1894).

The Reynolds number is dimensionless. If Re is large, we have turbulent
flow. Contrary, if Re is small, we have laminar flow. Depending on the type
of fluid, flow speed and the diameter of the flow, Re < ~2300 gives a laminar
flow (Warhaft, 1997). At the turbopause, turbulent and molecular diffusivities
are equal, and Re is unity.

Re (2.1)
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2.5. Solar forcing

2.5. Solar forcing

The atmosphere is not only affected internally through dynamics, but also by
external forcing from above. The variability in the incoming solar shortwave
radiation is known to drive changes in the atmosphere on decadal, annual
and seasonal scales. The F10.7 cm solar radio flux, measured daily at the
Penticton Radio Observatory in British Columbia, Canada, is one commonly
used indicator of solar activity and correlates well with the sunspot number,
as well as with a number of ultraviolet and visible solar irradiance records.
During solar maximum, stronger dissociation of molecular oxygen by Lyman-
a radiation takes place, leading to enhanced production of atomic oxygen.
Lyman-« is a spectral line of hydrogen, emitted from the full solar disc with
an integrated flux equivalent to the total solar emission at all wavelengths less
than 150 nm, and thus it is a measure of solar activity (Lean and Skumanich,
1983). Airglow intensity is directly proportional to atomic oxygen concentra-
tion and hence correlated with the 11-year solar cycle (Grygalashvyly, 2015).
Further details on the chemistry of the airglow layer will be given in Section
3.2.

It has been proposed that mesopause region airglow temperatures respond
to solar activity also on shorter time scales. Solar flares and coronal mass ejec-
tions on the Sun may lead to energetic particles penetrating the atmosphere
all the way down to the upper stratosphere. During solar proton events, high
energy protons ionise molecules in the atmosphere, altering concentrations of
odd hydrogen, nitrogen and oxygen, which again may deplete ozone in the
mesosphere (e.g. Beig et al., 2008; Thomas et al., 1983). Since OH* airglow
intensity and concentration in the mesopause are related to ozone concen-
tration, which we will see in Section 3.2, mesopause region airglow may be
influenced by short-term variations of solar activity. Scheer and Reisin (2007)
investigated this for airglow temperatures mostly from El Leoncito (31.8°S),
but they did not find signatures in their data that could convincingly be re-
lated to geomagnetic storms. The influence of solar activity on mesopause
region temperatures on short time scales is not discussed in this PhD thesis.

2.6. Other influences on circulation and
chemistry

The quasi-biennial oscillation (QBO) is a system where zonally symmetric
eastward and westward wind regimes in the tropical stratosphere alternate
regularly with a period varying from about 24 months to 30 months. Suc-
cessive regimes propagate downwards from about 30 km at an average rate
of 1kmmonth™! (Lindzen and Holton, 1968). The QBO also influences the
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2. Processes influencing the middle atmosphere

circulation in the polar middle atmosphere (Holton and Tan, 1980). As an
example is the frequency of SSWs affected by the phase of the QBO, where
the westward phase is more associated with SSWs (Labitzke and Naujokat,
2000). The QBO is driven by vertically-propagating GWs, which are weak-
ened by infrared cooling. Their momentum flux is deposited into the mean
flow, leading to an oscillation in the mean flow (Holton and Lindzen, 1972).

Atmospheric tides are daily global-scale oscillations that can cause temper-
ature amplitudes of more than 10K in the mesosphere. Tides are primarily
forced by diurnal variations of the heating due to absorption of solar UV
radiation by H,0O and O3 (Andrews et al., 1987).

In this PhD work, mesopause temperature is mainly evaluated on time
scales of months or years. Therefore, atmospheric tides on short time scales
are not discussed.
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3. Hydroxyl (OH*) airglow

Airglow is the emission of light by atoms and molecules excited through chem-
ical processes and collisions in the middle and upper atmosphere. The emis-
sions are produced when UV light from the Sun dissociates molecular oxygen
into individual atoms during daytime (or periods of midnight sun). Atomic
oxygen cannot efficiently recombine. Hence, its lifetime in the mesopause re-
gion is very long (~months), providing a “storage” of the chemical energy
that powers the airglow during night time (or polar night). Different chem-
ical reaction chains, involving atomic oxygen from the photodissociation of
molecular oxygen, are responsible for the production of the excited states
of atmospheric species. The excited atoms and molecules cascade to lower
energy states by emitting light (photons), resulting in an emission spectrum
over a wide wavelength range, from both the ultraviolet, visible and infrared
part of the electromagnetic spectrum. The greatest contributions of airglow
emissions are from the infrared. These are the brightest emissions in the night
sky by far, but are beyond the visible spectrum range that we can see.

Excited atomic oxygen provides green (5577 A) and red (6300 A /6364 A)
emissions at 90 km to 100 km altitude and 150 km to 300 km altitude, respec-
tively. Sodium atoms provide yellow light (~5890 A) at a layer centred at
~91km. Excited molecular oxygen emits blue and near ultraviolet multi-
wavelength banded radiation (3100 A to 5000A) at ~95km height. Vibra-
tionally and rotationally excited hydroxyl emits visible to infrared radiation
at a layer centred at 87km, where the near-infrared lines are the brightest
(Chamberlain, 1961). Figure 3.1 shows layers of airglow enveloping Earth,
observed from space.

Airglow can be divided into three groups depending on when it is observed,
and the exact processes behind the three vary slightly. Airglow observed at
night is called nightglow. During the day and at twilight it is referred to as
dayglow and twilightglow, respectively. In this thesis, we have investigated
nightglow data and are thus referring to nightglow when we use the term
“airglow”.

Airglow emissions are useful indicators of dynamical and chemical processes
in the mesopause region. From airglow intensities, we can obtain temperatures
of the mesopause region. This chapter elaborates on how this is possible, using
emissions from the excited hydroxyl (OH*) molecule. Section 3.1.1 gives a
short introduction to spectra of diatomic molecules, while Section 3.1.2 treats

17



3. Hydroxyl (OH*) airglow

: Molécula_r Oxygen (‘G'r'é_e:n
g 5 F e —} ~

Atomic Okygenr(Réd) T T

- " Sodium (Yellow)

Figure 3.1.: Airglow layers created by light-emitting atoms and
molecules in the middle and upper atmosphere. Image credit:
NASA, with annotations by Alex Rivest.

OH* spectra in particular. Section 3.2 deals with the chemistry of OH* in
the mesopause region. The method used for the retrieval of temperatures
from the OH*(6-2) vibrational band is presented in Section 3.3. Finally, the
instrumentation and data analysis are described in Section 3.4.

3.1. Molecular structure and spectra

3.1.1. Diatomic molecules

The theory behind the formation of emission spectra of diatomic molecules,
which are molecules with two atoms, is described in detail in Herzberg (1950)
and will briefly be repeated here. The total energy of a diatomic molecule is
the sum of the electronic, vibrational and rotational energies:

Etot - Ee + Ev + Er (31)

An atom or a molecule can only exist in energy states with certain discrete
values.

A molecule can be in different electronic states, depending on the orbitals
in which its electrons are. The state where all electrons have their lowest
possible energies is referred to as the ground state. The electronic states of
molecules are labelled and identified by their angular momentum and sym-
metry properties. The ground state is denoted X, while the excited states are
denoted A, B, C, ... .

A molecule’s electrons have orbital angular momentum, L, associated with
their orbit motion, and spin angular momentum, S, associated with the rota-
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3.1. Molecular structure and spectra

tion about their own axes. The total electronic angular momentum, €2, is the
vector sum of the two. In a diatomic molecule, the symmetry of the field in
which the electrons move is reduced. There is only axial symmetry about the
internuclear axis. The component of L along the internuclear axis is denoted
A, and the constant component of the precession of S is denoted . The total
electronic angular momentum about the internuclear axis is defined as:

Q=|A+X| (3.2)

A takes on discrete, positive values 0, 1,2, ..., L. The corresponding molecular
state is represented by Greek letters 3, I, A, ... respectively, and is preceded
by a symbol referring to the electronic state; X, A, B... See Eq. 3.8 for an
example. Y takes on values 5,5 — 1,5 — 2,...,—5, where S is non-negative
integers or half integers, depending on whether the total number of electrons
in the molecule is even or odd, respectively. Thus, ¥ can, in contrast to A,
be positive and negative and either integer or half integer.

Different values of A + ¥ correspond to different energies of the resulting
molecular state. If A # 0 (that is, for II, A, ... states), the electronic energy
level splits into a so-called multiplet of 25+ 1 components. Molecules with an
even number of electrons have odd multiplicities (singlets, triplets, ...), since
S is integer. Conversely, molecules with an odd number of electrons have even
multiplicities (doublets, quartets, ...), since S is half integer.

The electronic energy of the state, F,, is given by the minimum value of
the potential energy function of a given stable electronic state

B+ V, (3.3)

where E° is the electronic energy of the nuclei and Vj, is the Coloumb poten-
tial, which is dependent on the nuclear charges and internuclear distance.

A diatomic molecule has two modes for motion. It can rotate about an
axis passing through the centre of gravity, perpendicular to the line joining
the nuclei. Also, the two atoms can wibrate relative to each other along the
internuclear axis.

The simplest assumption of vibrational motion is that the diatomic molecule
is a harmonic oscillator. This means that each atom moves towards or away
from the other in simple harmonic motion. The displacement from equilibrium
is a sine function of time. The vibrational energy of the harmonic oscillator
is:

1
E, = hyosc<v + 2) v=0,1,2, .. (3.4)

where h is Planck’s constant and v, is the vibrational frequency of the oscil-
lator. v is the vibrational quantum number, which can take only values € Nj.
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3. Hydroxyl (OH*) airglow

v describes vibrational energy levels, or energy states, of a molecule. Upper
and lower vibrational quantum levels are denoted v’ and v”, respectively. The
energy for the harmonic oscillator is not zero in the state of lowest energy.
Even in the lowest vibrational state, vibrational energy is present.

The simplest model of a rotating molecule is the so-called dumbbell model,
where we consider two point masses, m; and ms, fastened at a fixed distance
r apart. The two masses rotate around the centre of gravity with a rotational
frequency. The rotational energy of such a system is given by:

h2J(J + 1)
82l
where [ is the moment of inertia of the system and J is the rotational quantum
number, which can take only values € Ny. J represents rotational angular mo-
mentum, and in the absence of external electric or magnetic fields, the energy
level depends only on the molecule’s change in angular momentum. Thus,
we have a series of discrete energy levels whose energy increases quadratically

with increasing J.

A diatomic molecule can undergo transitions from one rotational energy
level to another through absorption or emission of a photon. This results in
spectral lines which can be detected by a spectrometer. J' and J” denote
the upper and lower rotational quantum levels, respectively, and AJ is the
difference between them. Not all rotational transitions are allowed. Quantum
mechanical selection rules determine that:

E, = J=0,1,2,... (3.5)

~1
AJ=J —J =40 (3.6)

Different variations of AJ correspond to different branches of lines. AJ = —1
corresponds to the so-called P branch of the lines, AJ = 0 corresponds to the
Q branch, and AJ = 1 corresponds to the R branch.

The above descriptions of simple models for rotating and vibrating diatomic
molecules are idealised and represent observed spectra to a good approxima-
tion. However, sometimes large deviations from these idealised models are
observed, due to that rotation, vibration and electronic motion take place
simultaneously, and that these motions influence each other. This matter will
not be further elaborated on here.

The emission wavelength, A, of a diatomic molecule is determined by the
energy difference of a transition between an upper and a lower molecular state:
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Figure 3.2.: Schematic of energy levels of a diatomic
molecule. The electronic energy levels are widely sep-
arated compared to the vibrational levels. The rota-
tional levels are even more closely situated than the
vibratonal levels. For legibility, only the lowest levels
are presented. Figure is not drawn to scale.

A= hC/(Ev/ —FEy+ Ep — EJN)
= (GW) -G+ FW',J)—F@",J"))! (3.7)

where ¢ is the speed of light and E is energy of the states. G(v) is the
vibrational term in vibrational state v and F(v,J) is the rotational term in
vibrational state v and rotational state J. ’ and ” denote upper and lower
states, respectively.

Electronic energy is by far the largest contributor to the total energy. The
vibrational energy states give a fine structure to the electronic states, while
the rotational energy states give a fine structure to the vibrational states, see
Figure 3.2.

The upper and lower states can differ in electronic, vibrational and rota-
tional states. Molecules undergoing transitions from a higher vibrational and
rotational state to a lower state results in the formation of molecular spectra
composed of vibrational bands, which again consist of rotational lines. Figure
3.4 shows the nightsky spectrum between 1200 A and 9000 A.
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3. Hydroxyl (OH*) airglow

3.1.2. OH*

In this PhD thesis, we denote the hydroxyl emissions OH* to emphasise that
we refer to the vibrationally and rotationally excited hydroxyl airglow. OH*
airglow emission bands were first described in detail by Meinel (1950a,b).
OH* in the mesopause is in its electronic ground state designated by

X?y  and X1 (3.8)

The splitting into two states is due to that OH* is in a doublet state, and this
is annotated by the left superscript to II (the number 2). The annotation II
corresponds to that A equals 1. The right subscripts to II, % and %, correspond
to total electronic angular momentum, €2, and from Eq. 3.2 it follows that X
can be either —% or +%. This is due to that the electron spin can be either
up or down, which is an effect of the odd number of electrons, as described
in the previous section.

The X 21_[% state gives rise to the so-called P, ()1 and Ry branches, while
the XQH% state gives rise to P, ()2 and Ry. The XQH% state lies higher than

the X°2II s state, which makes the P, ()2 and R line intensities weaker than
Py, @1 and R; in the lower, more populated state. Consequently, there is an
alternation in intensity between P, and P; lines.
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Figure 3.3.: Spectrum of the OH*(6-2) vibrational band, averaged
over a half-hour period, recorded with a % m Ebert-Fastie spectrom-
eter in Longyearbyen. From Sivjee and Hamwey (1987).
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3.2. Chemistry of the OH* layer

In this PhD project, we have used spectra from the OH*(6-2) vibrational
band to calculate rotational temperatures, meaning the OH* band with the
transition from v’ = 6 to v"” = 2. The emission wavelengths of OH*(6-2) are
~8400 A. Figure 3.3 shows the P, Q and R branches of OH*(6-2).

According to Eq. 3.7 in the previous section, the emission wavelength
of a diatomic molecule can be determined if the energies of the upper and
lower molecular states are known. The energy levels can be deduced if the

vibrational and rotational terms are known. The vibrational term for OH*(6-
2) is:

1 1)’ 1)’ 1)*
G(v) = we vt | mwele| Vg | Fwele(vt g | —weze| vt o) (3.9)

where we, wex,, ... are vibrational constants taken from Chamberlain and
Roesler (1955) and listed in Table 3.1.

The two rotational terms of OH*(6-2), corresponding to the two states
X QH% and X211 1, are determined by the formulae of Hill and Van Vleck

(1928):

A =a(7+3) <1 Ja(r+ 1) w4 - oo o

o= nf(r2) <1 (o ) owne )] o

where B, D, and Y, are rotational constants calculated by Krassovsky et al.
(1962) and listed in Table 3.1. Figure 3.5 shows vibrational structure, as well
as rotational structure of vibrational levels of the OH* X2II ground state.

3.2. Chemistry of the OH* layer

3.2.1. Production and loss of OH* in the polar mesopause
region

Excited hydroxyl in the polar mesopause region is produced mainly by these
reactions:
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Figure 3.4.: Nightsky spectrum between 1200 A and 9000 A, recorded in December 1992 by Ultraviolet Spectroscopy and Imaging
Group, University of Arizona. The OH*(6-2) vibrational band is highlighted.
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Figure 3.5.: a) Potential curve of the OH* X?2II ground state, showing vibrational
structure. b) Rotational structure of vibrational levels. From Krassovsky et al.
(1962).

O3+ H — OH* (v <9) + Oy + 3.3eV (3.12)
HOs+ O — OH*(v <6) 4+ Oy + 2.3eV (3.13)

The ozone-hydrogen mechanism (Eq. 3.12) is considered the dominant source
of OH* on a global basis (Bates and Nicolet, 1950), but the perhydroxyl-
oxygen mechanism (Eq. 3.13) is the source of up to half of the OH*(v’ <
6) observed in the winter mesopause over Svalbard, due to the absence of
photodissociation of HOs (Sivijee and Hamwey, 1987). The lower vibrational
levels of OH*(v’) are, in addition to the reactions above, believed to be pop-

Table 3.1.: Vibrational and rotational constants for OH*(6-2), taken from Cham-
berlain and Roesler (1955) and Krassovsky et al. (1962). Units are cm™! for all
constants except Y,,, which is dimensionless.

Vibrational Rotational

constants constants v=0 v=2
We 3737.90 | B, 14.349 17.108
Wele 84.965 | D, 0.0018 0.0018
Wele 0.5398 | Y, -9.795 -8.214
WeZe 0.01674
We(e -0.001637
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3. Hydroxyl (OH*) airglow

ulated as a result of either radiative cascade from the higher levels (Eq. 3.14)
or stepwise collisional deactivation processes by atomic oxygen and molecular
nitrogen and oxygen (Eq. 3.15) (Grygalashvyly, 2015; McDade, 1991):

OH*(v) — OH* (V) + hv (3.14)
OH*(v)+ M — OH"(v—1)+ M (3.15)

where v and v’ denote the upper and lower vibrational levels, respectively. M
is a non-reactive body, in this case O, Oy and N,. hv denotes the energy of
the photon emitted.

Loss mechanisms for OH*(v’) in the mesopause are quenching by atomic
oxygen, molecular nitrogen and molecular oxygen (Eq. 3.16), chemical re-
moval by atomic oxygen (Eq. 3.17) and radiative cascade to lower levels (Eq.
3.18) (Grygalashvyly, 2015):

OH*(V)+ M — OH*(v = 1)+ M (3.16)
OH*(v')+ 0 — H + O, (3.17)
OH*(v') — OH* (V") + hv (3.18)

where M is O, Oy and N,. v’ and v” denote the upper and lower vibrational

levels, respectively. Quenching by molecular oxygen is considered the main
loss mechanism (Adler-Golden, 1997).

3.2.2. Distribution and variation of OH*
Height distribution

The OH* emissions are centred at around 87 km altitude with a mean thick-
ness of 8 km, according to rocket measurements (Baker and Stair, 1988). The
balance between the rapid fall-off in ozone concentration with height and the
more frequently occurring collisional quenching by atmospheric constituents
at lower atmospheric levels is the reason why the OH* airglow layer is centred
near 87 km height.

Different vibrational states of OH* have different emission peak altitudes.
Bands originating from higher vibrational levels have higher emission peak
altitudes than bands originating from lower levels. This is, according to
the study by von Savigny et al. (2012), associated mainly with quenching
by atomic oxygen. von Savigny et al. used a collisional cascade model to
determine the effect of atomic and molecular oxygen on the dependence of
observed vibrational levels. They found that the greatest contribution came
from quenching by atomic oxygen. They explained this by the strong increase
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3.2. Chemistry of the OH* layer

of atomic oxygen concentration with increasing altitude. Hence, at higher al-
titudes, the lower vibrational levels are more strongly quenched by atomic
oxygen relative to at lower altitudes, leading to decreasing populations of the
lower vibrational states here.

Diurnal variation of OH*

The concentration of OH* in the mesopause varies according to the concen-
tration of other atmospheric species. When the sun is up, it dissociates O3
and Oy according to these reactions:

O3 — Oy + O Oy — 20 (3.19)

Thus, during daytime (or periods of midnight sun) we have high concentra-
tions of O compared to Oy and O3, and hence, from Eq. 3.12, low concentra-
tions of OH*. When the sun sets, rapid recombination of O back into O, and
O3 starts, according to, amongst others, these reactions:

20 — O O+0y+M — O3+ M (320)

where M is a non-reactive body (Chapman, 1931). Since O is abundant
during daytime, Og rapidly starts forming when the sun sets. Hence, the
OH* concentration and intensity increase rapidly from about 5 degrees solar
depression angle, which corresponds to sunset at 90 km height. At some point,
the O3 production slows as O concentration decreases. As a result, the OH*
concentration and intensity decrease. Hence, OH* intensity and temperature
tend to experience a small increase just after sunset, followed by a decrease
(Patrick Espy, pers. comm., 2016). The diurnal variation of OH* has not
been investigated in this PhD thesis.

Annual variation of OH*

The number density and peak height of the OH* layer at nighttime at high lat-
itudes are directly proportional to atomic oxygen concentration (Grygalashvyly,
2015). The highest number densities and lowest altitudes of the OH* layer
are found in winter. This corresponds to downwelling of air associated with
the annual variation of the mesospheric residual circulation and thus down-
ward mixing of atomic oxygen from the ionosphere into the polar mesopause
region. Conversely, upwelling of air during summer decreases atomic oxygen
concentration and hence OH* density (Liu et al., 2008).
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3. Hydroxyl (OH*) airglow

3.2.3. Effects of energetic particle precipitation on OH*
airglow

As mentioned in Section 2.5, there is an ongoing investigation whether ener-
getic particle precipitation (EPP) may affect OH* intensity and temperature.
EPP creates odd nitrogen (NO, = NO, NO;) in the middle atmosphere,
which affects ozone chemistry (Newnham et al., 2013, and references therein).
Hence, EPP may affect the OH*. EPP produces odd nitrogen in the 80 km
to 90 km region, which reacts with atmospheric species according to these
reactions (Brasseur and Nicolet, 1973):

NO + O35 —s NOy + Oy (3.21)
NOy;+0O — NO + Oy (322)
Net O3+ 0O — 209

Hence, in theory, one way EPP may affect the OH* is by reducing the
amount of O3 available in the mesopause region. Reaction 3.21 must compete
with reaction 3.12 in order to remove O3 and in this way reduce the OH*
production. However, reaction 3.21 is slower than reaction 3.12. This could,
in theory, be compensated by a higher NO production, but there is never
enough NO present in the airglow region for reaction 3.21 to equal reaction
3.12, not even during heavy geomagnetic storms.

A way EPP can affect OH* concentration is through altering concentra-
tions of O, following reaction 3.22. The equilibrium of the reactions above
shifts according to the amount of O present in the 80 km to 90 km height
region. The more O available, the greater tendency of equilibrium towards
NO, since reaction 3.22 then occurs frequently. The less O available, the
greater tendency of equilibrium towards NO-, since reaction 3.22 occurs not
so frequently. To conclude, we have less O available to form O3 and hence
OH* in the mesopause with NO present, produced by EPP (Patrick Espy,
pers. comm., 2016).

3.3. Retrieval of OH*(6-2) temperatures

OH* rotational temperature can be derived from the intensities of rotational
lines, and the intensity of each rotational line can be expressed as:

Ly g g = Noy gt Ayt i g (3:23)

where N,y j is the total concentration of OH* molecules in the highest rota-
tional level and A, j_,» j# is the transition probability, or the total rate at
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3.3. Retrieval of OH*(6-2) temperatures

which radiative transitions occur between v’ and v” (Mies, 1974). A is also
called Einstein coefficient. In Paper I and Paper 2, we have used Einstein
coefficients from Mies (1974).

When deriving temperatures from the rotational distribution of OH*, we
assume that the OH* molecules in the mesopause are following a Boltzmann
distribution. A Boltzmann distribution gives the probability that a system
will be in a certain state as a function of that state’s energy and the tem-
perature of the system, and assumes thermodynamical equilibrium (Gibbs,
1902). Reaction 3.12 produces OH* in highly excited rotational states, such
that the initial rotational distribution is non-Boltzmann for energy states with
very short radiative lifetimes. OH* (v’ > 2) undergo on the average at least
10 collisions before emitting photons and thus have relatively long radiative
lifetime, which indicates local thermodynamical equilibrium (Sivjee, 1992).
Further discussion on this matter can be found in Paper 2. The assumption
of a Boltzmann distribution of the rotational levels in a certain vibrational
state allows us to express the total concentration of molecules in the highest
rotational level as:

202J 4+ 1) —ru)ne
Nv’,J’ = NU/(CQ_{—)G iTioth (324)

where (), the electronic-rotational partition function for the v’ levels, is de-
fined as:

—F(J)he
QT‘ = Z 2(2J/ —|— 1)@ iTrot (3.25)
J’

F(J') is <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>