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Abstract

The thesis discusses the possibility of using ultrawideband (UWB) radar
to detect breast cancer. At the present time, X-ray mammography and
ultrasound are the golden standard imaging techniques for detection and
evaluation of breast cancer, but they both have their limitations. UWB
radar utilizes the difference in dielectric properties between a tumor and the
surrounding healthy tissue. By interpreting the reflected signals, it is possible
to make a prediction on the localization of a tumor. The primary aim of this
thesis is to use ultrawideband planar elliptical antennas in the detection of
breast cancer, and investigate the use of the delay-and-sum beamforming
technique applied on both the receiver (Rx) and transmitter (Tx).

At first, a description of the antenna and its basic characteristics are given,
based on numerical simulations in CST Microwave Studio. This was done
in order to get a better understanding of the antenna and its practicability.
Then, models consisting of four identical antennas with a layer of fat between
them and a tumor inside were constructed. Simulations were performed
with the tumor placed on three different locations. The signal-to-clutter
ratio is used as a measure of the systems overall performance. Some of the
model parameters where changed in order to analyze the systems strengths
and weaknesses. These parameters included the noise level, the size of the
tumor, the active beamforming process on the transmitter and the difference
in dielectric properties between the tumor and the healthy tissue.

General antenna parameters, such as the S11-parameter, radiation pat-
terns, group time delay and phase center were established. Initial indications
show that the signal-to-clutter ratios generally increase with the use of the
delay-and-sum beamforming technique on the transmitter and receiver, com-
pared to only using it on the receiver. In addition to this, the models using
Tx and Rx beamforming seems to have a higher tolerance with respect to
changes in the model parameters than the models using only Rx beamform-
ing.
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Chapter 1

Introduction

1.1 Medical rationale

In the human body, tissue and organs consist of different cells. At one
point in time a cell dies, but in order to maintain the size of the organs, new
cells must be formed to replace the dead ones. New cells are formed by cell
division. But, if cells start to divide faster than the the old ones die, these
new cells can form a tumor. The tumor can be either benign or malignant.
Benign tumors do not grow into the tissue around it, or spread to other
parts of the body. However, a malignant tumor can destroy the surrounding
tissue. Cells can also loosen from the original (primary tumor) and spread
with the blood- or lymph system. These cells are called secondary tumors.
The forming of these secondary tumors is called metastasis [1].

The breast consists mainly of fat and glandular tissue and it is most
common that a tumor is formed in the latter parts. Breast cancer can be
divided into different stages, depending on size of the tumor and whether or
not it has formed secondary tumors. Identifying the cancer stage is important
in selecting the proper treatment. The staging system ranges from Stage 0 to
Stage IV. In the stages 0 - II, the tumor is smaller than 5 cm in diameter and
has not spread to distant sites of the body. Breast cancer in Stage III may
be larger than 5 cm and has spread to tissues near the breast, such as the
skin or chest wall and also to the axillary lymph nodes or internal mammary
nodes. Stage IV breast cancer is diagnosed when the primary cancer has
spread out of the breast to other parts of the body, such as bone, lung, liver
or brain. The treatment of breast cancer at this stage is mainly focused on
extending survival time and relieving symptoms for the patients.

Based on the stage of the breast cancer for a patient, physicians are able
to predict the survival rate. Often used is the five-year survival rate, which
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refers to the average number of patients who are still alive five years after
being diagnosed with a specific stage of breast cancer. After seven years, the
survival rates will decrease for each stage. It is important to remember that
these survival rates are based on averages and may vary depending on the
individual medical situation etc. An overview of five-year survival rates for
some of the different breast cancer stages is given in Table 1.1 [2, 3].

Stage 5-year Relative Survival Rate
0 100 %
I 100 %

II A 92 %
II B 81 %
III A 67 %
III B 54 %
IV 20 %

Table 1.1: Five-year survival rates for some breast cancer stages [3].

As seen in Table 1.1, the detection at an early stage is important for long-
time survival and good life quality for breast cancer patients. Today, X-ray
mammography and ultrasound are the standard imaging techniques for de-
tection and evaluation of breast cancer [4]. Mammography is the application
of low-energy X rays. In an X-ray tube, a heated filament releases electrons
that are accelerated onto a target because a high voltage is applied across it.
This stream of electrons is called tube current. X-rays are produced when the
electrons interact with the target. A vacuum is maintained inside the tube,
so that the electrons does not interact with other molecules. The energy of
the emerging X-rays are dependent of the voltage between the filament and
the target. In mammography, the voltage applied is low and the target is
often molybdenum. When bombarded with electrons, this target produces
X-rays with an approximate energy of 17 and 19 keV [5].

Although there has been progress in mammography imaging, this method
has its limitations. It has been estimated that 4%-34% of all breast cancers
are missed by common mammography [6], and almost 70% of all cases are
actually benign [7]. The false-negative rates are especially high when diag-
nosing very dense breasts or breasts with implants. In a study of 18 patients
with implants and breast cancer, mammography showed an abnormality in
only one patient [8]. Also, it is commonly known that the mammogram ex-
amination can be uncomfortable to the patient. The breast is compressed
during the examination, and the patient is also exposed to low levels of ion-
izing radiation.
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Because of the many limitations of mammography, breast ultrasound is
also used in the diagnosing process. An ultrasonic wave has per definition a
frequency higher than 20 kHz. When used in clinical diagnosis, the frequen-
cies of the ultrasonic waves are between 1 and 20 MHz. There are three ways
of presenting the ultrasound images: Amplitude (A-mode), brightness (B-
mode) and motion (M-mode) [5]. The B-mode is the most commonly used in
breast ultrasound. Transducers transmits short bursts of ultrasonic energy,
followed by a listening period were the echoes from the ultrasonic waves are
recorded. The amplitude of the echoes are used to control the brightness of
the picture. The skin is highly reflective and is shown as a bright line on the
image, while fat cause low-level echoes and appears dark. Breast lesions are
often darker than the surrounding tissue. The echoes received from different
directions are combined to form a 2D image of the breast. When these images
are displayed in rapid succession, real-time imaging is possible. A limitation
of breast ultrasound is its inability to detect small lesions. This is mainly
due to the complex structure of the breast and noise in the image caused
by speckle phenomena. In addition, it is difficult to separate a benign lesion
from a malignant. Usually biopsy is needed to make this decision, which can
result in unnecessary stress and cost for the patient [9].

MRI of the breast is currently used as an adjunct to mammography and
ultrasound. The primary source of MRI signals is the mobile protons in
hydrogen atoms, which is found in water and fat. The hydrogen nucleus
contains one charged proton that spins and creates an electromagnetic field
with the characteristics of a magnetic dipole. It is known from quantum
mechanics that when an atom is placed in a strong external magnetic field, the
nucleus can have two spin states or energy levels. Most of the nuclei prefers
the lower energy level. When electromagnetic radiation in the radio frequency
range is applied, nuclei can absorb energy and thus rise to a higher energy
level. As these nuclei relax back to their lower state, energy will be radiated,
and it is this energy that is the source of MRI signal [10]. Often, a substance is
injected into the body in order to enhance tissue contrast. These substances
are called contrast agents [5]. Contrast-enhanced MRI has demonstrated a
sensitivity of 94% - 100% in the detection of breast cancer [11]. In a study [12]
that included 192 asymptomatic women, the accuracy of MRI was found to be
significantly higher than that of conventional imaging. Mammography found
3 of 9 breast cancers (33% sensitivity), while MRI correctly classified and
locally staged all nine cancers (100% sesitivity). However, a major limitation
of contrast-enhanced breast MRI is its relatively low specificity which rages
from 37% to 97% [13]. Also, both cancer and benign lesions may enhance
after administration of contrast material, making it difficult to separate the
two. Other limitations include the lack of MRI-guided localization and biopsy
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technology and the fact that the method is fearly cost-expensive [14].

1.2 Ultrawideband radar technology

Ultrawideband (UWB) radar transmission is a technology for transmit-
ting and receiving signals over a large bandwidth by the use of one or more
antennas. A common narrowband radar has a relative bandwidth that is
much less than one: ∆f

f0
≪ 1 , while a UWB radar has a relative bandwidth

that is in the order of, or even grater than, one : ∆f
f0

≈ 1. In 2002, the

federal communications commission (FCC), authorized the unlicensed use of
UWB in the 3.1-10.6 GHz band [15]. UWB radar technology is currently
used in many subsurface sensing applications, such as detecting unexploded
land mines, examining archeology sites and studying groundwater [16].

A UWB system is based on an antenna which radiates bursts of microwave
energy with extremely short duration, in order of nanoseconds or even sub
nanoseconds. The transmitted waves penetrate the material of interest and
are scattered by any targets that has a mismatch in dielectric properties. The
scattered signal is recorded by one or several receiving antennas. In recent
years, UWB radar has been introduced to medical applications, especially
for the detection of malignant tumors in the female breast [17].

Several studies in the past two decades indicate that the contrast in dielec-
tric properties between malignant and normal breast tissue in the microwave
frequency range is greater than 2:1 [18] - [20]. This good contrast is the
basis for active microwave imaging technique. The use of frequencies in the
microwave range for medical application is not randomly picked. From 1 G
Hz to 10 G Hz there is a balance between spatial resolution (better at higher
frequencies) and penetration depth (better at lower frequencies). Three dif-
ferent kinds of active microwave imaging techniques have been proposed for
breast cancer detection: hybrid microwave-induced acoustic imaging [21, 22],
microwave tomography [23] - [27] and ultrawideband radar techniques [28] -
[34].

The hybrid model transmits microwave signals into the breast, thus heat-
ing the tumor. Ultrasound transducers detect the pressure waves caused by
the tumor expansion. The received waveforms can be used to determine the
dielectric-properties distribution inside the breast [35].

The goal in tomography is to recover a complete profile of the dielec-
tric properties in the breast, using narrowband signals. A promising two-
dimensional clinical system for microwave breast imaging has been developed
[24], and progress has also been made in the three-dimensional case [26, 36].

The radar technique does not try to reconstruct the complete profile,
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but instead seek to identify and locate significant backscattered energy. The
scattered signals provides information about the existence and localization of
tumors as a function of spatial location in the breast. Microwave Imaging via
Space-Time (MIST) beamforming is one method that has been presented in
the literature for breast cancer detection [33]. In the space-time beamformer,
each antenna in an array transmits a low-power UWB pulse into the breast
and records the backscatter. To prevent cluttering, the beamformer spatially
focuses the backscatter signals [37].

One major advantage for UWB imaging is its potential to separate malig-
nant from benign tissue. Since benign tissue has almost the same dielectric
properties as normal breast tissue, the scatter from these tumors will have a
low intensity compared to the scatter from a malignant tumor, which has a
significant difference in dielectric properties [17]. In addition to this method,
UWB imaging can also use spectral and polarization signatures to make a
distinction between malignant and benign tissue [29].

However, the UWB radar faces several challenges. The scattering re-
sponse from the skin-to-breast interface is larger (at least one order of mag-
nitude) than any tumor response. The tumor response is further concealed by
clutter due to the heterogeneity of the breast, i.e. the natural variation on di-
electric properties of breast tissue. Suppression or removal of these responses
are necessary in order to have a minimum distortion of the tumor response.
More practical problems include design and fabrication of the UWB antenna,
the size of the aperture and scan time [17].
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Chapter 2

Methodology

2.1 Transmission line theory

2.1.1 Circuit model and wave propagation

A transmission line can be up to many wavelengths in size, as opposed to
the case of traditional circuit analysis where the physical dimensions of the
network is assumed to be much smaller than the electrical wavelength. Due
to this, the voltages and currents can vary in magnitude and phase over the
network length. A transmission line is often represented as a two-wire line,
as seen on Fig. 2.1a. This transmission line of infinitesimal length ∆z, can
be modeled as a lumped element circuit, as shown on Fig. 2.1b, where R, L,
G and C are defined as follows:

R = series resistance per unit length, for both conductors, in Ω/m.

L = series inductance per unit length, for both conductors, in H/m.

G = shunt conductance per unit length, in S/m.

C = shunt capacitance per unit length, in F/m.

7
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Figure 2.1: Schematic of a transmission line [38]. (a) Voltage and current
definitions. (b) Lumped-element equivalent circuit.

The series inductance represents the total self-inductance of the two con-
ductors, and the shunt capacitance is due to the nearness of the two conduc-
tors. The series resistance represents the resistance due to the finite conduc-
tivity of the conductors, and the shunt conductance is due to dielectric loss
in the material between the conductors.

The time domain form of the transmission line equations, also called
telegrapher equations, is as follows:

∂v(z, t)

∂z
= −Ri(z, t) − L

∂i(z, t)

∂t
, (2.1.1)

∂i(z, t)

∂z
= −Gv(z, t) − C

∂v(z, t)

∂t
. (2.1.2)

Assuming a sinusoidal steady state condition, with cosine-based phasors
and a complex propagation constant defined as

γ = α + jβ

=
√

(R + jωL)(G + jωC).
(2.1.3)
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Equations (2.1.1) and (2.1.2) can then be written on the form

d2V (z)

dz2
− γ2V (z) = 0, (2.1.4)

d2I(z)

dz2
− γ2I(z) = 0. (2.1.5)

Solutions of these differential equations are on the form

V (z) = V +
0 e−γz + V −

0 eγz, (2.1.6)

I(z) = I+
0 e−γz + I−

0 eγz. (2.1.7)

The e−γz term represents wave propagation in the +z direction, and the eγz

term represents wave propagation in the -z direction.
The characteristic impedance, Z0, is defined as

Z0 =
R + jωL

γ
=

√
R + jωL

G + jωC
. (2.1.8)

The characteristic impedance can be used to relate the voltage and current
on the transmission line as

V +
0

I+
0

= Z0 =
−V −

0

I−
0

. (2.1.9)

For a lossless transmission line, we have R = G = 0 which reduces the
characteristic impedance to

Z0 =

√
L

C
. (2.1.10)

We also get general solutions for the voltage and current in this case

V (z) = V +
0 e−jβz + V −

0 ejβz, (2.1.11)

I(z) =
V +

0

Z0
e−jβz − V −

0

Z0
ejβz. (2.1.12)

Now, assume an incident wave on the form V +
0 e−jβz is transmitted onto

a lossless transmission line terminated in an arbitrary load ZL. The ratio
of voltage to current is Z0 on the line and ZL at the load. To satisfy this
condition, a reflected wave must be excited with an appropriate amplitude.
The voltage and current on the line is expressed in Eq. (2.1.11)-(2.1.12).
The total voltage and current at the load (z=0) are related by the total load
impedance, so that

ZL =
V (0)

I(0)
=

V +
0 + V −

0

V +
0 − V −

0

Z0 (2.1.13)
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Solving for V −
0 , and we get

V −
0 =

ZL − Z0

ZL + Z0
V +

0 (2.1.14)

The voltage reflection coefficient, Γ, is defined as the amplitude of the
reflected voltage wave normalized to the amplitude of the incident voltage
wave:

Γ =
V −

0

V +
0

=
ZL − Z0

ZL + Z0

(2.1.15)

Γ is a complex number and Γ=0 indicates no reflected wave. To obtain
this, the load impedance must be equal to the characteristic impedance of
the transmission line, ZL = Z0. Such a load is said to be matched to the line,
since there is no reflection of the incident wave. When the load is mismatched,
not all available power is delivered to the load. This loss is called return loss
(RL) and is defined in dB as

RL = −20 log |Γ| dB, (2.1.16)

so that a matched load (Γ=0) has a return loss of ∞ (no reflected power),
and total reflection of the incident wave (|Γ|=1) has a return loss of 0 dB (all
incident power is reflected).

In the case where the load is mismatched to the line, reflected waves
leads to standing waves where the magnitude of the voltage on the line is
not constant. A measure of the line mismatch is a parameter called standing
wave ratio, SWR, or voltage standing wave ratio, VSWR,

SWR =
1 + |Γ|
1 − |Γ| . (2.1.17)

It is seen that 1≤ SWR ≥ ∞, where SWR = 1 implies a matched load.
Different standing waves are seen on Fig. 2.2.
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Figure 2.2: Standing wave pattern as a function of distance for a plane wave
with different reflection coefficients |Γ| [39].

We have seen that the voltage amplitude may vary with position on a mis-
matched line. Therefore, the impedance seen looking into this line must also
vary with position. This input impedance is expressed in the transmission
line impedance equation stated below:

Zin = Z0
ZL + jZ0 tanβl

Z0 + jZL tanβl
(2.1.18)

A special case of the input impedance is when the line is a quarter-wavelength
long, or in general, l=λ/4+nλ/2, for n=1,2,3... . This gives us the quarter-
wave transformer [38]

Zin =
Z2

0

ZL
(2.1.19)

Fig. 2.3 shows a voltage transmission system with a series mode interfer-
ence. A noise voltage, VSM , is in series with the measurement signal voltage
ETh.
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Figure 2.3: Effects of noise on a voltage transmission circuit [40].

The current through the load is

i =
ETh + VSM

ZTh + RC + ZL
(2.1.20)

The corresponding voltage over the load is

VL =
ZL

ZTh + RC + ZL

(ETh + VSM) (2.1.21)

To obtain maximum voltage transfer to the load, we set ZL ≫ RC +ZTh and
Eq. (2.1.21) becomes

VL = ETh + VSM (2.1.22)

This means that all of the noise voltage is across the load. Now we can define
the signal-to-noise ratio (SNR) in decibels as

SNR(dB) = 20log10

(
ETh

VSM

)
(2.1.23)

where ETh and VSM are root mean square values that can be found by using
the following formula [40]

yrms =

√√√√ 1

N

N∑

i=1

y2
i (2.1.24)

In addition to the SNR, the signal-to-clutter (S/C) ratio can be defined
as the ratio of the maximum tumor response to the maximum response not
caused by the tumor,

S/C =
maximum tumor response

maximum response not caused by the tumor
=

S

C
[35]. (2.1.25)
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From elementary physics, we know that the velocity of an electromagnetic
wave in vacuum is a constant, denoted c. When traveling in a dispersive
medium or through a dispersive wave system, the wave velocity changes and
becomes dependent on the medium in which the wave travels through. In
this case, the wave velocity can be written as [38]

v = 1/
√

µǫ (2.1.26)

Given steady-state conditions, the phase velocity can be introduced. The
phase velocity describes the the velocity where a constant phase point appears
to move along the medium or system. The phase velocity does not need to
be the same for each frequency component of a wave. Different components
of the wave may therefore travel with different speeds and give rise to phase
distortion of the waveform. This phase velocity, vp, is given by the following
formula

vp = ω/β (2.1.27)

Since the system is in a steady-state condition, no information is transmitted.
Therefore, the phase velocity is not associated with any physical properties.
This explains why, in some dispersive media and at certain frequency bands,
the fact that the phase velocity may be larger than c does not violate Ein-
stein’s theory of special relativity.

The group velocity is the velocity of the envelope of the wave train. It
is this velocity that transports the information in the signal. The group
velocity, vg, is defined as

vg =
dω

dk
|k0

(2.1.28)

where k is the wave number. When k is complex, k = β − jα, the group
velocity becomes [41]

vg =
dω

dβ
|β0

=
1

dβ/dω|β0

(2.1.29)

2.1.2 Microstrip antenna

Deschamps was the first one who proposed the concept of the microstrip
antennas in 1953 [42]. However, it was not until the 1970s that Munson
[43, 44] and Howell [45] developed the first practical antennas. The feeding
technique has a major influence on the characteristics of the antenna, and
is therefore an important design parameter. A microstrip antenna can be
excited indirectly using electromagnetic coupling or aperture coupling and a
coplanar waveguide feed. Directly excitation of the antenna includes a coaxial
line or a microstrip line [46]. A microstrip line is a planar transmission line



14 CHAPTER 2. METHODOLOGY

that can be fabricated by a photolithographic process. As we can see on Fig.
2.4a, a microstrip line consists of a conductor with width W printed on a
thin, grounded dielectric substrate of thickness d and a relative permittivity
of ǫr. Fig. 2.4b shows a sketch of the field lines on the same microstrip line.

Figure 2.4: A figure showing a microstrip line [38]. (a) The geometry. (b)
Electric and magnetic field lines.

As we can see on Fig. 2.4b, the field lines enter both air and the dielectric
material. Therefore, an effective dielectric constant, ǫe, is introduced and
can be interpreted as the dielectric constant of a homogeneous medium that
replaces the air and dielectric part of the microstrip. This effective dielectric
constant is given by:

ǫe =
ǫr + 1

2
+

ǫr − 1

2

1√
1 + 12d/W

, (2.1.30)

Due to this fact, the effective dielectric constant satisfies the following rela-
tion:

1 < ǫe < ǫr.

The phase velocity and the propagation constant for a microstrip line are
stated below:

vp =
c√
ǫe

, (2.1.31)

β = k0

√
ǫe. (2.1.32)
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Given the dimensions of a microstrip line, the characteristic impedance
can be found through the following equations

Z0 =
60√
ǫe

ln

(
8d

W
+

W

4d

)
for W/d ≤ 1 (2.1.33)

Z0 =
120π√

ǫe [W/d + 1, 393 + 0, 667 ln (W/d + 1, 444)]

for W/d ≥ 1

(2.1.34)

For a given characteristc impedance Z0 and a dielectric constant ǫr, the
W/d ratio can be calculated as

W

d
=

8eA

e2A − 2
for W/d < 2 (2.1.35)

W

d
=

2

π

[
B − 1 − ln(2B − 1) +

ǫr − 1

2ǫr

{
ln(B − 1) + 0, 39 − 0, 61

ǫr

}]

for W/d > 2

(2.1.36)

where

A = Z0

60

√
ǫr+1

2
+ ǫr−1

ǫr+1
(0, 23 + 0,11

ǫr
)

B = 377π
2Z0

√
ǫr

The attenuation due to dielectric loss can be determined by

αd =
k0ǫr(ǫe − 1) tan δ

2
√

ǫe(ǫr − 1)
Np/m, (2.1.37)

and the attenuation due to conductor loss is

αc =
Rs

Z0W
Np/m. (2.1.38)

where Rs =
√

ωµ0/2σ is the surface resistivity of the conductor.
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2.1.3 Microwave network analysis

The concept of impedance was first introduced in the nineteenth century
by Oliver Heaviside. He used the term to describe the complex ratio V/I
in AC circuits consisting of resistors, inductors and capacitors. It was later
applied to transmission lines and is regarded as a link between field theory
and transmission line or circuit theory.

Consider an arbitrary N-port microwave network. A specific point on the
nth port is defined as a terminal plane, tn, along with voltages and currents
for the incident (V +

n , I+
n ) and reflected (V −

n , I−
n ) waves. Looking at the nth

terminal plane, the total voltage and current is given by

Vn = V +
n + V −

n , (2.1.39)

In = I+
n + I−

n , (2.1.40)

as seen from Eq. (2.1.11) and (2.1.12) when z=0. The impedance matrix [Z]
relates these voltages and currents:




V1

V2
...

VN


 =




Z11 Z12 · · · Z1N

Z21
...

...
ZN1 · · · ZNN







I1

I2
...

IN


 , (2.1.41)

or on matrix form as [V ] = [Z][I]. We can also define the admittance matrix
[Y] as




I1

I2
...

IN


 =




Y11 Z12 · · · Y1N

Y21
...

...
YN1 · · · YNN







V1

V2
...

VN


 , (2.1.42)

which on matrix form is [I] = [Y ][V ].
It is seen that the [Z] and [Y] matrices are inverse of each other: [Y ] =

[Z]−1. The elements of the [Z] and [Y] matrices can be found as

Zij =
Vi

Ij
, (2.1.43)

and

Yij =
Ii

Vj
. (2.1.44)
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Below is a summary of different types of impedance:� Z0 = 1/Y0 =
√

L/C=characteristic impedance. Characteristic impedance
is, as mentioned before, the ratio of voltage to current for a wave on a
transmission line.� η =

√
µ/ǫ=intrinsic impedance of the medium. This impedance is

equal to the wave impedance for plane waves and is only depending on
the material parameters of the medium.� Zw = Et/Ht = 1/Yw=wave impedance. This impedance is depending
on the type of wave. Each type of wave has different impedances,
depending on the type of line or guide, the material and the operating
frequency.

The scattering matrix , [S] , relates the voltage waves incident on the
ports to those reflected from the ports, and is often measured directly with
a network analyzer. Mathematically, the scattering matrix is written as:




V −
1

V −
2
...

V −
N


 =




S11 S12 · · · S1N

S21
...

...
SN1 · · · SNN







V +
1

V +
2
...

V +
N


 , (2.1.45)

or on matrix form [V −] = [S][V +].
A specific element of the [S] matrix can be determined by the following

formula

Sij =
V −

i

V +
j

(2.1.46)

While the [Z], [Y] and [S] matrices can be used on a network consisting
of an arbitrary number of ports, the transmission (ABCD) matrix is defined
for a two-port network by the total voltages and currents as seen on Fig. 2.5.
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I ( )in ω I ( )out ω

A B

C D

Zs

Zl
V ( , ,R)out ω,θ φ

Zc1 Zc2

V (in ω)V ( )s ω ~

Figure 2.5: The ABCD matrix for a two-port network.

The following equations describes that two-port network:

V1 = AV2 + BI2, (2.1.47)

I1 = CV2 + DI2. (2.1.48)

In matrix form, this becomes [38]

(
V1

I1

)
=

(
A B
C D

)(
V2

I2

)
. (2.1.49)

2.2 Antennas

The history of antennas starts with James Clerk Maxwell who unified the
theories of electricity and magnetism and expressed their relations as a set of
equations, known today as Maxwell’s Equations. Maxwell published his work
in 1874 [47], and he also showed that both light and electromagnetic waves
travel as waves with the same speed. Heinrich Rudolph Hertz demonstrated
in 1886 the first wireless electromagnetic system. But in was not until 1901
that the first signal was transmitted over a large distance, namely the first
transatlantic transmission performed by Gugliemo Marconi. The transmit-
ting antenna consisted of 50 vertically placed wires in the form of a fan. The
receiving antenna was a 200 meter long wire pulled by a kite.

Before World War II, most antennas consisted of wires (long wires, dipoles,
fans, etc.), and were used as a single element or in arrays. During and af-
ter World War II, many other radiators were introduced. This included
waveguide apertures, horns, slots and reflectors. The invention of microwave
sources (klystron and magnetron) with frequencies of 1 GHz and above is
also considered important in the development of antennas. Today, antennas
have a wide range of applications, including communication, radar, remote
sensing and in the exploration of deep space.



2.2. ANTENNAS 19

2.2.1 Fundamental parameters of antennas

An antenna radiation pattern or antenna pattern is a characterization
of the electromagnetic field generated by an antenna and can be expressed
as a mathematical function or as a graphical representation. The radiation
property of most interest is often the two- or three- dimensional spatial dis-
tribution of radiated energy as a function of a path or surface of constant
radius. A coordinate system with the antenna placed in the origo is shown
in Fig. 2.6.

Figure 2.6: Coordinate system for antenna analysis [48].

The received electric or magnetic field at a constant radius is called the
amplitude field pattern. A graph of the spatial variation of the power density
at a constant radius is called an amplitude power pattern. These patterns
are often normalized with respect to their maximum value. The radiation
patterns consist of different parts, often referred to as lobes. These lobes
are further divided into the major or main lobe where most of the energy is
concentrated and the minor lobes which contains the least energy. A special
case of a minor lobe is the back lobe that points in the opposite direction of
the main lobe.

Associated with the antenna pattern is a parameter called beamwidth.
The beamwidth of a pattern is the angular separation between two identical
points located on opposite side of the pattern maximum. The most used
beamwidth is the Half-Power Beamwidth (HPBW) that refers to the points
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where the pattern achieves its half-power, relative to the maximum value.
These half-power values are found by setting the value of the field pattern at
0.707 of its maximum and the power pattern at -3 dB (0.5 in a linear scale)
value of its maximum.

The space surrounding an antenna is divided into three regions: the reac-
tive near-field, the radiating near-field (Fresnel) and the far-field (Fraunhofer)
as seen on Fig. 2.7. The boundaries between these regions are not unique,
however, some commonly used criterions exist.

Figure 2.7: The field regions of an antenna [49].

The reactive near-field is defined as

”That portion of the near-field region immediately surrounding
the antenna, wherein the reactive field predominates” [50].

The reactive power is associated with the non-propagating, quasi-static field
components which dominate in this region. The reactive component de-
creases rapidly with the distance from the antenna, and soon it is insignificant
compared to the radiating component. The outer boundary of this region is
located at a distance R1 = 0.62

√
D3/λ, where D is the largest dimension of

the aperture and λ is the wavelength.
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The radiating near-field (Fresnel) region is defined as

”That portion of the near-field region of an antenna between the
farfield and the reactive portion of the near-field region, wherein
the angular field distribution is dependent upon distance from the
antenna. If the antenna has a maximum overall dimension that is
not large compared to the wavelength, this field region may not
exist” [50].

In this region the field pattern is a function of the radial distance and the
radial field component can dominate. The outer boundary for the radiating
near-field region is taken to be the distance R2 = 2D2

λ
.

The far-field (Fraunhofer) region is defined as

”That region of the field of an antenna where the angular field
distribution is essentially independent of the distance from a point
in the antenna region” [50].

The field components are mainly transverse (TEM) in this region. There is
no outer boundary for the far-field region.

When describing the power associated with an electromagnetic wave, we
use the Poynting vector defined as

W = E × H, (2.2.1)

where
W=instantaneous Poynting vector (W/m2).
E=instantaneous electric-field intensity (V/m).
H=instantaneous magnetic-field intensity (A/m).
The total power crossing a closed surface is given by

P =

∮

s

∮
W · ds =

∮

s

∮
W · n̂ds, (2.2.2)

where
P= instantaneous total power (W).
n̂= unit vector normal to the surface.
da= infinitesimal area of the closed surface (m2).
Assume time variation on the form ejωt, where j =

√
−1 and ω = 2πf .

We can then define the complex electric and magnetic fields E and H, which
can be related to their instantaneous counterparts E and H by the following
equations

E(x, y, z; t) = Re[E(x, y, z)ejωt], (2.2.3)
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H(x, y, z; t) = Re[H(x, y, z)ejωt]. (2.2.4)

By using Eqs. (2.2.3) and (2.2.4), and the identity Re[Eejωt] = 1
2
[Eejωt +

E∗e−jωt] where (*) denotes the complex conjugate, the Poynting vector in
Eq. (2.2.1) can be written as

W = E × H =
1

2
Re[E × H∗] +

1

2
Re[E ×Hj2ωt]. (2.2.5)

This gives us the time average Poynting vector or average power density

Wav(x, y, z) = [W(x, y, z; t)]av =
1

2
Re[E × H∗]. (2.2.6)

Based on Eq. (2.2.6), the average power radiated by an antenna can be
written as

Prad =

∮

s

∮
Wrad · ds =

∮

s

∮
Wav · n̂da =

1

2

∮

s

∮
Re(E ×H∗) · ds. (2.2.7)

Typically, antennas tend to radiate more power in certain directions. This
is referred to as the antennas directivity, D, and is defined as follows

”The ratio of the radiation intensity in a given direction from the
antenna to the radiation intensity averaged over all directions.
The average radiation intensity is equal to the total power radi-
ated by the antenna divided by 4π” [50].

In mathematical form

D =
U

U0
=

4πU

Prad
, (2.2.8)

where
D= directivity (dimensionless).
U = r2Wrad= radiation intensity (W/unit solid angle).
U0= radiation intensity of isotropic source (W/unit solid angle).
Prad= total radiated power (W). Directivity is often expressed in decibels

(dB), and the formula for converting the dimensionless quantity to decibels
is

D(dB) = 10log10[D(dimensionless)] (2.2.9)

All antennas suffer from losses caused by reflections due to mismatch be-
tween the transmission line and the antenna or from losses in the conducting
and dielectric materials. With that in mind, the antenna efficiency can be
written as

e0 = ereced (2.2.10)
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where
e0= total efficiency (dimensionless).
er=1 − |Γ|2= reflection (mismatch) efficiency (dimensionless).
ec= conduction efficiency (dimensionless).
ed= dielectric efficiency (dimensionless).
|Γ|= reflection coefficient.

It’s difficult to calculate ec and ed, and Eq. (2.2.10) is therefore often
written on the form

e0 = erecd = ecd(1 − |Γ|2), (2.2.11)

where ecd = eced is the antenna radiation efficiency, which, as seen later, can
be used to relate the gain and the directivity.

Closely related to the directivity, and an often used measure of the an-
tenna performance, is the gain. The antenna gain is defined by IEEE as

”The ratio of the radiation intensity, in a given direction, to the
radiation intensity that would be obtained if the power accepted
by the antenna were radiated isotropically. The radiation inten-
sity corresponding to the isotropically radiated power is equal to
the power accepted by the antenna divided by 4π” [50].

In mathematical form this is expressed as

G = 4π
U(θ, φ)

Pin
, (2.2.12)

where
G= gain (dimensionless).
U= radiation intensity (W/unit solid angle).
Pin= power accepted by the antenna (W).

The radiated power can be expressed as Prad = ecdPin. Inserting this into
Eq. (2.2.12) yields

G(θ, φ) = ecd

(
4πU(θ, φ)

Prad

)
. (2.2.13)

Comparing the right hand side of Eq. (2.2.13) to the directivity given in Eq.
(2.2.8), we obtain the following relation between gain and directivity [48]

G(θ, φ) = ecdD(θ, φ). (2.2.14)

The phase center of an antenna is the point from which radiation is said
to be emitted. This is therefore the spatial reference point of the antenna.
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To determine the antenna’s phase center as a function of observation angle,
the far-field phase properties are considered. The far-field component of the
radiated E-vector can be written as

E = E(θ, φ)F (θ, φ) (2.2.15)

where E(θ, φ) represents the (θ, φ) variations of the amplitude and F (θ, φ)
represents the (θ, φ) variations of the phase.

However, this only holds under the assumption that E(θ, φ) and F (θ, φ)
has a exp j(ωt − βr)/r dependence. If there exists a point in space that
reduces the phase function F (θ, φ) to a constant, then this point is said to
be the phase center of the antenna. The localization of the phase center
may also be calculated by finding the point of intersection of successive rays
emitted from the antenna, as seen in Fig. 2.8 [51].

Phase center with coordinates
(Xa,Ya).

Xa

Ya

Rays emitted from the antenna.

Figure 2.8: The localization of the phase center determined by intersection
of rays.

The bandwidth of an antenna is the range of frequencies, on either side
of the center frequency, where some antenna characteristics (such as pattern,
beamwidth, radiation efficiency and gain) are within an acceptable value
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compared to the characteristics of the center frequency. For so-called nar-
rowband antennas, the the bandwidth is expressed as a percentage of the
frequency difference over the center frequency. For broadband antennas, the
bandwidth is expressed as a ratio of the upper-to-lower frequencies of accept-
able operation.

Antennas often have an inherent interpropagation time, or a time bias.
This means that the signal travels along the antenna before being radiated
from some aperture. The time which the signal travels, is referred to as the
antenna bias, and can be found by determining the difference between the
measured and the theoretical time for the signal to reach a target of known
localization.

The initial polarization of a wave is determined by the antenna transmit-
ting the wave. The desired polarization is therefore a factor when designing
the antenna. Sometimes, a particular polarization is preferable, in other
cases it makes little or no difference. There are three different polarizations;
linear, circular and elliptical. A wave is linearly polarized if the electric-
or magnetic-field vector is always oriented along the same straight line at a
given point in space, as shown in Fig. 2.9. The wave is circularly polarized
if the same field vector traces a circle as a function of time. The circular
motion can be either clockwise or counterclockwise, seen as the wave travels
away from the observer. This also holds for the elliptically polarized wave,
where the tip of the field vector traces an elliptical orbit in space [48].

Figure 2.9: The polarization of an electromagnetic wave [52].
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2.3 Ultrawideband theory

UWB systems require antennas with a wide operating band, which results
in special design and measurement considerations. Therefore, the antenna
parameters described in Chapter 2.2.1 does not give a satisfactory character-
ization of a UWB antenna. New methods have therefore been developed and
used to describe the performance of UWB antennas, such as radiation energy
pattern, peak amplitude pattern, fidelity, transfer function (impulse response
in time domain) and group delay [53]. Some parameters for characterization
of the performance of UWB antennas are given below.

The incident signal, s1(t), of an UWB antenna undergoes a distortion
induced by the antenna. This signal distortion can be quantified by first
finding the correlation between the incident signal and the radiated one,
s2(t), ∫

s1(t)s2(t − τ)dt. (2.3.1)

The radiated signal can be measured and the fidelity can be found by
determining the maximum value of the weighted correlation between s1(t)
and s2(t) :

ρ = maxτ

∫
s1(t)s2(t − τ)dt(√∫

s2
1(t) dt

)(√∫
s2
2(t) dt

) , (2.3.2)

where τ is the time delay of the signal and 0 ≤ ρ ≤ 1. Ideally, this fidelity
factor should be as close to 1 as possible, indicating low distortion created
by the antenna [54, 55].

The response of an antenna system can be described by the use of trans-
fer functions. As we will see, it is possible to define a transmitting antenna
transfer function H̃TA(ω, θ, ϕ) (dimensionless), a receiving antenna transfer

function H̃RA(ω, θ, ϕ) (given in meters) and an antenna system transfer func-
tion H(ω, θ, ϕ, R) (dimensionless). These transfer functions can be expressed
by the ABCD matrix, but it is difficult to measure this parameter and it
is therefore easier to apply the S parameters to this two-port network. The
functions H̃TA(ω, θ, ϕ) and H̃RA(ω, θ, ϕ) depend on antenna orientation and
operating frequency, and are useful when characterizing pulses from the trans-
mitting antenna or the reflected signal from a target. The antenna system
transfer function is more suitable when dealing with UWB communication
systems.

Consider an antenna system as shown in Fig. 2.10. The antenna at the
left transmits a signal to the antenna on the right, with a distance R between
them. The transmitting antenna transfer function is defined by the ratio of
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E( , , ,R)ω θ φ

R

HTA( )ω,θ,φ HRA( )ω,θ,φ

V (S ω) V (in ω)

I (in ω)

ZS

Zc 1 Zc 2

ZL

V ( , , ,R)out ω θ φ

Zin 1 Zin 2

I ( , , ,R)out ω θ φ

Figure 2.10: Transmitting and receiving antenna circuits used in the deriva-
tion of the transfer functions.

the distance normalized electric far-field, E(ω, θ, ϕ) = E(ω, θ, ϕ, R)/ e−jkR

R
at

a given point in space to the input signal of the transmitting antenna

H̃TA(ω, θ, ϕ) = HTA(ω, θ, ϕ)ρTA

=
E(ω, θ, ϕ)

Vin(ω)

=
E(ω, θ, ϕ, R)

Vin(ω)
RejkR.

(2.3.3)

In a similar way, the receiving antenna transfer function can be defined as
the ratio of the output signal of the receiving antenna to the incident electric
field

H̃RA(ω, θ, ϕ) = HRA(ω, θ, ϕ)ρRA =
Vout(ω, θ, ϕ, R)

E(ω, θ, ϕ, R)
. (2.3.4)

The definition of the antenna system transfer function is the ratio of the
output signal to the exciting signal

H(ω, θ, ϕ, R) =
Vout(ω, θ, ϕ, R)

Vs(ω)
. (2.3.5)

In these equations ω = 2πf , f is the operating frequency, k is the wavenumber
in free space, ρTA and ρRA are unit vectors of the polarization direction for
the transmitting and receiving antennas, respectively. If the impedances
defined in Fig. 2.10 have the relation Zs = Zc1 = Zc2 = Zl and assuming
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|ρTA · ρRA| = 1, the transfer functions can be expressed by the S parameters
as

HTA(ω, θ, ϕ) =

√
2S21

(1 + S11)(1 − S22)

jω

2πc
RejkR, (2.3.6)

HRA(ω, θ, ϕ) =

√
2S21

(1 + S11)(1 − S22)

2πc

jω
RejkR, (2.3.7)

H(ω, θ, ϕ, R) =
S21

2
. (2.3.8)

where
c is the speed of light in vacuum.
The transfer functions are preferably measured in the frequency domain

by the use of a network analyzer because of the high accuracy in these mea-
surements. It is also possible to obtain these functions from the time domain
by taking the Fourier transform of the impulse response [53].

A UWB antenna can also be seen as a filter with both magnitude and
phase response. Given a filter response H(f) = A(ω)ejθ(ω), the group time
delay is defined as the negative derivative of the filter phase with respect to
frequency

τg = −dθ(ω)

dω
. (2.3.9)

There are two aspects of the group time delay that we need to address,
namely magnitude and phase. The magnitude of the group time delay di-
rectly affect the magnitude of the system or network signal and can lead to
a damping effect. The group time delay is also closely related to the signal
propagation distortion. This means that the output waveform may undergo
some distortion. It is important to be aware of that these two aspects are
independent of each other, and that the group time delay alone does not give
a complete answer to which of these two effects that actually occur [56, 57].

2.4 Beamforming

Beamforming is a technique used to control the directivity or sensitivity
of an array of antenna transmitters or receivers. When receiving a signal,
beamforming can increase the receiver sensitivity with regard to the wanted
signals and decrease the sensitivity of interference and noise. When trans-
mitting a signal, beamforming can increase the power in the direction the
signal is to be sent.
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The beamforming technique, used in our simulations, was the delay-and-
sum beamforming. This technique gives the transmitted signals y(t) an ap-
propriate delay ∆, so that the waves reach the target at the same time, and
are summed together. If a scattering object exists in the focal point, the
signals will add coherently and give a larger power result than elsewhere.
Systematically changing the focal point throughout the entire area of inter-
est, a microwave map of the region can be created and significant scattering
points can be detected and localized. This beamforming technique can be
used as a part of the post-processing of the signals (assuming that the sig-
nals from each antenna in the array are transmitted simultaneously) or as an
active beamforming by giving the signals an appropriate delay before they
are transmitted. A schematic diagram of the delay-and-sum beamforming is
shown in Fig. 2.11.

Figure 2.11: The delay-and-sum beamforming, with the received signals in
the middle. When the beamformer has the right time shifts, the signals add
coherently as show on the left, and on the right side the incoherent summation
is shown when the time shifts are incorrect [17].
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It was the active beamforming technique that was used in this project.
But, in order to get the best result possible, the beamforming must take into
consideration both phase and amplitude when focusing the signals. There-
fore, it is necessary to know both the time delay and the amplitude at the
scattering point. In this way, every antenna contributes in an equal amount
and an optimal result can be obtained. The time delay of each of the antennas
can be found by first establishing the theoretical distance from the antenna to
the target. These distances can be converted to time by using the following
equation, which is dependent of the media that the signal propagates into:

s = vt ⇒ t =
s

v
=

s

c/
√

ǫ
, (2.4.1)

where c is the speed of light in vacuum and ǫ is the dielectric constant of the
medium in which the signal propagates. The antenna signal with the longest
propagation distance to the target has to be transmitted first, and is used as a
reference for the other antennas. The reference antenna is given a time delay
of 0 ns. The time delays for the other antennas are found by calculating
the difference between the time parameter, found in Eq. (2.4.1), for the
reference antenna and each of the other antennas. The amplitude that the
transmitting signals must have in order to contribute equally at the target,
can be found by measuring the electric field at the center of the scattering
point and calculating the signal amplitudes by the following formula

Psignal =
√

P 2
x + P 2

y + P 2
z (2.4.2)

where P 2
x , P 2

x and P 2
x are the maximum signal amplitude measured in the

x-, y- and z-direction. The antenna signal with the largest amplitude in this
point is given the transmitting amplitude 1. The amplitudes of the other
antenna signals are raised accordingly, so that all signals contribute in an
equal amount.

2.5 The simulation method

CST Microwave Studio is a electromagnetic simulator based on the Finite
Integration Technique (FIT), which was first proposed by Weiland in 1976
[58]. A short introduction to this simulation method will be given, along
with a short description of the different solvers available.
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2.5.1 The Finite Integration Technique

FIT discretizes the following integral form of Maxwell’s equations:

∮

∂A

~E · d~s = −
∫

A

∂ ~B

∂t
· d ~A (2.5.1a)

∮

∂A

~H · d~s =

∫

A

(
∂ ~D

∂t
+ ~J

)
· d~t (2.5.1b)

∮

∂V

~D · d ~A =

∫

V

ρ · dV (2.5.1c)
∮

∂V

~B · d ~A = 0 (2.5.1d)

where

~E is the electric field.

~H is the magnetic field.

~B is the magnetic flux density.

~D is the electric displacement field.

~J is the free current density.

ρ is the free electric charge density.

In order to solve these equations, a finite calculation domain that encloses
the considered problem is defined. The problem is split up into small cuboids,
also called grid cells. These grid cells form a mesh system: the primary grid
G and the dual grid G̃, which is set up orthogonally to the first one. As seen
in Fig. 2.12, the electric grid voltages ~e and magnetic fluxes ~b are allocated
on the primary grid, while the dielectric edge fluxes ~d and the magnetic grid
voltages ~h are on the dual grid.
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Figure 2.12: The electric grid voltages and magnetic fluxes are allocated
on the primary grid, while the dielectric facet fluxes and the magnetic grid
voltages are on the dual grid [59].

Considering Faraday’s law, each cell has a closed integral on the equations
left-hand side that can be written as a sum of four grid voltages. Because
of this, the time derivative of the magnetic flux defined on the enclosed
primary cell edge represents the right-hand side of the equation. By repeating
this procedure for all cell borders, the calculation rule can be summarized
in a matrix formulation, where the matrix C is introduced as the discrete
equivalent of the curl operator. By applying Ampere’s law on the dual grid,
the discrete curl operator C̃ is introduced. Similarly, the discrete divergence
operator S and S̃ are defined. The complete discretized set of Maxwell’s grid
equations (MGE) are thereby obtained:

Ce = − d

dt
b (2.5.2a)

C̃h =
d

dt
d + J (2.5.2b)

S̃d = q (2.5.2c)

Sb = 0 (2.5.2d)

No additional error has been introduced at this point. This is essential
in FIT discretization and is reflected by the fact that the properties of the
continuous gradient, curl and divergence are still valid in grid space:

div rot ≡ 0 ↔ SC = S̃C̃ = 0 (2.5.3)
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rot grad ≡ 0 ↔ CS̃T = C̃ST = 0 (2.5.4)

Finally, the material equations introduce the inevitable numerical inac-
curacy due to the spatial discretization:

d = M ǫe (2.5.5)

b = Mµh (2.5.6)

j = Mσe + j
s

(2.5.7)

Now, all matrix equations are available to solve electromagnetic field prob-
lems on the discrete grid space [59, 60].

2.5.2 The CST Microwave Studio solvers

There are three different solvers available when solving high frequency
electromagnetic field problems: transient, frequency and eigenmode solver.� Transient Solver

The CST Microwave Studio transient solver allows the simulation of a
problem in a wide frequency range in one single computation run. This
is therefore an efficient solver for problems containing nonzero sources,
open boundaries or devices with large dimensions.� Frequency Domain Solver
The CST Microwave Studio frequency solver is based on Maxwell’s
equations in the harmonic case where ∂/∂t → iω. This solver is useful
when dealing with small-size problems and only a few frequency points
are needed for solving the problem.� Eigenmode Solver
The CST Microwave Studio eigenmode solver is best suitable for solv-
ing problems regarding closed structures. This solver calculates the
structure’s eigenmodes and corresponding eigenvalues [60].
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2.6 Simulation setup

The simulations were done with CST Microwave Studio, described in
chapter 2.5, and the results were imported and post-processed in Matlab.
The substrate of the antenna was a dielectric material with ǫ = 3.36 and
µ = 1. The thickness of the substrate was 1.01 mm. Two ellipses were
carved out on the top of this substrate. A lossy biological load was also
implemented and fat was used as a load with ǫ = 10 , µ = 1 and an electrical
conductivity of σ=0.4. The thickness of the fat was 100 mm. All simulations
were done by using this setup as a starting point and is seen on Fig. 2.13(a).
A sideview of the antenna is seen on Fig. 2.13(b). Several different versions
of this model were tested. The sizes of the two ellipses were changed in order
to find the optimal antenna behavior, the same held for changing the value
of the resistance. After finding an optimal working antenna, this design was
kept throughout the rest of the simulations.
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100 Ω resistance

Feeding point

Inner ellipse:

X=0.0 mm, Y=-2.1 mm.
Radius: x=6.0 mm, y=8.5 mm.

Outer ellipse:

X=0.0 mm, Y=-1.1 mm.
Radius: x=8.0 mm, y=10.0 mm.

Center:

Center: Substrate

Center
connector

Radiating element

(a) The front of the antenna.

Substrate

ε=3.36

Ground plane Active element

H=1.01 mm

(b) A sideview of the antenna.

Figure 2.13: Drawings showing the geometry of the antenna seen from the
front and side.
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To test the antennas, a scattering target was placed inside the fat, one-
by-one, in a pattern as shown in Fig. 2.14. First, a solid spherical perfectly
electrical (PEC) material was used. the sphere was given a diameter of
4.0 mm. Later, the material was changed to cancerous tissue with the dielec-
trical properties ǫ = 50 , µ = 1 and an σ = 1.4. The antenna then tried
to identify the returned signal and based on that, give an estimate of the
distance from the antenna to the tumor.

Figure 2.14: A schematic showing the antenna and the position of nine dif-
ferent tumors, seen from above.

The setup was later expanded to include four antennas surrounding the
fat which contained a scattering target consisting of cancerous tissue. This
setup can be seen on Fig. 2.15, which allows us to see the three different
target localizations used. In all of these cases, the target was placed in the
y=0 plane and the position of the tumor was always estimated on the basis
of the x- and z-coordinates.
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Figure 2.15: A schematic (seen from above) showing the different setup used
in the model consisting of four antennas and a tumor. The tumor is placed
in three different locations; a) (-7 , 30) b) (0 , 50) c) (-35 , 35).
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Chapter 3

Results

3.1 Antenna characteristics

The lumped element resistance of the antenna was varied from 50 Ω to
200 Ω in steps of 50 Ω, and the lumped element of 100 Ω, along with the
geometry in Fig. 2.13(a), gave the best S11-parameter. A graph of the S11-
parameter over the frequency range 1 GHz to 11 GHz can be seen in Fig.
3.1, where the maximum value is -12.19 dB.
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Figure 3.1: A graph of the S11-parameter found when using the antenna
shown in Fig. 2.13.

The transmitted signal, represented in both the time- and frequency do-
main, can bee seen in Fig. 3.2. In CST Microwave Studio, the transmitted
pulse was set to range from 1 GHz to 11 GHz. These frequencies are marked

39
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by dashed lines in Fig. 3.2(b). The amplitude of these frequency components
can be compared to the maximum value, usually measured at the center fre-
quency. The 1 GHz component was found to be 10.0% of the maximum
value, while the 11 GHz component was 10.3%.
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Figure 3.2: The transmitted signal.

After establishing the transmitted signal, this signal was transmitted
through an antenna and into a lossy biological load. The electric field wave-
forms as a function of observation angle in the horizontal and vertical direc-
tion at a constant distance of 50 mm from the antenna was obtained and is
presented in Figs. 3.3 and 3.4.
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Figure 3.3: E-plane waveforms as a function of observation angle in the
horizontal y=0 plane.
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Figure 3.4: E-plane waveforms as a function of observation angle in the
vertical x=0 plane.

Virtual probes measuring the electric field were placed in a regularly
pattern at a distance z=5 mm, z=10 mm and z=20 mm from the antenna.
Probes were not placed at negative x-values because of symmetry. The time
signals from these probes were post-processed and the fidelity factor was
calculated by the use of Eq. (2.3.2). Contour plots of the fidelity are shown
in Figures 3.5 - 3.7. The maximum and minimum fidelity found, was 0.99
and 0.63 respectively. The mean fidelity of the contributing probes was found
to be 0.8629.
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Figure 3.5: Contour plot of the fidelity at a distance of 5 mm from the
antenna.
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Figure 3.6: Contour plot of the fidelity at a distance of 10 mm from the
antenna.
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Figure 3.7: Contour plot of the fidelity at a distance of 20 mm from the
antenna.

The antenna group time delay, described on page 28, was found between
antenna 1 and 3 with locations as seen in Fig. 2.15 and can be seen in Fig.
3.8. The deviation in group time delay over the entire frequency range was
3.7215 nanoseconds, with a mean value of 1.468 nanoseconds. The magnitude
and phase of the S-parameter between these two antennas is shown in Fig.
3.9.
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Figure 3.8: Plot of the group time delay found between antenna number 1
and 3 on Fig. 2.15.
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Figure 3.9: Plot of the magnitude and phase of the S31-parameter found
between antenna number 1 and 3 on Fig. 2.15.

Another antenna parameter that was important to establish, was the an-
tenna interpropagation time. The antenna interpropagation time was found
by using the approach described on page 25. The average antenna interprop-
agation time was 0.10967 nsec.

By using CST Microwave Studio, the electric field could be measured
at the planes z=10 mm and z=20 mm for the frequencies 1, 3, 5, 7, 9 and
11 GHz to visualize the radiation pattern exhibited by the antenna. These
datas were post-processed and are displayed graphically as contour plots of
the x- , y- and z- polarizations together with the total electric field at each
frequency. These plots also include the -3dB and -6dB contour levels. The
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contour plot of the radiation pattern found at the z=10 mm plane and at a
frequency of 1 GHz is shown below in Fig. 3.10. The rest of the plots are
listed in Appendix A. The -3dB width of all these graphs are listed in Tables
3.1 and 3.2. When multiple -3dB contours occur, the widest one is listed.
From the calculations of the radiation patterns, the maximum values from
the different polarizations and frequencies was extracted. These values are
listed in Tables 3.3 and 3.4.
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Frequency (GHz) EX EY EZ Etotal

1 8 13 10 14
3 11 16 10 18
5 9 12 8 19
7 8 18 7 17
9 7 20 7 15
11 6 26 5 22

Table 3.1: -3dB width (in mm) of the x-,y-,z-polarization and the total radi-
ation pattern, all measured at z=10 mm from the antenna.

Frequency (GHz) EX EY EZ Etotal

1 14 24 15 22
3 17 24 16 30
5 18 19 12 31
7 15 16 10 26
9 10 30 11 24
11 10 36 10 24

Table 3.2: -3dB width (in mm) of the x-,y-,z-polarization and the total radi-
ation pattern, all measured at z=20 mm from the antenna.

Frequency (GHz) x polarization y polarization z polarization Total
1 87.27 96.33 169.03 178.80
3 110.70 205.00 159.20 238.00
5 176.89 203.98 176.34 275.94
7 207.68 214.21 202.52 307.52
9 219.98 210.85 218.29 320.03
11 226.12 198.67 223.63 300.90

Table 3.3: Maximum power values of the different polarizations measured at
given frequencies and at a distance of 10 mm from the antenna.

Frequency (GHz) x polarization y polarization z polarization Total
1 18.16 27.56 37.83 46.35
3 45.88 112.61 50.62 116.24
5 75.17 119.74 68.85 132.39
7 94.72 116.27 92.85 146.33
9 105.57 113.88 93.08 141.57
11 106.62 100.74 96.98 141.10

Table 3.4: Maximum power values of the different polarizations measured at
given frequencies and at a distance of 20 mm from the antenna.
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When trying to establish the phase center of the antenna, probes were
placed at the following x- and y- coordinates: x=0,10,20,30,40 mm and y=-
40,-30,-20,-10,0,10,20,30,40 mm. This pattern was repeated for the following
z-coordinates: z=5,15,25,35,45 and 55 mm. This gives a total of 270 obser-
vation points. The distance from the antenna to these points in space were
estimated and the average interpropagation time found earlier was taken into
account. The estimated distance was compared to the theoretical one, which
used the center of origin as a reference point. Tables 3.5 and 3.6 gives a de-
scription of the deviation from origo for the x- and y-coordinates respectively,
assuming that the phase center is located on the antenna, i.e. on the z=0
mm plane. With respect to the x-coordinates, 76.3% of the observations are
within ±10 mm of the origo. In the case of the y-coordinates, 75.9% of the
observations are within −10 mm of the origo. Based on these comparisons
between the true and the estimated distances, an area containing the phase
center was determined and is shown in Fig. 3.11.

Deviation intervals Number of observations % of total observations
0 mm → |5| mm 133 49.3%

|5| mm → |10| mm 73 27%
|10| mm ≥ 64 23.7%

Table 3.5: Deviation of the x-coordinate from the origo for establishing a
phase center.

Deviation intervals Number of observations % of total observations
0 mm → |5| mm 131 48.5%

|5| mm → |10| mm 74 27.4%
|10| mm ≥ 65 24.1%

Table 3.6: Deviation of the y-coordinate from the origo for establishing a
phase center.
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Figure 3.11: The antenna and the area containing the phase center.

After finding the interpropagation time and the phase center, the model
was expanded to also include a tumor with the dielectric properties described
in Chapter 2.6. This tumor was placed at different distances and angles from
the antenna, as seen on Fig. 2.14. Post processing was performed on the
signals in order to recognize the scattered signal from the tumor and thereby
estimating the distance from the antenna to the tumor. These results can
be seen in Table 3.7. It is seen that the largest deviation in the estimation
of distance is 3.9 mm, which constitutes 15.6 % of the exact distance. It is
important to be aware of, that when discussing the true distance from an
antenna to the tumor, we mean the distance from origo of the local antenna
coordinate system, shown in Fig. 2.13(a), to the center of the tumor.

Tumor Coordinates (mm) True Distance (mm) Estimated Distance (mm) Deviation (%)
(0 , 15) 15.0 13.6 9.3
(20 , 15) 25.0 21.1 15.6
(40 , 15) 42.7 40.4 5.4
(0 , 35) 35.0 34.9 0.3
(20 , 35) 40.3 40.3 0.0
(40 , 35) 53.2 52.5 1.3
(0 , 55) 55.0 57.0 3.6
(20 , 55) 58.5 58.0 0.9
(40 , 55) 68.0 68.3 0.4

Table 3.7: The coordinates of the tumors, the true and estimated distance
from the antenna to the tumors.
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3.2 Antenna beamforming

The previous model was further expanded to include four identical anten-
nas and a tumor. The position of the antennas relative to the tumor at (0,
50) are shown in Fig. 2.15(b). First, the four antennas transmitted their sig-
nal in a successive matter and received the scattered signal independently of
each other. 1/2 of the voltage was transmitted, noise was added to the signals
coming from each of the four channels and the delay-and-sum beamforming
was applied as a part of the signal post-processing. 2D and 3D plots showing
the localization of the tumor with a noise level of 1.0 · 10−7 added, is seen on
Figs. 3.12(a) and 3.12(b). Then, active beamforming on the transmitter was
applied in addition to the post-processing previously mentioned. Since all
antennas have the same distance to the tumor, there was no delay between
the different channels and the amplitudes were also the same, namely 1. All
antennas transmitted their signal at the same time and the result are seen
on Fig. 3.12(c).
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(a) 2D plot for estimating the localization of a tumor at
(0 , 50) with Rx beamforming. The estimated position of
the tumor is (0 , 50).

(b) A 3D view of the same area as in (a) including a surface
showing the -3dB level.
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Tx and Rx beamforming with Noise, 2D plot.
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(c) 2D plot for estimating the localization of a tumor at
(0 , 50) with both Tx and Rx beamforming. The estimated
position of the tumor is (0 , 50).

Figure 3.12: Maps showing the localization of a tumor at (0 , 50) and a noise
level of 1.0 · 10−7 added to the signals.



3.2. ANTENNA BEAMFORMING 51

The noise level was increased in both cases until the system no longer
could determine the true localization of the tumor. The signal-to-clutter
ratios as a function of the noise added can be seen on Fig. 3.13. The SNR
and (S/C) ratios to these noise levels are documented in Tables B.1 and
B.2. Since the calculation of the signal-to-clutter ratios were depending on
a scaled random variable, namely the added noise, these calculations were
averaged over 100 runs to secure an accurate result.
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Figure 3.13: The signal-to-clutter ratios when adding different noise levels to
the signals and the tumor placed at (0 , 50).

In the next model, the tumor was placed in (-7 , 30) as shown on Fig.
2.15(a). The transmitting and receiving method from the previous model was
repeated for the case of Rx beamforming. When applying Tx-Rx beamform-
ing, the signals had to be transmitted in a specific order, and with a given
time delay, to arrive at the tumor simultaneously. This time delay was found
as described in Chapter 2.4. When the distance to the tumor is different for
each of the four antennas, there is a second way to perform beamforming at
the transmitter, namely to correct for both the time delay and the amplitude
so that the signals arrive at the tumor simultaneously and contribute in an
equal amount. The time delays for the antennas, the corrected amplitudes
and the transmitting sequences are given in Table C.1.

Plots showing the localization of the tumor at (-7 , 30) with a noise level
of 1.0 · 10−7 added, are seen on Fig. 3.14. The signal-to-clutter ratios as a
function of the noise added, are found in Fig. 3.15. Tables B.3 - B.5 lists the
corresponding noise levels, SNR and S/C ratios.
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(a) 2D plot for estimating the localization of a tumor at
(-7 , 30) with Rx beamforming. The estimated position of
the tumor is (-7 , 31).
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(b) 2D plot for estimating the localization of a tumor at
(-7 , 30) with Tx (time corrected) and Rx beamforming.
The estimated position of the tumor is (-6 , 31).
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Tx and Rx beamforming with Noise, 2D plot.
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(c) 2D plot for estimating the localization of a tumor at
(-7 , 30) with Tx (both time and amplitude corrected) and
Rx beamforming. The estimated position of the tumor is
(-6 , 31).

Figure 3.14: Maps showing the localization of a tumor at (-7 , 30) with a
noise level of 1.0 · 10−7 added to the signals.
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Figure 3.15: The signal-to-clutter ratios when adding different noise levels to
the signals and the tumor placed at (-7 , 30).

A tumor was then placed in the extreme localization with coordinates
(-35 , 35) as shown on Fig. 2.15(c). The transmitting and receiving methods
from the previous models were repeated. The time delays and amplitudes
used with the Tx beamforming are listed in Table C.2. The results, after
post-processing with a noise level of 1.0 · 10−7 added, can be seen on Fig.
3.16.
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(a) 2D plot for estimating the localization of a tumor
at (-35 , 35) with Rx beamforming and no noise added.
The estimated position of the tumor is (-42 , 21).
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Tx and Rx beamforming with Noise, 2D plot.
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(b) 2D plot for estimating the localization of a tumor at
(-35 , 35) with Tx (time corrected) and Rx beamform-
ing. The estimated position of the tumor is (-33 , 36)
and a secondary peak is located at (-35 , 60).
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Tx and Rx beamforming with Noise, 2D plot.
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(c) 2D plot for estimating the localization of a tumor at
(-35 , 35) with Tx (both time and amplitude corrected)
and Rx beamforming. The estimated position of the
tumor is (-34 , 37) and a secondary peak is located at
(-34 , 60).

Figure 3.16: 2D plots showing the estimated localization of a tumor at (-35 ,
35) with a noise level of 1.0 · 10−7 added to the signals (except where noted).
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Tables B.6 and B.7 lists the noise levels, SNR and S/C ratios. No table
was made when performing only Rx beamforming because, even without any
noise added, the tumor was misplaced as seen on Fig. 3.16(a). The signal-
to-clutter ratios as a function of the noise added are presented in Fig. 3.17.
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Figure 3.17: The signal-to-clutter ratios when adding different noise levels to
the signals and the tumor placed at (-35 , 35).

3.3 Changing model parameters

In addition to studying the systems sensitivity versus changes when adding
noise, it is also of interest to determine how the system responds to a change
in tumor size. Therefore, the tumor diameter was set to be both 2 mm and
6 mm, in addition to the previous measurements with a diameter of 4 mm.
The noise level added was kept constant at 1.0 · 10−7, and the measurements
made with the 4 mm tumor was repeated for the different tumor diameters.
The signal-to-clutter ratios are presented in Fig. 3.18.
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(a) The tumor is placed at (0 , 50).
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(b) The tumor is placed at (-7 , 30).
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(c) The tumor is placed at (-35 , 35).

Figure 3.18: Signal-to-clutter ratio versus tumor diameter. The noise level
added was kept constant at 1.0 · 10−7 while the diameter of the tumor was
varied in steps of 2 mm.

The measurements were repeated, but now the tumor diameter was set to
4 mm, the noise level added was kept constant at 1.0 ·10−7 and the dielectric
constant of the ambient medium, ǫ, was varied. In the previous models, the
dielectric constant of the fat was ǫ = 10 thus giving a ratio between the tumor
and fat of 5:1. Now, ǫ was set to 20 and 30, making the ratio between the
tumor and fat 5:2 and 5:3 respectively. Depending on the content of adipose
(fatty) tissue, the range of ǫ varies from about 5-30 in breast tissue [62]. The
results from these simulations are presented in Fig. 3.19.
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(a) The tumor is placed at (0 , 50).
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(b) The tumor is placed at (-7 , 30).
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(c) The tumor is placed at (-35 , 35).

Figure 3.19: Signal-to-clutter ratio versus changes in the dielectric constant
of the fat. The tumor diameter was set to 4 mm, the dielectric constant of
the fat, ǫ, was varied from 10 to 30 in steps of 10. The noise level added was
kept constant at 1.0 · 10−7.

Then, simulations were done in order to establish how sensitive the system
was with regard to the active beamforming process on the transmitter. In
CST Microwave Studio, field monitors measuring the electric field at the
frequencies 2,3,4,5,6,7,8 and 9 GHz where placed in the y=0 plane, the Tx
(time and amplitude) beamforming technique was applied to to the three
different models and the datas were post-processed. The total electric field
was calculated and is presented in Fig. 3.20.
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(a) Tx (time and amplitude) beamforming technique used to focus
the signals at (0 , 50).
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(b) Tx (time and amplitude) beamforming technique used to focus
the signals at (-7 , 30).
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(c) Tx (time and amplitude) beamforming technique used to focus
the signals at (-35 , 35).

Figure 3.20: The variations in the electric field when using Tx (time and
amplitude corrected) beamforming technique to focus the signals.



3.3. CHANGING MODEL PARAMETERS 59

Based on the previous figure, Tx (time and amplitude corrected)-Rx
beamforming was used to focus the signals 5,10 and 20 mm from the center
of the tumor along the positive z direction for each of the three models shown
in Fig. 2.15. The signal-to-clutter ratios for these three models are shown in
Fig. 3.21.
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Figure 3.21: The signal-to-clutter ratios when applying Tx (time and ampli-
tude corrected)-Rx beamforming, and focusing the signals 5,10 and 20 mm
from the center of the tumor along the positive z direction.
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Chapter 4

Discussion

4.1 Antenna characteristics

When changing the different factors in the antenna models, it soon be-
came obvious that the relation between the radius of the outer and inner
ellipses was the key factor when trying to improve the magnitude of the S-
parameter. In addition, the lumped element, located between the two ellipses
at the upper part of the antenna, also affected the S11-parameter. Therefore,
one of the first goals in this project was to obtain a magnitude of the S11-
parameter below the critical -10 dB point over the largest frequency range
possible. Various radii of the ellipses were tested, and the best S-parameter
(seen in Fig. 3.1) was found with the configuration shown on Fig. 2.13. This
result is comparable with the optimized differential elliptic antenna from [54]
and it is somewhat better than the result obtained with the differential el-
liptic antenna in [61]. These two antennas only uses the 3.1-10.6 GHz band,
while the antenna proposed here uses a frequency band that stretches from
1 GHz to 11 GHz.

A verification of the transmitted signal is shown on Fig. 3.2. It is con-
firmed that the transmitted signal has a Gaussian shape and the values of
the 1 GHz and 11 GHz components are about 10 % of the maximum value,
when looking at the signal in the frequency domain. Then, the electric field
waveforms of the transmitted signal was measured as a function of observa-
tion angle at a distance of 50 mm from the antenna. On Fig. 3.3, it is seen
clearly that the signal measured in the horisontal plane at 0o has a larger
amplitude than the others and can easily be recognized. However, the ampli-
tude of the signal decrease as the observation angle increase. At the angles
270o and 90o, the signal is barely recognizable and has a very low amplitude.
In Fig. 3.4, the same angles are used, but now in the vertical x=0 plane. The

61
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signal with the largest amplitude is found at 45o. As the angle increase in
either direction from 45o, the amplitude of the signal decrease. At the most
extreme angles, 270o and 90o, the signal has a significantly lower amplitude
than the one found at 45o.

The figures showing the fidelity is given in Fig. 3.5 - 3.7. First of all,
notice in Fig. 3.5(a), 3.6(a) and 3.7(a) that the x-component of the fidelity is
zero along the x=0 plane. This is due to the fact that the x-component of the
electric field is zero along this plane and therefore does not contribute. Also,
the x-component of the fidelity is always smaller in magnitude than the y-
and z- components below y=-5 mm. Below the same line, the y-component
seems to be slightly larger than the the z-component. Above y=-5 mm, the x-
component is sometimes comparable to the other two components, but never
dominates.

Besides this, the mean overall fidelity of 0.8629 is acceptable. This means
that, in general, the antenna does not distort the signal significantly before
it is radiated. This further implies that the signal generally keeps its shape
and duration while being transmitted from the antenna. This is confirmed
by the electric field waveforms of the transmitted signal that was measured
as a function of observation angle at a distance of 50 mm from the antenna,
shown in Figs. 3.3 and 3.4.

The group time delay, shown on Fig. 3.8, has two significant peaks. One
peak is located at 5.995 GHz and the other at 8.865 GHz. These peaks can
be recognized as local minima at the same frequencies on the magnitude plot
of the S31-parameter, shown in Fig. 3.9(a). A plot of the phase of this S-
parameter, Fig. 3.9(b), shows a nearly linear phase with the exception of two
irregularities located around 6 GHz and 8.9 GHz.

The antenna interpropagation time was found by simulation to be 0.10967
nsec. It was important to establish this parameter, so that it can be removed
in later simulations and thus giving a more accurate and correct result when
localizing objects at a correct distance.

Looking at the plots of the radiation patterns, it is seen that the x-
polarization always has two main lobes located symmetrically on the y axis
with respect to the origin. The z-polarization on the other hand, has only
one main lobe regardless of the frequency or distance from the antenna. The
marked -3 dB levels are significantly wider when moving further out from the
antenna, which is confirmed in Tables 3.1 and 3.2. The radiation patterns are
stable; there are no large changes in the patterns for the different frequencies
or when moving further away from the antenna.

Tables 3.3 and 3.4 list the maximum values of the electric field measured
at 10 and 20 mm from the antenna in the calculations of the radiation pat-
terns mentioned above. These maximum values are a measure of how much
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the different polarizations contribute to the total radiation pattern. The val-
ues measured at 10 mm are always higher than the ones measured at 20
mm. This general result is expected since the signal travels through a lossy
media. Looking at the values measured at 10 mm, it is seen that the z-
polarization dominates at the lowest frequency (1 GHz), the y-polarization
at the medium frequencies (3-7 GHz) and the x- and z-polarizations are
comparable in strength at the higher frequencies (9 and 11 GHz). This
trend is partly confirmed when looking at the values measured at 20 mm
from the antenna. Here, the y-polarization also dominates at 9 GHz and
the x-polarization is the largest at 11 GHz. In both cases however, the y-
polarization is considerably larger than the others at the frequencies 3 and 5
GHz.

A phase center can be difficult to determine, and for this antenna the
phase center is confined to an area, shown in Fig. 3.11. If the phase center
had been a point, it could have been taken into consideration in the same way
as the interpropagation time when estimating distances from the antenna to
a tumor. This is obviously more difficult when it is not a point, but lies
within an area. Based on the deviation intervals presented in Tables 3.5 and
3.6, an area that was most likely to contain the phase center was established.
The maximum deviation expressed as a percentage of the true distance in
the x and y direction, was found to be 173.3% and 173% respectively. These
extreme deviations may occur because of large angles or due to the presence
of the near field exhibited by the radiating antenna. However, according
to [63], the conventional phase center concept may be unsuitable for UWB
antennas. It is argued that with the use of the standard definition, some
UWB antennas might not have a phase center, and that the stable phase
center of UWB antennas therefore should be defined as the stability of the
phase center in the operating frequency band within the 3 dB beam width.

Placing tumors at different angles and distances from the antenna was
the next logical step. As seen in Table 3.7, the estimated distance from the
antenna to a tumor are in most cases (except two) equal or shorter than
the true distance, which uses the physical origo as a reference point. The
maximum deviation in the estimation of distance was found to be 3.9 mm.
These results seem promising, especially when taking into consideration that
only one antenna was used.

4.2 Antenna beamforming

In the previous section, basic characteristics of the elliptical antenna were
established and the distance from one antenna to a tumor was estimated. The
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antenna interpropagation time was found and will be taken into consideration
throughout the rest of the simulations. This section will discuss the expanded
model consisting of four identical antennas and one tumor, and the capability
of the delay-and-sum beamforming technique applied on the receiver (Rx)
and on both the transmitter and receiver (Tx-Rx).

When the tumor was placed at the center with coordinates (0 , 50), its
position was correctly estimated when the beamforming was applied to the
receiver and on both the receiver and transmitter, assuming a noise level of
1 · 10−7 added to the signals. This is seen on Fig. 3.12. We also observe that
the sidelobe levels are larger in magnitude when beamforming was used only
on the receiver, compared to the case with both Tx and Rx beamforming.
This is confirmed in Fig. 3.13, where it is shown that the signal-to-clutter
ratio is generally higher when applying Tx and Rx beamforming, compared
to using it only on the receiver. This figure also shows that when applying
Tx and Rx beamforming, the system has a higher tolerance with respect to
noise, i.e. it is possible to add more noise to the system and still be able to
single out and identify the tumor from the clutter. A maximum noise level
of 9 · 10−6 was added for the Tx and Rx case, while only 1 · 10−6 for the Rx
case.

When placing the tumor at (-7 , 30), see Fig. 3.14, its position was cor-
rectly estimated for all three cases of beamforming (when adding a noise level
of 1·10−7); only Rx, Tx (time corrected) and Rx, and Tx (time and amplitude
corrected) and Rx. However, notice that the sidelobe level is significantly
larger when using the Rx beamforming only, resulting in a signal-to-clutter
ratio approximately 2 dB lower than in the other two cases, assuming a noise
level of 1 · 10−7. Looking at the signal-to-clutter ratios when adding different
noise levels, shown in Fig. 3.15, it is clearly seen that the S/C ratios are
much higher in both of the cases when the Tx beamforming is taken into
consideration, compared to only using it on the receiver. Comparing the two
cases that includes Tx beamforming, the one with only a time correction has
a slightly higher signal-to-clutter ratio for low noise levels. But, when the
noise level exceeds 7 ·10−7, the case with both time and amplitude correction
has a significantly higher S/C ratio. In addition to this, the beamforming
technique has a far better tolerance for noise than the time corrected Tx
technique, and is obviously superior to the case where only Rx beamforming
was applied.

With the tumor located at (-35 , 35), the Rx beamforming alone was
proven to be insufficient for localizing the tumor correctly. It was always
estimated to be at a location considerably far away from the true position,
even without any noise added to the system. This can clearly be seen in Fig.
3.16(a). When beamforming also was applied on the transmitter, the tumor
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could be correctly localized, even in the presence of some noise, as seen in Fig.
3.16(b) and (c). Once again, the model with only a time correction on the
transmitter has a slightly higher signal-to-clutter ratio for low noise levels.
The time and amplitude corrected model, however, has a higher tolerance to
noise before it becomes impossible to single out the tumor from the clutter,
as shown on Fig. 3.17. The maximum added noise for the time corrected
model was 5 ·10−5, while the time and amplitude corrected one could tolerate
a noise level of 1 · 10−5.

4.3 The effect of changing model parameters

In the three models discussed in the previous section, the beamforming
technique itself and the noise level tolerance were emphasized. In order to
give a more complete description and a deeper understanding of the strengths
of the delay-and-sum beamforming technique applied on the receiver and
transmitter, several parameters in the model were altered and the signal-to-
clutter ratio was used as a measure of how well the system could handle the
changes. In addition to the previously discussed systems tolerance of noise
added to the signals, three other parameters that may have an effect of the
systems performance were identified and tested, namely the size of the tumor,
the difference in dielectric properties of tumor tissue and fat and finally the
active beamforming process on the transmitter.

At first, the size of the tumor was changed. In the previous models, the
tumor diameter was 4 mm. Now, the same measurements were made with
a tumor diameter of 2 mm and 6 mm. The results from the first model,
with the tumor at (0 , 50), are presented in Fig. 3.18(a). Here it is seen,
as expected, that the S/C ratio is generally lower when using a tumor with
a diameter of 2 mm compared to a diameter of 4 mm. However, the model
with the 6 mm tumor has a lower S/C ratio than the one with the 4 mm
tumor. In fact, when applying only Rx beamforming, the models containing
tumors of 2 mm and 6 mm have almost identical S/C ratio, 2.42 dB and
2.32 dB respectively, while with the 4 mm tumor the S/C ratio is larger
(4.88 dB). It is also worth noticing that the difference between using only Rx
beamforming and using Tx and Rx beamforming increase as the size of the
tumor increase.

In the next model, the tumor was placed in (-7 , 30). As seen on Fig.
3.18(b), the 2 mm tumor could not be singled out from the clutter when
applying Rx beamforming. When beamforming was applied to the transmit-
ter and the receiver, the tumor was correctly localized and a S/C ratio of
approximately 4 dB was obtained for both of these models. The tumors with
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a diameter of 4 mm and 6 mm were always correctly localized, and the S/C
ratios when using Tx and Rx beamforming are always larger than when the
beamforming is only performed on the receiver. The difference between the
models using the Tx (time corrected) and Tx (time and amplitude corrected)
beamforming are barely noticeable.

Fig. 3.18(c) shows the results when placing a tumor at (-35 , 35). For a
tumor diameter of 2 mm, it can not be localized correctly even when applying
Tx and Rx beamforming. Rx beamforming and tumor diameters of 4 mm
and 6 mm gives the same results as with the 2 mm tumor, but when using
the delay-and-sum technique on the transmitter, in addition to the receiver,
these tumors are identified and localized. The S/C ratios increase as the
tumor diameter increase, which is as expected.

For each of the three models the tumor diameter was now set to 4 mm, the
noise level added was kept constant at 1.0 · 10−7 and the dielectric constant
of the fat, ǫ, was varied. As seen on Fig. 3.19, the general trend is that
the S/C ratios decreases as ǫ increases. This is expected, because it is the
difference between the malignant and healthy tissue that is the basis of this
method, and when this contrast becomes smaller it will be more difficult to
detect the tumor. It is seen that none of the tumors can be detected when
the dielectric constant of the fat is set to 30. Furthermore, notice that on
Figs. 3.19(a) and (b), the S/C ratios with ǫ = 20, are larger when using
Rx beamforming than when applying Tx and Rx beamforming. Looking at
Fig. 3.19(c) however, it is seen that the Rx beamforming can not detect the
tumor, but the Tx and Rx beamforming technique manages to localize the
tumor correctly, at least for ǫ =10 and 20.

We also wanted to test the systems sensitivity with regard to the active
beamforming process on the transmitter. In Fig. 3.20, the total electric field
when applying Tx (time and amplitude corrected) beamforming is plotted.
These plots show a local maximum close to the point in which the signals
are focused. This indicates that the energy is focused, but as seen on Figs.
3.20(b) and (c), the maximum is located a few millimeters from the actual
focal point. In all of these plots, it is seen that the maximum is stretched
out and covers an area. This means that a small deviation in the focal point
might not have a large influence on the resulting S/C ratio. To verify this, the
focal point was moved with 5,10 and 20 mm in the positive z direction, while
the tumor was still placed at the same position as before. The three previous
mentioned models were simulated with these new focal points. The Tx (time
and amplitude corrected) and Rx beamforming technique was applied and
the S/C ratios were found and can be seen in Fig. 3.21. It is seen that as
long as the focal point is at a local maximum in Fig. 3.20, the S/C ratio is
high. But when the focal point is located elsewhere, the S/C ratio becomes
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lower than it is when focusing at the center of the tumor.
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Chapter 5

Conclusion

An effort has been made to give a general characteristic of this planar ellip-
tical antenna. Initially, I have shown that the antenna has an S11-parameter
well below the gold standard -10 dB level over the entire frequency band. In
the literature, this parameter is often the first to be established, and it is im-
portant to get as much of the frequency band as possible below -10 dB. Then
the transmitted signal was documented in both time- and frequency domain,
and the 1 GHz and 11 GHz components were found to be approximately 10
percent of the maximum value. This signal was recorded at different angles
at a constant distance from the antenna. In general, the signal seems to keep
its shape independent of the observation angle, and as the angle increased
the amplitude of the signal decreased. This result is supported by a general
high fidelity factor and a group time delay that has little variation across the
frequency band, except two large peaks at 6.0 GHz and 8.9 GHz. By simula-
tions, the average antenna interpropagation time and phase center was also
found. Another more commonly used antenna parameter that was found, was
the antenna radiation pattern. The patterns are fairly stable as the frequency
increases, and the -3 dB levels are significantly wider when moving further
out from the antenna. In addition to these antenna parameters, the distance
from one antenna to a tumor, located at different angles and distances, was
estimated. These results were acceptable, and the model was expanded to
include four antennas and a tumor.

For the models consisting of four antennas and a tumor, the main goal was
to test and determine whether there was something to gain when using the
delay-and-sum beamforming technique on both the receiver and transmitter.
This is confirmed for all three different models that we tested. When applying
this beamforming technique on both the receiver and transmitter, the signal-
to-clutter ratios are significantly larger than what we get when using the
technique on the receiver only. In addition to a higher signal-to-clutter ratio
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when a low noise level is added to the signals, the system also becomes more
tolerant to added noise when using Tx-Rx beamforming, compared to the
Rx case.

To examine the strengths of the Tx-Rx beamforming technique more thor-
oughly, some of the model parameters were changed. When varying the tu-
mor size, it is seen that the S/C ratio is generally higher when using a tumor
that is 4 mm in diameter than using one that is 2 mm. The Tx-Rx technique
also manages to detect tumors when the Rx beamforming does not succeed.
The S/C ratios decreases as the dielectric constant of the fat increases and
none of the beamforming methods were able to correctly localize the tumor
when the dielectric constant of the fat was ǫ = 30. A somewhat surprising
result is that Rx beamforming achieves the highest S/C ratio when ǫ = 20
and the tumor is located at (0 , 50) and (-7 , 30).

When applying Tx-Rx beamforming, there is a local maximum in the
electric field close to the desired focal point. We can therefore claim that this
technique focuses the energy at the desired location, thus making detection
of a tumor more likely. When focusing the signals to a point that is not
a local maximum, the signal-to-clutter ratio will become significantly lower
and detection of a tumor becomes difficult. This, seen in relation with the
other properties mentioned in this chapter, indicates that there is some profit
with respect to signal-to-clutter ratio, in applying the Tx-Rx beamforming
technique. In many of the models and parameters used and tested here, the
Tx-Rx method is equal to or better than the Rx method to detect breast
cancer.



Chapter 6

Future work

From my point of view, there are three main areas in which future work
should be concentrated. Firstly, a more detailed characteristic of the antenna
is needed. Parameters such as gain, current flow on the antenna, radiation
efficiency and transfer functions will give a more complete and profound
description of the antenna, its limitations and capabilities.

The second area where there is still work to be done, is with regard to the
expanded model consisting of four antennas, one tumor and the use of the
delay-and-sum beamforming technique. In theory, better results should be
obtained with the increase in number of antennas. One possibility will be to
add four new antennas to the system, bringing the total number of antennas
up to eight. These new antennas could be placed in the corners between the
existing antennas, thus covering the area under investigation in a much better
way than with the current setup. It is possible to expand this even further
and try to localize the tumor in 3 dimensions. This would require that some
antennas were placed both above and below the tumor in order to estimate
the depth in which the tumor is positioned. The signal processing algorithms
will also become more complex as the number of antennas increases.

And finally, the antenna should be produced and tested in order to confirm
the antenna characteristics previously found by simulation. Localization of
different objects in a medium with similar dielectric properties as fat could
also be attempted. The delay-and-sum beamforming technique could also be
tested, and try to find out what demands this technique sets to the additional
equipment that might be needed.
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Figure A.1: Radiation pattern measured at the plane z=10mm and at a
frequency of 3 GHz. Values are given in dB.
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Figure A.3: Radiation pattern measured at the plane z=10mm and at a
frequency of 7 GHz. Values are given in dB.
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Figure A.7: Radiation pattern measured at the plane z=20mm and at a
frequency of 3 GHz. Values are given in dB.
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Figure A.8: Radiation pattern measured at the plane z=20mm and at a
frequency of 5 GHz. Values are given in dB.
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Appendix B

Noise level (10−7) SNR 1 (dB) SNR 2 (dB) SNR 3 (dB) SNR 4(dB) S/C (dB)
1.0 31.73 31.17 31.14 31.17 4.88
3.0 22.19 21.63 21.60 21.63 4.41
5.0 17.75 17.20 17.16 17.20 3.82
7.0 14.83 14.27 14.24 14.27 3.09
9.0 12.65 12.09 12.06 12.09 2.67
10.0 11.73 11.17 11.14 11.17 2.50

Table B.1: Noise level, SNR of the channels 1-4 and the S/C ratio when the
tumor is located at (0 , 50) and Rx beamforming is applied.

Noise level (10−7) SNR 1 (dB) SNR 2 (dB) SNR 3 (dB) SNR 4(dB) S/C (dB)
1.0 44.90 44.64 44.64 44.64 6.55
3.0 35.35 35.10 35.10 35.10 6.46
5.0 30.92 30.66 30.66 30.66 6.32
7.0 28.00 27.74 27.74 27.74 6.28
9.0 25.81 25.56 25.56 25.56 6.12
10.0 24.90 24.64 24.64 24.64 6.09
30.0 15.35 15.10 15.10 15.10 4.76
50.0 10.92 10.66 10.66 10.66 2.74
70.0 8.00 7.74 7.74 7.74 1.39
90.0 5.81 5.56 5.56 5.56 0.18

Table B.2: Noise level, SNR of the channels 1-4 and the S/C ratio when the
tumor is located at (0 , 50) and both Tx and Rx beamforming is applied.

Noise level (10−7) SNR 1 (dB) SNR 2 (dB) SNR 3 (dB) SNR 4(dB) S/C (dB)
1.0 47.04 24.12 17.17 33.71 3.24
3.0 37.49 14.57 7.63 24.17 2.21
5.0 33.06 10.14 3.19 19.73 1.14

Table B.3: Noise level, SNR of the channels 1-4 and the S/C ratio when the
tumor is located at (-7 , 30) and Rx beamforming is applied.
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Noise level (10−7) SNR 1 (dB) SNR 2 (dB) SNR 3 (dB) SNR 4(dB) S/C (dB)
1.0 52.24 41.29 38.47 46.11 5.23
3.0 42.70 31.75 28.93 36.57 5.24
5.0 38.26 27.31 24.49 32.13 5.22
7.0 35.34 24.39 21.57 29.21 5.12
9.0 33.16 22.20 19.38 27.03 4.99
10.0 32.24 21.29 18.47 26.11 4.92
30.0 22.70 11.75 8.93 16.57 3.43
50.0 18.26 7.31 4.49 12.13 2.20
70.0 15.34 4.39 1.57 9.21 0.93

Table B.4: Noise level, SNR of the channels 1-4 and the S/C ratio when the
tumor is located at (-7 , 30) and both Tx (time delay) and Rx beamforming
is applied.

Noise level (10−7) SNR 1 (dB) SNR 2 (dB) SNR 3 (dB) SNR 4(dB) S/C (dB)
1.0 59.77 48.20 44.57 53.15 5.11
3.0 50.23 38.66 35.03 43.61 5.08
5.0 45.79 34.22 30.59 39.17 5.06
7.0 42.87 31.30 27.67 36.25 5.06
9.0 40.69 29.12 25.48 34.07 5.02
10.0 39.77 28.20 24.57 33.15 5.00
30.0 30.23 18.66 15.03 23.61 4.63
50.0 25.79 14.22 10.59 19.17 3.88
70.0 22.87 11.30 7.67 16.25 3.07
90.0 20.69 9.12 5.48 14.07 2.88
100.0 19.77 8.20 4.57 13.15 2.09
150.0 16.25 4.68 1.05 9.63 0.36

Table B.5: Noise level, SNR of the channels 1-4 and the S/C ratio when
the tumor is located at (-7 , 30) and both Tx (time delay and amplitude
corrected) and Rx beamforming is applied.

Noise level (10−7) SNR 1 (dB) SNR 2 (dB) SNR 3 (dB) SNR 4(dB) S/C (dB)
1.0 55.01 37.75 39.39 63.07 1.24
3.0 45.47 28.21 29.85 53.53 1.23
5.0 41.03 23.77 25.41 49.09 1.15
7.0 38.11 20.85 22.49 46.17 1.16
9.0 35.93 18.67 20.31 43.99 1.13
10.0 35.01 17.75 19.39 43.07 1.19
30.0 25.47 8.21 9.85 33.53 0.70
50.0 21.03 3.77 5.41 29.09 0.31

Table B.6: Noise level, SNR of the channels 1-4 and the S/C ratio when the
tumor is located at (-35 , 35) and both Tx (time delay) and Rx beamforming
is applied.
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Noise level (10−7) SNR 1 (dB) SNR 2 (dB) SNR 3 (dB) SNR 4(dB) S/C (dB)
1.0 62.36 47.90 51.44 74.15 1.07
3.0 52.81 38.35 41.90 64.61 1.06
5.0 48.38 33.92 37.46 60.17 1.07
7.0 45.45 31.00 34.54 57.25 1.08
9.0 43.27 28.81 32.36 55.07 1.04
10.0 42.36 27.90 31.44 54.15 1.05
30.0 32.81 18.35 21.90 44.61 0.80
50.0 28.38 13.92 17.46 40.17 0.68
70.0 25.45 11.00 14.54 37.25 0.70
90.0 23.27 8.81 12.36 35.07 0.45
100.0 22.36 7.90 11.44 34.15 0.29

Table B.7: Noise level, SNR of the channels 1-4 and the S/C ratio when
the tumor is located at (-35 , 35) and both Tx (time delay and amplitude
corrected) and Rx beamforming is applied.



Appendix C

Antenna Number Time Delay (ns) Amplitude
3 0.0 6.0243
2 0.1047997 3.8031
4 0.241656 2.1489
1 0.4168228 1.0

Table C.1: Transmitting sequence, time delay and amplitude of the four
antennas when the tumor is placed at (-7 , 30).

Antenna Number Time Delay (ns) Amplitude
2 0.0 21.7445
3 0.13165 14.0270
1 0.38807 4.6853
4 0.68622 1.0

Table C.2: Transmitting sequence, time delay and amplitude of the four
antennas when the tumor is placed at (-35 , 35).
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[22] Wang, L. V., X. Zho, H. Sun, and G. Ku, “Microwave-induced acoustic
imaging of biological tissues,”Rev. Sci. Instrum., vol. 70, pp. 3744Ű3748,
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