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 “Nothing is too wonderful to be true if it be consistent with the laws of nature.”  

 

― Michael Faraday 
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Preface 

“Shall we educate ourselves in what is known, and then casting away all we have acquired, 
turn to ignorance for aid to guide us among the unknown?” (Michael Faraday) 

This quote summarizes what I see as fascinating in natural sciences. We start learning how the 

world works, but the more we learn the more we realize how much we do not know. At some 

point, we even realize that what we think we know might not be true. This is where I see the 

role of science starting. Besides curiosity and knowledge, I see some stubbornness and an open 

mind as crucial attributes for a scientist. On a daily basis, using the knowledge we have to find 

gaps worth exploring is important, but only after momentarily forgetting what we believe to be 

true and exploring hypotheses conflicting with everything we learned, can substantial progress 

be possible. This may eventually lead to paradigm changes, which bring knowledge forward. 

Thus, most motivating for me are discussions with colleagues who do not believe that my 

hypotheses are valid, or telling me that “this is not how it works”. I believe that it is not only 

important to create new knowledge, but also to convey the knowledge to non-experts in the 

field. Simply bridging different disciplines may already allow changing the knowledge in 

people’s minds and lead to new discoveries. 

With a background in marine microbiology, my first realization when coming to Tromsø was 

the dismissal of bacteria and archaea when discussing biogeochemical cycles and food webs. 

In strong contrast to my previous institute, it appeared that the Arctic is driven by zooplankton 

and algae with little importance of anything smaller. Thus, one major aim of my time in Tromsø 

was to change this perception by giving talks about the importance of marine bacteria and 

eventually showing the importance of bacteria-algae interactions via modelling approaches. 

Further on, I started working on subglacial upwelling, a novel and exciting topic developing 

rapidly during my time in Tromsø. Ignorant of the knowledge that substantial subglacial 

upwelling requires deep tidewater glacier fronts and glacial surface melt (as I was told later on), 

I did my first fieldwork in winter in a sea ice-covered fjord affected by a glacier barely reaching 

the fjord. If working on subglacial upwelling in a system where subglacial upwelling should 

not have any substantial effects on the fjord ecology had any meaning, can be decided after 

reading paper IV. Eventually, I was introduced to the FreshFate project working on land-ocean 

interactions, another example where bridging disciplines was crucial to making sense of our 

findings and for understanding microbial and biogeochemical dynamics in coastal systems.   
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Summary. The Arctic sea ice zone is one of the fastest changing systems worldwide due to 

climate change. The ocean is warming, leading to decreasing sea ice thickness and extent, with 

direct implications for ocean stratification, mixing, and primary production.  On land, glaciers 

are melting, permafrost is thawing, and river runoff is increasing which is ultimately also 

affecting the Arctic Ocean. In fact, the Arctic Ocean contributes only 1% of the ocean volume 

while receiving 10% of the global riverine inputs, showing that the Arctic is highly influenced 

by terrestrial inputs. Together with freshwater, large amounts of dissolved organic matter 

(DOM), nutrients, and sediments are transported into the ocean, though amounts vary 

considerably seasonally. Melting glaciers can contribute additional freshwater, often rich in 

silicate and iron, with the potential to increase primary production via subglacial upwelling at 

marine terminating glaciers. Overall, terrestrial freshwater inputs can have strong impacts on 

the microbial food web; bacteria and archaea can feed on the organic matter, algae can benefit 

from nutrient inputs or, inversely, be limited by light absorbing sediments. At the same time, 

marine microbes are crucial for the entire food web and carbon cycle. Marine algae are the 

main source of organic matter in the oceans contributing to about 50% of the global primary 

production. About 50% of this organic carbon is channeled through heterotrophic bacteria and 

archaea. Phytoplankton blooms trigger reoccurring bacterial succession patterns of diverse 

communities capable of degrading various organic compounds. Nutrients (e.g. ammonium) can 

be recycled during the degradation process, fueling regenerated primary production, which 

may, at times, contribute up to 95% of the total production. Overall, terrestrial inputs have 

strong impacts on Arctic marine systems where bacteria and algae are tightly connected through 

a variety of interactions. The aims of this PhD thesis are i) to summarize the current knowledge 

about microbial ecology in the Arctic seasonal ice zone, ii) to study the effects of terrestrial 

inputs from rivers and glaciers on the microbial food web over different seasons, and iii) to 

dive into algae-bacteria interactions with a focus on the importance of regenerated 

production.   

Our main study sites were located in Svalbard fjord systems, which are affected by land- and 

marine-terminating glaciers and some tundra-dominated catchments. In Billefjorden, we 

studied the impacts of subglacial upwelling on the carbon cycle and microbial communities. It 

had been suggested, that ecosystems in sea ice covered fjords in winter/spring are not influenced 

by subglacial upwelling processes. However, we were able to provide evidence that subglacial 

upwelling is present, leading to increased surface water nutrients, a stratified surface layer, and 
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brackish sea ice. We provided also first data, showing that winter/spring subglacial upwelling 

has substantial consequences for microbial communities and carbon cycling. Microbial 

communities were significantly different at the tidewater glacier front compared to a sea-ice 

edge reference site. The upwelling influenced ice algal community (dominated by cryptophytes 

and Leptocylindrus sp.) differed substantially from those in typical first-year ice systems. The 

phytoplankton primary production was two orders of magnitude higher at the glacier site 

compared to the reference site, due to upwelling related nutrient inputs (approx. 3-fold) and 

potentially also stratification and a thinner snow cover. In an Isfjorden system study, we 

investigated the impacts of river runoff during the spring freshet and late summer on bacterial 

and archaeal communities with detailed considerations of environmental drivers. We found 

significant differences between bacterial communities during the spring freshet and late 

summer, mainly controlled by the concentrations and properties of DOM, nutrient 

concentrations, and fjord hydrography. Combined with the Billefjorden study, we found a 

distinct bacterial succession following the algal spring bloom with similar patterns and taxa 

observed in other northern marine systems. We performed an experimental study using 

cultures of spring bloom algae (Chaetoceros socialis) and associated bacteria from Van 

Mijenfjorden and recreated major algal spring bloom dynamics, starting with the exponential 

phase mostly driven by new production leading into the stationary phase with growth 

maintained by regenerated production also under silicate limitations. I used the experimental 

data to extend a commonly used dynamic algal growth model improving the modeling of multi-

nutrient limitations and bacterial remineralization and discussed the importance of these 

dynamics in ecosystem scale models. In conclusion, the work within this thesis demonstrates 

that photo- and heterotrophic microbial communities and functions are highly regulated by 

environmental constraints in the coastal seasonal ice zones, which need to be considered when 

evaluating climate change impacts in the Arctic. 
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Sammendrag. Den arktiske issonen er en av de raskest skiftende systemene på grunn av 

klimaendringer. Klimaet og havet varmes opp, og dette fører til redusert havistykkelse og -

utbredelse, med direkte påvirkning for stratifisering, marin blanding, og primærproduksjon. På 

land smelter isbreer, permafrosten tiner, og elvavrenning øker, som til slutt også påvirker 

Polhavet. Polhavet har bare 1% av havvolumet mens det mottar 10% av globale elveinngangen, 

som viser at Polhavet er sterkt påvirket av terrestriske innganger. I tillegg til ferskvann 

importeres store mengder oppløst organisk materialer (DOM), næringsstoffer og sedimenter til 

havet med store sesongavhengige variasjoner. Smeltevannsutslipp under havoverflaten ved 

marinterminerende brefronter kan bidra ytterligere tilførsel av ferskvann som ofte er rikt på 

silikat og jern, noe som kan øke primærproduksjonen i området. Samlet sett kan terrestrisk 

ferskvannstilførsel ha sterk innvirkning på det mikrobielle næringsnettet; bakterier og arkea kan 

leve av og omdanne det organiske stoffet, alger kan dra nytte av næringstilskuddet eller være 

begrenset av lysabsorberende sediment. Samtidig er marine mikrober avgjørende for hele 

næringsnettet og karbonsyklusen. Marine alger er den viktigste kilden til organisk materiale i 

havet og bidrar til omtrent 50 % av den globale primærproduksjonen. Cirka 50 % av dette 

organiske karbonet omdannes av heterotrofiske bakterier og arkea som utløser gjentatte 

suksesjonsmønstre fra forskjellige organismer som kan nedbryte forskjellige organiske 

forbindelser. Under nedbrytingen kan næringsstoffer resirkuleres og gi næring til regenerert 

primærproduksjon, som noen ganger kan tilsvare opptil 95 % av den totale produksjonen. 

Samlet sett har terrestriske tilførsler sterk innvirkning på arktiske marine systemer der bakterier 

og alger er tett forbundet gjennom en rekke interaksjoner. Målet med denne 

doktorgradsavhandlingen er i) å oppsummere den nåværende kunnskapen om mikrobiell 

økologi i den arktiske issonen, ii) å studere effekten av terrestriske tilførsler fra elver og isbreer 

på det mikrobielle næringsnettet over forskjellige årstider, og iii) å utforske interaksjoner 

mellom alger og bakterier. 

Våre hovedundersøkelsessteder er lokalisert i Svalbard-fjordsystemer, som er påvirket av 

isbreer som avsluttes på land eller i havet og noen nedslagsfelt dominert av tundra. I 

Billefjorden studerte vi innvirkningen av subglasial oppstrømning på karbonsyklusen og 

mikrobielle samfunn i og under sjøis. Vinter og vår har tidligere ikke blitt ansett som viktige 

for prosesser tilknyttet subglasial oppstrømning. Likevel klarte vi å vise at subglasial 

oppstrømning er til stede og at det fører til økt konsentrasjon av næringsstoffer, et lagdelt 

overflatelag, og sjøis med lav permeabilitet. Vi viste for første gang at vinter- / vår subglasial 
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oppstrømning har betydelige konsekvenser for mikrobielle samfunn og karbonsyklusen. Det 

var betydelige forskjeller i mikrobielle samfunn, spesielt i sjøis med alger som var atypiske for 

arktiske havisystemer (kryptofytter, Leptocylindrus) ved brefronten. Fytoplankton 

primærproduksjon ble betydelig (100 ganger) økt ved brefronten på grunn av tilskudd av 

næringsstoffer (ca. 3 ganger), men også på grunn av stratifisering og et tynnere snødekke. I 

Isfjorden-systemet studerte vi innvirkningene av avrenning fra elven i løpet av våren og på 

sensommeren på bakterie- og arkea samfunn, med detaljerte hensyn til miljømessige drivere, 

som DOM og inngang av næringssalter og fjordhydrografi. Vi fant signifikante forskjeller 

mellom bakteriesamfunn i løpet av våren og sensommeren, hovedsakelig kontrollert av 

konsentrasjonene og egenskapene til DOM, næringssaltkonsentrasjoner og fjordhydrografi. 

Sammen med Billefjorden-studien fant vi en tydelig bakteriesuksesjon etter 

våroppblomstringen med lignende mønstre og taksa observert i andre systemer. Vi fikk kulturer 

av våroppblomstrende alger og tilknyttede bakterier fra Van Mijenfjorden og gjenskapt 

våroppblomstringsdynamikk fra den eksponentielle fasen, hovedsakelig drevet av ny 

produksjon til den stasjonære fasen, bare opprettholdt av regenerert produksjon også under 

silikatbegrensninger. Vi brukte dette eksperimentet til å utvide en kjent modell for å 

representere begrensninger med flere næringsstoffer og bakteriell remineralisering, og for å 

diskutere hvor betydelig det er å inkludere disse dynamikkene i økosystemskalamodeller. 

Oppsummert viser arbeidet i denne oppgaven at samfunnet og funksjoner av foto- og 

heterotrofe mikroorganismer er sterk regulert av miljøet som DOM, næringssalter, lys, og 

hydrografi, som skal vurderes når man vurderer påvirkningen av klimaendringer i Arktis. 
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1 Introduction 
The Arctic Ocean, surrounded by land, is often considered a mediterranean sea with a long 

coastline, highly affected by land-ocean interactions (e.g. Østerhus et al., 2019). With climate 

change, the oceans, as well as land, are changing drastically with severe consequences for the 

marine ecosystem (reviewed by IPPC, 2019). On land, increasing temperatures lead to melting 

glaciers, thawing permafrost, and a longer melting season (e.g. Ding et al., 2019; IPPC, 2019). 

In the oceans, warming leads to retreating and thinning sea ice and changes in stratification 

(e.g. Lind et al., 2018; Polyakov et al., 2018; IPPC, 2019; Lannuzel et al., 2020). Besides 

increased temperatures, increased precipitation is also observed in the Arctic, leading to a 

thicker snow cover and increased freshwater runoff (e.g. Bintanja et al., 2020). These changes 

have direct implications for the flux of freshwater, nutrients, organic matter and organisms from 

land to sea (McGovern et al., 2020). In addition, indirect impacts via altered mixing and 

stratification patterns, and sea ice dynamics, have been described in the marine systems (IPPC, 

2019). The first organisms affected are microbes, including bacteria, archaea, phytoplankton, 

and sea ice algae. They are controlled by the availability of light, nutrients, and organic matter, 

and by the stratification and circulation of the water column (e.g. Vincent, 2010). Microbes are 

key players shaping biogeochemical cycles, such as the carbon cycle with direct climate change 

feedbacks (Worden et al., 2015). They are also a major food source, ultimately sustaining the 

Arctic marine food web (Worden et al., 2015). For understanding how climate change will 

affect marine ecosystems in the future, it is crucial to understand the current shape of the 

microbial food web, including the impacts of land-ocean interactions. In addition, quantitative 

models accurately representing the dynamic bottom-up effects on marine microbes and 

interactions between secondary and primary producers are central for climate change 

predictions.  

1.1 Land-Ocean interaction in the coastal Arctic  
The coastal Arctic includes a variety of systems fed by different sources of freshwater and 

terrestrial matter. Large rivers with catchments reaching to sub-Arctic areas import large 

amounts of freshwater into the Arctic Ocean, mostly in Russia and North America (e.g. Holmes 

et al., 2012). Ice sheets and glaciers are important sources of freshwater in Greenland and high 

Arctic archipelagos with the capacity to change the global sea level (IPCC, 2019). Other regions 

in the European Arctic are influenced by smaller rivers with catchments in relatively moderate 

climates due to the warming effect of Atlantic water currents reaching up to western Svalbard. 
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In addition to freshwater inputs, ocean and land are tightly connected by seabirds feeding on 

marine organisms and fertilizing coastal (Kulinski et al. 2014) and terrestrial (Vonnahme et al., 

2016) areas near their nesting sites with substantial amounts of nutrients.  

1.1.1 Large rivers 
In the Russian and American Arctic, large rivers, often originating far inland, enter the shelves 

in large estuaries introducing 10% of the global river inputs into a basin holding only about 1% 

of the global ocean volume (Holmes et al., 2012). The catchments are vast and mostly in tundra 

and taiga biomes with permafrost shaping the ground (Spencer et al., 2015). While the 

chemistry and hydrology can vary between rivers, some seasonal patterns seem to prevail in all 

large rivers. Overall, the large Arctic rivers are major sources of freshwater, DOM and nutrients 

to the Arctic Ocean with seasonal dynamics affecting the coastal microbial food web by 

stratification changes, light attenuation, nutrient inputs, and inputs of DOM with seasonally 

changing bioavailability (Holmes et al., 2012). A base flow is present throughout winter with 

high nutrient and low DOM concentrations, but the major volume of river runoff starts with the 

snowmelt during the spring freshet (Holmes et al., 2012). While nutrient concentrations 

decrease due to dilution and biological uptake, DOM concentrations and bioavailability are 

high (Holmes et al., 2012; Kaiser et al., 2017). Later in the season runoff decreases and is 

additionally fed by groundwater. During this time also the terrestrial active layer thickens and 

more ancient organic matter and nutrients can leach into freshwater, while the longer residence 

time of water in the watersheds allows for increased biodegradation of the organic matter until 

it reaches the coast (Kaiser et al., 2017). While permafrost may supply highly bioavailable 

DOM (Spencer et al., 2015), the summer runoff reaching the coast is often richer in more 

refractory organic matter (Kaiser et al., 2017). With climate change, the permafrost is thawing 

and the active layer thickening, leading to increased groundwater inputs, but also increased 

water retention in ponds and lakes (IPPC, 2019). Thereby the bioavailability of the DOM 

reaching the coast is decreasing due to terrestrial biodegradation (Kaiser et al., 2017). The 

impacts of these inputs on the coast include strongly stratified estuaries with high sediment load 

absorbing light, but also high concentrations of organic matter potentially feeding secondary 

producers. Permafrost thawing as well as increased precipitation in the Arctic have already led 

to increased runoff in both the Russian (10% between 1930 and 2002, Peterson et al., 2002), 

and American Arctic (McClelland et al., 2006).  



 

21 

 

1.1.2 Glacier influenced fjords 
Freshwater inputs from Greenland and high Arctic archipelagos (e.g. Svalbard) are mostly fed 

by ice sheets and glaciers. The glaciers and ice sheets may either reach all the way to the coast 

(marine-terminating tidewater glaciers) or terminate on land and continue via smaller rivers 

(land-terminating glaciers). The two glacier types have substantially different impacts on the 

fjord hydrography and biogeochemistry (e.g. Hopwood et al., 2020). 

Meltwater from land-terminating glaciers and snowmelt reaches the fjords via smaller rivers. 

These smaller rivers are fed primarily by snowmelt in spring and increasingly by glacier melt 

in summer. Similar to the large rivers, snowmelt in spring introduces large amounts of 

freshwater to the fjords. As for the large Arctic rivers, spring runoff is poor in nutrients, but 

rich in organic matter (McGovern et al., 2020; Fig. 1). Later in summer, the organic matter, 

sediment, and nutrient import into the fjord, as well as the impacts on the fjord hydrography are 

highly dependent on the catchment. Surface runoff from land-terminating glaciers may 

introduce some nutrients leached from the soil in the catchment area, remineralized in the 

tundra, or from the subglacial bedrock before entering the fjord (e.g. Hopwood et al., 2020; 

Kosek et al., 2019). Different bedrock geology may contribute different nutrients and sediments 

with different light absorbing properties to the fjord (Halbach et al., 2019). Organic matter in 

these rivers is typically considered more refractory compared to that of the large Arctic rivers 

due to its ancient origin (Dittmar & Kattner, 2003; Kim et al. 2011). High amounts of inorganic 

sediments are typical, leading to strong light attenuation close to the river outlets (McGovern 

et al., 2020; Fig. 1). However, terrestrial DOM may be more important in feeding and shaping 

bacterioplankton communities than previously thought, especially for rivers coming from 

tundra-covered catchments with short residence time of the runoff (e.g. Spencer et al., 2015; 

Kaiser et al., 2017). Once the rivers reach the fjord they lead to a strongly stratified brackish 

surface layer, inhibiting mixing with deeper water layers (Fig. 1). In early spring, this process 

can facilitate phytoplankton spring blooms, but later in summer, it also prevents deep mixing 

and the supply of fresh nutrients from the bottom water for primary production (Dittmar & 

Kattner, 2003; Hegseth et al., 2019). The changing magnitude and chemical composition of 

river inputs has most likely also strong impacts on bacterial communities and function, but only 

few small-scale studies gave first indications of these impacts (e.g. Bourgeois et al., 2016; 

Marquart et al., 2016; Garcia-Lopez et al., 2019; Kosek et al., 2019; Thomas et al., 2020).  
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Fig 1. Impacts of river runoff on the coastal fjord systems in Isfjorden, Svalbard (Figure 

retrieved from McGovern et al., 2020; © CC BY 4.0). In May, land-fast ice melt (if present) is 

the only meltwater source. A spring bloom may develop, despite a deep euphotic layer (Zeu), 

low stratification (dS), and low freshwater contribution (FWC). Marine organic matter (mOM) 

is dominating and the water consists mainly of local water (LW) and winter cooled water 

(WCW). In June, snow melt enters the fjord during the spring freshet including high 

concentrations of suspended particulate matter (SPM), dissolved organic carbon (DOC), and 

colored dissolved organic matter (cDOM) leading to high concentrations of terrestrial organic 

matter in the fjord (tOM) and a shallower Zeu. Advected water (AdW), flocculation, 

sedimentation, and resuspension become more important. In August, river runoff is fed by 

glacier melt and deeper flow paths with high nutrient levels of phosphate (PO4), silicate (SiO2), 

nitrite (NO2) and nitrate (NO3). 
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Besides the surface runoff, marine-terminating tidewater glaciers also contribute to subglacial 

inputs of freshwater entering the fjord in deeper water layers leading to subglacial upwelling 

(reviewed by Hopwood et al., 2020; Fig. 2). During subglacial upwelling, deep nutrient-rich 

bottom water is entrained and transported to the surface via subglacial freshwater outflow with 

the capability to increase summer primary production, facilitating a productive marine 

ecosystem. In addition to the direct input of liquid freshwater, tidewater glaciers introduce 

freshwater via ice melt at the glacier front or via icebergs, which may lead to similar upwelling 

dynamics (Moon et al., 2018). In autumn, freshwater inputs, including subglacial outflows are 

commonly considered negligible. The brackish surface layer in the fjords, but also the cold 

glacier front, can facilitate sea ice production, even in otherwise warm fjord systems (e.g. 

Skogseth et al., 2020). In highly brackish surface waters, common near tidewater glacier fronts, 

the sea ice structure may be impacted through reduced brine volume fractions and thereby 

reduced inhabitable space and permeability (Fransson et al., 2020). The impacts of brackish 

sea ice on sea ice algae communities and production has been studied in sub-Arctic regions, 

such as the Baltic Sea (Granskog et al., 2003), but studies from high-Arctic fjords are scarce. 

Low ice algal primary production was found in Greenland fjords with high freshwater inputs, 

but this observation was explained by light limitation due to a thick snow cover, while limited 

sea ice permeability was not considered (e.g. Rysgaard et al., 2001; Leu et al., 2015). Studies 

on tidewater glacier melt in winter are scarce. In Greenland, freshwater inputs via basal ice melt 

at icebergs and glacier fronts, which are in contact with warm Atlantic water, have been 

observed (Moon et al., 2018). On Svalbard, glacially derived meltwater has been detected in 

spring with impacts on the sea ice physics (Fransson et al., 2020). However, to my knowledge, 

subglacial freshwater inputs have not been considered to have an impact on the fjord ecosystem, 

a paradigm I challenge in this PhD thesis. 
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Fig 2: Summer circulation pattern in a tidewater glacier-influenced fjord (Figure retrieved from 

Vonnahme et al. in review, adapted after Meire et al. 2017). Thick light blue arrows indicate 

the water flow at the bottom and surface of the fjord. The thin blue arrow indicates the major 

wind direction and the orange arrow the main flux of heat. The dotted line indicates the 

halocline. The brown surface layer shows suspended sediments inhibiting light and the green 

layer phytoplankton. 

With climate change, glaciers are melting at an accelerating rate, leading to increased runoff, 

capable of increasing the global sea level (IPPC, 2019). Tidewater glaciers are retreating onto 

land, and land-terminating glaciers are retreating to higher altitudes, leading to larger ice-free 

catchments (IPPC, 2019). The loss of tidewater glaciers has most severe implications for 

subglacial upwelling fueling summer primary production. Glaciers retreating further inland 

lead to changes in the properties of freshwater reaching the fjord via potential depletion of 

nutrients and degradation of labile DOM by land primary and secondary producers (Kosek et 

al., 2019).  

The Svalbard archipelago is one of the fastest changing areas with sharp climatic gradients 

(Isaksen et al., 2016). The archipelago is influenced by warm Atlantic water reaching the 

Western coast and by cold Arctic water reaching the eastern coast (Fig. 3) leading to 

substantially different climates (Isaksen et al., 2016). The east coast is densely covered by 

glaciers and its marine waters typically covered in sea ice in winter, while the West coast is 

characterized by more glacier free areas (especially in Isfjorden) and sea ice formation limited 

to a few fjords (Fig. 3). Overall, Atlantic water inputs are increasing (Atlantification), 

introducing invasive taxa, altering stratification dynamics, and inhibiting sea ice formation 
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(Skogseth et al., 2020). As for the rest of the Arctic, freshwater runoff is increasing due to 

glacial melt and increased precipitation, especially in autumn (Adakudlu et al., 2019).  

About 57% of Svalbard is covered by glaciers (Nuth et al., 2013, Fig. 3), which is about 10% 

of Arctic glacier ice outside the Greenland ice sheet (Schuler et al., 2020). 60% of these glaciers 

are marine terminating (Błaszczyk et al., 2009), with strong impacts on the fjord 

biogeochemistry (Halbach et al., 2019). Most of the glaciers are at low latitudes (Noël et al., 

2020) and polythermal, which means that englacial and subglacial meltwater, can be present, 

even in winter (Hagen et al., 1993). This means that subglacial outflow may also be present and 

important in winter. Overall, Svalbard glaciers are losing mass due to climate change with 

estimates of about seven Gt a-1 (Schuler et al., 2020; Noël et al., 2020), which shows that 

impacts of glacial meltwater on fjord ecosystems are increasing, while subglacial upwelling at 

tidewater glaciers is decreasing. 
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Fig. 3: Overview map of Svalbard with its bathymetry, main Ocean currents and glacier cover. 

Glacier margins are marked in cyan and land margins in brown. The map was created using the 

PlotSvalbard package in R (Vithakari 2019, Jakobsen et al. 2012) 

Due to their good infrastructure, some Svalbard fjords are well studied and research on a high 

spatial and temporal scale is possible. At the same time, distances between considerably 

different systems are rather short, making it the perfect location to study impacts of climate 

change on coastal Arctic ecosystems. Research hotspots with long records are mostly available 

at the West coast, including Hornsund, Isfjorden, and Kongsfjorden.  

1.2 Microbial ecology in the coastal Arctic sea ice zone 
Marine microbes, including algae, bacteria and archaea are abundant in the global oceans and 

crucial as the base of the food web and for a range of functions controlling biogeochemical 

cycles (Worden et al., 2015). Overall, bacteria, algae, and archaea are controlled by a variety 

of environmental factors, such as light, nutrients and organic matter, but are also biologically 
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controlled, not only by grazing but also by a large diversity of interactions with each other 

(Worden et al., 2015). Due to their small size and undistinctive morphology most of these 

interactions are not obvious, but with advancing molecular methods, such as FISH and 

fluorescent stains it became possible to visualize specific taxa and organic matter otherwise 

indistinguishable, allowing to show spatial interactions and hypothesize about ecological 

interactions (Fig. 4).  

Besides bacteria, archaea, and algae, other microbial groups can be important for the ecosystem. 

Viruses and phages are capable of terminating blooms and releasing intracellular compounds 

(viral shunt) including DOM and nutrients (Suttle et al., 2007; Zimmermann et al., 2019). Fungi 

were recently found to be surprisingly abundant in marine systems and we found fungi to be 

highly abundant with putative ecological roles similar to heterotrophic bacteria, including 

organic matter recycling and inorganic nutrient uptake, but also lysis of diatom cells (Hassett 

et al., 2019). During the polar night we also found protist grazers, such as heterotrophic 

dinoflagellates, ciliates, and choanoflagellates to be abundant and active in plankton 

communities around Svalbard and in a seasonally sea ice covered Norwegian fjord (Vonnahme 

et al., unpublished). 
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Fig 4. Visualisations of a) diatom (DAPI stained nucleus) – bacteria (CARD FISH stained) 

interactions via excreted polysaccharides (Lectine stained) by Vonnahme and Rapp (2016, 

unpublished), and b) Chytridomycota fungi (CARD FISH) and diatom (DAPI and blue 

autofluorscence) spatial organisation (Hassett et al., 2019, © copyright by co-authorship). Both 

pictures were taken with a confocal laser scanning microscope. 

1.2.1 Algae in the coastal Arctic sea ice zone 
The importance of phytoplankton and sea ice algae as primary producers is most apparent and 

well-studied in the context of ecosystem scale studies and models. At the base of the food web, 

photosynthetic algae fix CO2 making the inorganic carbon available for a multitrophic food 

web. For doing so, they are mostly dependent on light and inorganic nutrients, which can both 

be limiting in marine systems, especially in polar seas. In addition, grazing pressure or viral 

lysis may suppress significant biomass accumulation.  

In sea ice-free fjords in spring, inorganic nutrients are available from winter mixing, but light 

may be limiting during the polar night, or when negative net heat flux (out of the ocean into 

atmosphere) causes a lack of stratification, which leads to phytoplankton sinking faster out of 

the euphotic zone than it grows (Hegseth et al., 2019; Sverdrup 1953). As soon as the heat flux 

reverses and the water column starts stratifying, a phytoplankton spring bloom can start 

(Hegseth et al., 2019). Arctic coastal spring blooms are typically dominated by chain-forming 

centric diatoms (e.g. Eilertsen et al., 1989; von Quillfeldt 2000; Degerlund and Eilertsen, 2010; 

Fig. 5) such as Chaeotoceros spp.. In sea ice-covered systems, sea ice algae can form blooms 

within the bottom skeletal layer of sea ice, as soon as sufficient light reaches the bottom of the 
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ice (Leu et al., 2015; Fig. 5). Overall, sea ice algae are estimated to contribute 20% to the annual 

Barents Sea primary production (Hegseth, 1998). Arctic sea ice algae communities consist 

mostly of pennate diatoms with Nitzschia frigida often dominating the entire community (von 

Quillfeldt et al., 2009; Fig. 5). Under-ice phytoplankton blooms have been described in 

systems with thin or absent snow cover, leads (e.g. Arrigo et al., 2012; Assmy et al., 2017; 

Ardyna et al., 2020a,b), or in the presence of a stratified surface water layer (Lowry et al., 

2017), but phytoplankton spring blooms are mostly following sea ice melt (Leu et al., 2015). 

Once the sea ice starts melting, sea ice algae melt out from the bottom and a phytoplankton 

bloom typically follows, fueled by high nutrient concentrations from winter mixing and a 

salinity-stratified water column, allowing phytoplankton to stay in the euphotic layer 

(freshwater input by sea ice melt, Hegseth et al., 2019). These ice edge blooms may be advected 

under the sea ice, explaining some of the observations of under-ice phytoplankton blooms 

(Johnsen et al., 2018; Ardyna et al., 2020a, b). 

Later in the summer season, the water column becomes increasingly stratified with terrestrial 

freshwater inflow limiting vertical mixing, which keeps phytoplankton in the euphotic zone 

(Sverdrup, 1953; Fig. 5), but which is also inhibiting nutrient upwelling. Thus, Phytoplankton 

spring blooms are typically terminated after nutrients become limiting (typically nitrogen 

and/or silicon). If silicate is limiting, but inorganic nitrogen is still available, flagellates may 

form a secondary bloom. In particular, Phaeocystsis pouchetii has been described as an 

important spring bloom species dominant in the SIZ (Eilertsen et al. 1989; Ardyna et al., 

2020a,b). Subglacial upwelling (Halbach et al., 2019; Hopwood et al., 2020) and bacterial 

ammonium regeneration (Spencer et al., 2015; Baer et al., 2017) may supply additional 

nutrients extending the bloom, but this process is often neglected or too simplified in 

ecosystem-scale models. After inorganic nitrogen becomes limiting, the bloom is terminated 

and phytoplankton communities are typically dominated by small flagellates (e.g. Micromonas 

pusilla) and ciliates (e.g. Cogieau et al., unpublished; Not et al., 2005). During this time, grazing 

is considered a major control on phytoplankton biomass (Owrid et al., 2000). Smaller flagellates 

are discussed to be dominant in summer, either due to their ability to use organic nitrogen 

sources, or due to their quick growth exceeding the grazing rates. At the ice edge, summer 

primary production may be highest due to a stratified and nutrient-rich surface layer left behind 

by the retreating ice edge. These ice-edge phytoplankton communities are often dominated by 

Phaeocystis pouchetii or Chaetoceros socialis (von Quillfeldt et al., 2009). 
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In autumn, freshwater inputs cease and the heat flux reverses, leading eventually to mixing of 

the water column. In some cases, this autumn mixing may trigger an autumn bloom if sufficient 

light is still available. This autumn bloom is often dominated by diatoms or dinoflagellates (e.g. 

Eilertsen et al., 1989; Fig. 5). Once the polar night starts, algae are light-limited, but they are 

still present and active as found in several recent studies (Kvernvik et al., 2018; Randelhoff et 

al., 2020). The communities are diverse, but often dominated by small flagellates and pennate 

diatoms (e.gt. Lizotte et al., 2003; Vader et al., 2015; Marquardt et al., 2015; Fig. 5). Algae may 

survive by reduced metabolic activities, spore formation, heterotrophic carbon uptake, or 

feeding on intracellular storage compounds (Zhang et al., 1998; Johnsen et al., 2020). Their 

photosynthetic machinery stays often surprisingly intact, ready to start photosynthesis as soon 

as the light returns (Kvernvik et al., 2018; Randelhoff et al., 2020). Deep winter mixing may 

supply additional algae spores from the sediment to the surface water, making them available 

for the race for nutrients and light in spring. In fact, winter mixing has been described as crucial 

for allowing a strong spring bloom (Hegseth et al., 2019). 

 

Fig 5. Seasonal cycle of sea ice formation, algae biomass (max. Chl values), and abundant taxa 

found under the light microscope in Billefjorden at the (ice edge) reference station (Fig. 7b, IE). 

The dominant taxa found were: ciliates, flagellates, pennate diatoms (November 2017) and 

Nitzschia frigida in sea ice (April 2019) and, in the water column, pennate and centric colony-

forming diatoms in April 2019, flagellates in July 2018 and ciliates in October 2019. 

(Vonnahme et al. in review) 
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1.2.2 Bacteria and archaea in the coastal Arctic sea ice zone 
The role of bacteria and archaea is substantial, but complex due to their vast diversity of 

metabolic functions affecting various intertwined biogeochemical cycles. Considering that 

about half of the global CO2 fixation happens in the oceans (Field et al., 1998) and that half of 

that CO2 is channeled through marine bacteria and archaea (Ducklow, 2000), their importance 

for the global carbon cycle becomes obvious. They also contribute to the highest abundances 

and diversity with strong spatial variations (Azam & Malfatti, 2007; Zorz et al., 2019). At the 

same time their importance is often neglected or too simplified in full ecosystem or modelling 

studies (e.g. Worden et al., 2015), potentially due to their small size, and need for specialized 

methods to study their abundances, diversity and functions. Their impact as heterotrophic 

secondary producers feeding higher trophic levels and regenerating nutrients is evaluated and 

implemented in some ecosystem models (e.g. Moore et al., 2004; Vichi et al., 2007; Wassmann 

et al., 2006), but often very simplified. Heterotrophic bacteria and archaea can use DOM as a 

carbon source building biomass and releasing inorganic nutrients, which can fuel regenerated 

primary production. However, DOM is a diverse pool of material, requiring a very diverse pool 

of metabolic pathways and taxa for its degradation and use (Azam & Malfatti, 2007). 

Considering the heterogeneous distribution of DOM, very localized bloom and bust scenarios 

have been described for bacterial activities (Azam & Malfatti, 2007). For the degradation of 

some DOM, complex consortia of different interdependent taxa are necessary (e.g. Chen et al., 

2020). Consequently, the microbial community structure and metabolic functions are highly 

controlled by the organic matter present in the environment (Blanchet et al., 2017).    

In coastal Arctic systems, the organic matter may come from land with differences based on 

the catchment properties and time of the year (e.g. Holmes et al., 2012; McGovern et al., 2020). 

In large catchments with long residence time in stationary reservoirs, the organic matter is often 

already degraded by terrestrial bacteria and archaea on the way to the coast (Spencer et al., 

2015; Kaiser et al., 2017), leading to rather refractory DOM, despite their often labile source. 

Another substantial source is DOM released by marine primary producers (Teeling et al., 2012; 

Muehlenbruch et al., 2018) or higher trophic levels (e.g. sloppy feeding, Shoemaker et al., 

2019). This autochthonously produced DOM is typically more bioavailable, leading often to a 

bacterioplankton bloom associated to phytoplankton blooms with characteristic succession 

patterns (Teeling et al., 2016). Autochthonous DOM facilitates first the growth of fast-growing 

bacteria, such as Flavobacteriia, Gammaproteobacteria, and Roseobacter (Teeling et al., 2016). 
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After the first stage of degradation of the most bioavailable DOM (Kirchman et al., 1991), the 

bloom is typically followed by a characteristic succession of different bacteria species 

degrading increasingly refractory organic matter released by the algae or by other bacteria 

(Teeling et al., 2012; Teeling et al., 2016). Bacterioplankton succession and the important DOM 

compounds and enzymes involved have been studied in detail in the North Sea. A few studies 

in the Arctic show generally similar patterns with similar taxa involved (Sinha et al., 2018; Zorz 

et al., 2019). However, the amplitude of the population dynamics is typically higher and 

additional genera are involved (Bunse and Pinhassi, 2017). Due to the importance of 

ammonium regeneration, algae have also been found to farm a specific microbiome in their 

phycosphere, often specific to different algae species (Muehlenbruch et al., 2018).  For 

understanding the role of a changing freshwater inputs and changing algae bloom dynamics, it 

is therefore important to also consider the diversity of organic matter and the diversity of 

bacterial and archaeal taxa needed to degrade it. Eventually, microbially reworked organic 

matter can become recalcitrant and unavailable for the marine food web (Jiao et al., 2010). 

Some biogeochemical models consider organic matter of different lability (van den Meersche 

et al., 2004), but considering the vast diversity of organic matter, metabolic pathways and 

bacterial diversity and interactions, this is still a limited approach.  

Besides their importance for DOM recycling, bacteria and archaea are also crucial for various 

other processes. In the presence of oxygen, they can fix CO2, not only with sunlight as energy 

source, but also with chemical reactions fueling the fixation of CO2 (e.g. Nitrification). In the 

oxygenated pelagic part of the oceans, ammonia and nitrite oxidation (Nitrification) are the 

most important chemical reactions for chemoautotrophic CO2 fixation, mostly driven by 

archaea (e.g. Yergeau et al., 2017).  In fact, about 50% of the nitrate used for primary production 

is produced via nitrification, indicating its importance for the marine nitrogen cycle (Yool et 

al., 2007). Nitrification may also be an important part of the carbon cycle when photosynthesis 

is limited by light, such as during the polar night (Christman et al., 2011). This leads firstly to 

the decreased competition for ammonium with algae and secondly to decreased direct light 

inhibition of nitrification-related enzymes. Nitrification leads inevitably to NO3 accumulation, 

which is more energy expensive for algae to assimilate and which is subject to denitrification 

(Nitrogen loss). Under anaerobic conditions, which may occur in sea ice or sediments, NO3 can 

be converted to N2, which is lost to the atmosphere via denitrification, or Anammox (e.g. 

Rysgaard et al., 2008). Other bacteria, including cyanobacteria (Diez et al., 2012) and 
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heterotrophs (Fernandez-Mendez et al., 2016) are capable of fixing atmospheric N2 with the 

potential of resupplying 27.1% of the lost nitrogen back to the Arctic marine food web (Sipler 

et al., 2017). Some archaea can also oxidize methane as energy source, but need syntrophic 

bacteria for transferring the electrons (Reeburgh, 2007). Sulphate-reducing bacteria are one 

example of a taxonomic group of bacteria that can reduce sulphate with the electrons supplied 

by methane-oxidizing archaea allowing the overall reaction to be thermodynamically feasible. 

This symbiosis can be an important mechanism for retaining the potent greenhouse gas in 

marine sediments before it reaches the atmosphere (e.g. Reeburgh, 2007; Gruendger et al., 

2019). Other potentially ecologically important functions discussed in the SIZ are dimethyl 

sulfide production, mercury methylation (Bowman et al., 2015), and vitamin B12 synthesis 

(Taylor and Sullivan, 2008). Overall, each of these processes has important implications for the 

biogeochemical cycles and ultimately for the marine food web. However, the limited 

understanding of the most basic question such as who is there, how many are there, and what 

are they doing makes it still challenging to consider them in full ecosystem studies and models.  

1.2.3 Complexity of bacteria/archaea– algae interactions 
As outlined above, discussion of the ecology of the individual microbial domains is limited 

without considering the multitude of interactions in the microbial food web. OM produced by 

algae is a major food source for bacteria, while nutrients released during the OM degradation 

allow regenerated production increasing the overall primary production substantially (Fig. 6). 

However, the interactions go far beyond that. Algae can become mixotrophic, feeding or 

parasitizing on bacteria and other algae especially under light and nutrient limitation (Stoecker 

et al., 2017). Bacteria can feed on dead algae in specific microenvironments such as marine 

snow, or the phycosphere, and may even cause their death (Worden et al., 2015; Fig. 6). Some 

bacteria and algae species live in tight symbiosis. For example, N2 fixation by a unicellular 

cyanobacterium can be coupled with CO2 fixation by a specific phytoplankton species 

(Martinez-Perez et al., 2016). Worden et al. (2014), give a more detailed review of the diversity 

of interactions in the microbial food web.  
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Fig 6. Conceptual summary of the microbial food web by Azam & Malfatti (2007; © copyright 

obtained under license number 4933041090830). Organic matter is given as particulate (POM) 

or dissolved (DOM). 
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2 Objectives 
The thesis consists of a review on the current field of marine microbiology in the SIZ (paper I) 

and original research (paper II-IV) on the relevance of microbial processes in the coastal Arctic 

seasonal ice zone. Based on the review in paper I, I developed two main objectives as an 

umbrella for the entire thesis:  

Firstly, I studied the effects of terrestrial freshwater inputs, which are expected to increase with 

climate change, on algae, bacteria and archaea diversity and functions. Secondly, I developed 

a dynamic model, integrating my own experimental studies with bacteria and algae under 

conditions similar to spring blooms, simple enough to be implemented in ecosystem-scale 

models, but complex enough to include crucial, but previously neglected processes.   

Paper II studied the bacterial and archaeal diversity and potential role for biogeochemical 

cycles in Arctic land-ocean interfaces and the impacts of seasonal variation in organic matter, 

nutrient, and freshwater inputs. Paper III focused on the importance of bacteria for regenerated 

production and potential to extend phytoplankton spring blooms (addressed in paper III). The 

importance of sea ice algae and phytoplankton as primary producers building the base of the 

SIZ food web is overall well modelled. However, the thesis aims to advance the understanding 

of these key players by i) modelling bacteria-diatom interactions and the effects of multi-

nutrient limitations (addressed in paper III), and by ii) studying their diversity and CO2 fixation 

potential in a tidewater glacier influenced fjord (addressed in paper IV), which are both 

understudied fields of research. Paper IV focused in detail on tidewater glaciers, which are 

important for summer primary production. We evaluated the importance of subglacial 

freshwater outflow of tidewater glaciers in spring on a sea-ice covered fjord.  
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The following specific research questions and hypotheses were addressed: 

1. What is the current state of knowledge regarding microbial ecology in the SIZ and 

which aspects are understudied? (I) 

a. Microbial ecology is still poorly represented in full ecosystem studies. 

b. Novel methods, such as –omics approaches allow a better understanding of SIZ 

microbes. 

2. What are the impacts of freshwater inputs from land on the coastal microbial food 

web, diversity, and carbon cycle? 

a. Rivers supply terrestrially derived organic matter as potential food source 

shaping the marine microbial community structure. (II) 

b. Rivers and glaciers can transport specific bacteria into the fjord, but only few 

species can survive in the marine system. (II, IV)  

c. Subglacial upwelling is already important in spring and can increase under-ice 

phytoplankton primary production. (IV) 

d. Sea ice in freshwater-influenced systems is brackish and impermeable with 

negative consequences for sea ice algae. (IV) 

3. What is the role of bacteria-algae interactions? 

a. Bacteria follow phytoplankton blooms in typical succession patterns with 

reoccurring taxa described from other succession studies. (II, IV) 

b. Spring blooms may be extended by length and total biomass production due to 

bacterial ammonia regeneration. (III) 
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3 Methods and own contribution to each paper 
3.1 Review article 
The first paper of the PhD is an extensive review of the current knowledge and technologies in 

microbial ecology in sea ice-covered oceans and future directions. The review was written as 

contribution to the YOUMARES conference proceedings in 2018 and had been peer-reviewed 

by two anonymous reviewers prior to acceptance. My contribution to the paper was the review 

of technological developments (ch. 14.2), diversity and biogeochemical functions of viruses, 

bacteria, and archaea (ch. 14.3.2, 14.3.4, 14,4,1,1, 14.4.1.2, & 14.4.1.3), and the seasonal 

changes in sea ice-covered seas (ch. 14.5). BH contributed with his expertise on marine fungi, 

and UD focused on algae diversity and biogeochemical functions as well as a general 

introduction to sea ice-covered seas. The review points out the importance of considering Arctic 

microbes for a whole ecosystem understanding, including modelling approaches, especially 

with the ongoing rapid climate change.  

3.2 Field work 

3.2.1 Sampling sites 
Sampling for all research papers was done in Svalbard fjords (Fig. 7). Sampling included 

marine samples of sea ice, water, and sediments, but also terrestrial endmembers, such as river 

water, glacial runoff and glacier ice. Paper II focuses on the melting season in the Isfjorden 

fjord system with 95 samples of sediments, river water, and fjord water following gradients 

from terrestrially influenced systems to more open fjord systems. Samples were taken in June 

and August 2018, representing the spring freshet with snowmelt-fed rivers and the later melt 

season with mostly glacial meltwater-fed river inputs. The focus of this paper was to study the 

effects of river inputs on microbial communities. We investigated the microbial community 

structure via 16S rRNA metabarcoding and used a broad set of environmental metadata to 

discuss potential environmental controls. Paper IV focused in more detail on Billefjorden, a 

tidewater-influenced fjord connected to the larger Isfjorden including microbial diversity, 

carbon cycling, and physical and chemical processes in the fjord. Samples were taken in April 

2018 and 2019, during a time with sea ice cover, no riverine inputs, but suspected subglacial 

meltwater inputs from the glacier Nordenskiöldbreen. Water and sea ice were sampled at three 

main stations (Fig. 7b); a marine reference site at the fast ice edge (ice edge, IE), and two 

different faces of Nordenskiöldbreen, one land-terminating (North Glacier, NG) and one marine 
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terminating (South Glacier, SG). Additional samples were taken from the glacier including 

subglacial meltwater, supraglacial meltwater (collected in summer), and glacier ice. The aim of 

this paper was to investigate the impacts of subglacial meltwater inputs on the microbial food 

web and carbon cycle. Algal and bacteria cultures (paper III) representative for Svalbard fjords 

were established with water samples from Van Mijenfjorden in April 2017. The aim of this 

paper was to recreate and model coastal Arctic spring bloom dynamics, with model organisms 

isolated from such a bloom. More details about the sites can be found in the corresponding 

papers.  

 

 

Fig 7. Sampling sites of Paper II (upper) and paper IV (lower). Further details about the stations 

are given in the papers. 

3.2.2 Sampling methods 
The sampling methods are described in detail in papers II-IV and Table 1, but a brief summary 

is given here. Water samples in Isfjorden (paper II) were taken from a small boat (PolarCirkel) 
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and samples were processed at UNIS. Samples in Billefjorden were processed in the field 

station of the Centre for Polar Ecology, and samples in Van Mijenfjorden were stored alive in 

an insulated bottle before transport to Tromsø for cultivation. 

Seawater samples for paper II and IV were taken with a Niskin bottle or Ruttner water sampler 

at specific depths representing different water masses or light regimes.At locations covered 

with sea ice, water samples were taken through a hole in the ice. Under-ice water (UIW) for 

paper IV was taken with a pooter (tube connected to a vacuum pump). Water samples from 

glacial meltwater and rivers were directly taken in a sterile Whirl bag. Sea ice and glacier ice 

samples (paper IV) were taken using an ice corer. Sea ice samples were sectioned on site and 

either melted directly for nutrient and salinity measurements, or melted in sterile filtered water 

(ca 50% v/v dilution) for different biological parameters (chlorophyll, bacteria, algae, DNA).  

Melted ice and water samples for paper IV, as well as culture samples for paper III, were 

prepared for the following analyses. Samples were sterile-filtered and frozen at -20 °C for 

nutrient and DOC analyses (papers III, IV). Bacteria samples were fixed in 2% (fin. conc.) 

Formaldehyde for 6-12 h before filtering onto polycarbonate filters (0.2 µm pore size) and 

stored frozen at -20 °C (papers III, IV). Algae samples were fixed in 1-2 % neutral Lugol 

solution and stored at 4 °C in brown borosilicate glass bottles (paper IV) or counted directly 

(paper III). Chlorophyll samples were filtered onto GF/F filters and stored dark and frozen at -

20 °C (papers III, IV). POC/PON samples were filtered onto precombusted (5 h, 450 °C) GF/F 

filters and stored frozen at -20 °C (paper III). DNA samples were filtered onto 0.2 µm pore size 

Sterivex or polycarbonate filters and stored frozen at -20 °C (papers II, IV). DIC samples were 

filled air-free into Duran glass bottles, fixed in 2% HgCl2 and stored cold at 4 °C (paper IV). 

For paper II an additional set of environmental parameters was measured by McGovern et al. 

(2020). 

Temperature profiles in the sea ice were measured in pre-drilled holes in the ice cores 

immediately after ice coring and sea ice and snow thickness was measured on site (paper IV). 

Sediment samples were taken with a Van Veen grab, and the surface layer taken for further 

analyses (paper II). Phytoplankton samples were taken with a phytoplankton net (KC Denmark, 

10 µm mesh size) haul from 35 m depth to the surface and fixed in Lugol as described above 

(papers II, IV). CTD profiles were taken with a Castaway or SAIV CTD (paper IV). Other 
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environmental data (paper IV) were obtained from meteorological stations in the area 

maintained by the Centre of Polar Ecology (Ceske Budejovice, Czech Republic). 

Vertical fluxes of chlorophyll were measured (paper IV) using sediment traps at 1 m, 15 m and 

25 m under the sea ice as described by Wiedmann et al. (2016) and left for about 1 day under 

the ice. Chlorophyll samples of the sediment trap tubes were obtained as described above. 

Primary production was estimated in situ in incubations with 14C-labelled DIC (1 µCi ml-1) for 

the same time period, attached to the rig of the sediment traps. After the incubations, the 

samples were filtered onto precombusted (5 h at 450°C) GF/F filters and excessive DIC 

removed via acidification with 37% HCl in a scintillation vial for about 12 h. The 14C-DIC 

incubations included 2 dark (heterotrophic uptake) and 3 light (phototrophic uptake) 

incubations. Additional reciprocal transplant experiments were performed by incubating the 

communities from the IE or SG with the sterile filtered water from the same or the other station 

(50% v/v filtered seawater/unfiltered community). This experiment was performed to test for 

chemical effects of the water at two different stations on primary production, excluding effects 

of different light, temperatures, stratification, or community composition. 
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Table 1. Overview of the sampling types, location, season, sample types taken and parameters 

measured for the different research articles. 

Paper # II III IV 
Sampling types Field Culture Field 
Location Isfjorden Van Mijenfjorden Billefjorden 
Season summer spring winter/spring 

Samples 
Sea ice   X 
River X   
Glacier   X 
Fjord water X X X 
Sediments X   

Communities and biomass 
Bacteria counts  X X 
Algae counts  X X 
16S rRNA  X  X 
18S rRNA   X 
Phytopigments  X X X 

Biogeochemistry 
CTD X  X 
Sea ice physics    X 
Turbidity X  X 
POC/PON X X  
DOC X X  
Si(OH)4, NOX, PO4 X X X 
NH4 X X  
Quantum yield (QY)  X  
DIC/TA   X 
Light absorbance  X   

Fluxes 
Primary production   X 
Vertical flux      X 

 

3.3 Lab analyses 

3.3.1 Environmental data 
Detailed description for the different lab analyses can be found in the corresponding papers. A 

brief summary is given here. Bacteria samples were stained with DAPI for 7 min. after Porter 

et al. (1980), and embedded in Citifluor-Vectashield (3:1), before counting under an 

epifluorescence microscope (Leica DM LB2, Leica Microsystems, Germany) at 10x100 

magnification (papers III, IV). Algae were counted alive in 2mL well plates (paper II), or fixed 

in neutral Lugol in Utermoehl settling chambers (paper IV) (Utermöhl, 1958) under an inverse 

microscope (Zeiss Primovert, Carl Zeiss AG, Germany) under 10 x 40 magnification. Algae 

and protist taxa were identified (papers III, IV) using the literature by Tomas (1997), and 

Throndsen et al. (2007). For more detailed molecular analyses of the microbial communities 

part of the 16S rRNA (v4) gene (bacteria and archaea) and 18S rRNA (v7) gene (eukaryotes) 
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were amplified (PCR) and sequenced (Illumina MiSeq PE; Wangensteen et al., 2018) after 

DNA extraction using a modified DNeasy® PowerSoil® kit as described in the manuscripts of 

this PhD thesis (papers II, IV). Chlorophyll was measured fluorometrically after extraction in 

96% ethanol for about 12 h and measurement on a Turner Trilogy AU-10 fluorometer (Turner 

Designs, 2019) before and after acidification with a drop of 5 % HCl (papers III, IV) after 

Holm-Hansen and Riedmann (1978). 

Nutrients, except ammonium, were measured colourimetrically on an autoanalyzer (QuAAtro 

39, SEAL Analytical, Germany), using the instrument protocols: Q-068-05 Rev. 12 for nitrate 

(detection limit = 0.02 µmol L-1), Q-068-05 Rev. 12 for nitrite (detection limit = 0.02 µmol L-

1), Q-066-05 Rev. 5 for silicate (detection limit = 0.07 µmol L-1), and Q-064-05 Rev. 8 for 

phosphate (detection limit = 0.01 µmol L-1)(papers III, IV). Ammonium was measured 

manually after Solorzano (1969) on a spectrophotometer (Shimadzu UV-1201, detection limit 

= 0.01 µmol L-1)(paper III). POC and PON were measured on an elemental analyzer (Flash 

2000 elemental analyzer, Thermo Fisher Scientific, Waltham, MA, USA; and Euro elemental 

analyzer, Hekatech) after drying and DIC removal via acidification in a desiccator with fuming 

(37%) HCl (Pella and Colombo, 1973)(paper III). For primary production estimates, the 14C-

DIC filters were submerged in the scintillation cocktail Ultima Gold™ and measured on a liquid 

scintillation counter (PerkinElmer Inc., Waltham, USA, Tri-Carb 2900TR) and PP was 

calculated after Parsons et al. (1984)(paper IV). DIC and TA were measured as described by 

Dickson et al. (2007) using a VINDTA (VINDTA 3C, Marianda, Germany) for titration (paper 

IV). DOC was measured by high temperature catalytic oxidation (HTCO) on a Shimadzu TOC-

5000 total C analyzer as described by Burdige and Homstead (1994)(paper III). The 

photosynthetic quantum yield was measured on an Aquapen PA-C 100 (Photon Systems 

Instruments, Czech Republic)(paper III). 

3.3.2 Cultivation of bacteria and algae 
Phytoplankton and bacteria were cultured at 4 °C using different growth media and approaches. 

Diatoms were cultured using the dilution isolation method (Andersen et al., 2005) on F/2 

medium (Guillard, 1975). This method provided pure cultures of Nitzschia sp., Cylindrotheca 

sp., Porosira arctica, and Chaetoceros socialis. Chaetoceros socialis was selected for further 

experiments due to its dominance in many phytoplankton blooms, quick growth, and survival 

of antibiotics treatment. The antibiotic treatment (penicillin and streptomycin) allowed 

obtaining an axenic culture, which was confirmed by incubation of the culture on LB Agar 
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plates, and DAPI staining followed by epifluorescence microscopy. Bacteria were isolated on 

LB Agar plates using the diatom cultures as inoculum in order to target heterotrophic bacteria 

associated with the diatom. After isolation of pure bacteria strains, the cultures were identified 

via Sanger sequencing of the 16S rRNA (V1-V9) gene at GENEWIZ and alignment with blastn 

(Altschul et al., 1990). This method provided pure cultures of Pseudoaltermonas elyakovii 

strain1, Pseudoalteromonas elyakovii strain2, Pseudoalteromonas arctica, Pseudoalteromonas 

prydzensis, and Marinomonas primoryensis. Both strains of Pseudoaltermonas elyakovii were 

used for further experiments due to their origin from the C. socialis culture and to account for 

inter-strain variability. 

For paper II, a cultivation experiment was performed to study the response of C. socialis to 

nutrient limitation and the role of bacterial ammonium regeneration for its growth. For the 

experiment, C. socialis was grown in F/2 medium lacking nitrate, either axenic, or with addition 

of both P. elyakovii strains. The cultures were incubated at 4 °C, 100 µE m-2 s-1 PAR, in 96 200-

mL cultivation bottles. Each day (with gaps on weekends), three bottles per treatment were 

sampled and processed for algae and bacteria cell counts, and measurements of POC/PON, 

chlorophyll a, DOC, photosynthetic quantum yield, and nutrients as described above. The 

experiment ran for 15 days covering the lag phase, exponential phase and stationary phase. The 

data were used to develop a dynamic quota-based model of algae physiology including Si N 

co-limitation, C excretion, and bacterial remineralization (See 3.4.2). 

3.4 Computational analyses 

3.4.1 Bioinformatics and statistics 
All metabarcoding DNA sequences were analyzed on the UiT cluster Stallo to obtain OTU and 

taxonomy tables. Detailed descriptions of the programs and parameters used are given in the 

paper. Briefly, for paper II, 16S rRNA gene sequences were analyzed after Hassenrueck (2019) 

using SWARM (Mahe et al., 2015) for clustering and SINA (Pruesse et al., 2013) for alignment 

and taxonomic classification based on the Silva SSU non-redundant v138 database. For paper 

IV, sequences were analyzed after Atienza et al. (2020) based on OBITools v1.01.22 (Boyer et 

al., 2014). Clustering was done with SWARM for 18S rRNA and 16S rRNA sequences. 16S 

rRNA sequences were then classified using the RDP classifier and database (Wang et al., 2007) 

and 18S sequences using SINA aligner and the Silva SSU non-redundant v138 database. 
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The OTU and taxonomy tables were further analyzed in R as described in detail in papers II 

and IV. The different approaches, such as rarefaction, functional inference from taxonomy, and 

multivariate environmental correlations have their limitations and problems, which are 

addressed and discussed in detail in the related papers. Briefly, different groups were predefined 

based on the hypothesis of the papers and the vegan package was used to detect differences in 

alpha and beta diversity. Besides the taxonomic diversity, functional diversity was estimated 

using Tax4fun (Aßhauer et al., 2015) and key biogeochemical functional groups for cycling of 

C, P, Fe, Hg, Co, N, and S were studied for differences between the sites. For alpha diversity 

analyses, sequences were rarefied and rarefaction curves plotted (paper II). Different diversity 

indices were evaluated (number of OTUs, Chao1, Shannon-Wiener index, inverse Simpson 

index, number of singletons and doubletons, and evenness) to discuss differences in the rare 

and abundant biosphere and evenness or richness (paper II). Differences of alpha diversities in 

the predefined groups were tested using ANOVA. nMDS (papers II, IV) and RDA (paper II) 

ordination plots were created to visualize differences between the groups and potential 

environmental drivers. Significance of differences of communities between the sites was tested 

using ANOSIM (papers II, IV). Indicator OTUs were identified using the indicspecies package 

v1.7.9 (Caceres and Legendre, 2009)(paper II). The number of OTUs shared between the sites 

was calculated using the function vegdist (paper IV).  

3.4.2 Dynamic modelling 
A detailed description of the model and fitting routine is given in paper III. Briefly, for dynamic 

modelling in paper III, a dynamic quota-based model by Geider et al. (1998) was used as a 

baseline (G98), due to its wide use in ecosystem scale models and its strength in representing 

photoacclimation. I implemented the model in R and extended the model in order to represent 

silicate limitation, different kinetics of ammonium and nitrate uptake, carbon excretion, and 

bacterial remineralization, based on previous research. The aim was to keep the model as simple 

as possible while representing the cultivation experiment, which I consider representative for a 

typical Arctic coastal spring bloom. A detailed description of the model, model equations, and 

fitting routines is given in paper III. Differential equations were solved using the 2nd-3rd order 

runge-kutte method of the deSolve package (Soetart et al., 2010). Sensitivity analyses were 

done using the sensFun function, based on weighted residuals of model outputs vs measured 

data. Collinearity tests for estimating identifiability of parameter combinations were done with 

the collin function of the FME package (Soetart and Petzoldt, 2010). In case of significant 
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collinearity (collinearity index > 20), the more sensitive parameter was fitted. Parameters of the 

traditional G98 model were first fitted to the axenic experiment, before the additional 

parameters of the extended model were fitted to the bacteria-enriched experiment, while 

retaining the optimized parameter values of G98. All parameters were first fitted manually. The 

modfit function with a pseudorandom algorithm searching for a global optimum, followed by 

the Nelder-Mead algorithm searching for the local optimum was then used to check optimize 

the fits. In total, 15 parameters were fitted against 160 data points. The model cost was 

estimated via i) calculating the root of the sum of squares normalized by dividing the squares 

with the variance (Stow et al., 2009), ii) calculating the weighted residuals vs fitted data of the 

sensFUN function, and iii) graphical comparison with the experimental data. 

3.4.3 Biogeochemical conversions 
For discussing the carbon cycle with standardized units in paper IV, some biogeochemical 

conversions were necessary, which have some limitations but are useful in comparing the 

carbon cycles at the tidewater glacier influenced site with the marine reference site. Due to a 

broken elemental analyzer, the POC samples could not be analyzed and conversion from Chl 

to C was necessary. While the conversion factor depends highly on the physiological state and 

taxonomic composition, we used a conversion factor of 30 gC gChl-1, an average value reported 

by Cloern et al. (1995), which is consistent with the average value measured in paper III during 

the exponential growth phase. Bacterial production can be estimated via dark DIC fixation in 

anapleurotic reactions, but typically, a biomass experiment is needed to obtain conversion 

factors for gDIC gPOC-1 for a specific environment. Due to logistical limitations in the field 

we used the only reported conversion factor for marine microbes in deep-sea sediments of 190 

mol POC (mol CO2)-1 (Molari et al., 2013). I am aware of the limitations and compared the 

estimate growth rates to other Arctic bacterioplankton studies. Bacteria biomass was estimated 

from cell counts based on a conversion factor of 20 fgC cell-1 widely used for bacterioplankton 

(e.g. Posch et al., 2001).  

3.5 FAIR Data 
All data of this PhD thesis are archived in public data repositories with open access and 

permanent accession number following the FAIR (Findable, accessible, interoperable, reusable) 

data principles. Sequencing data were stored in the European Nucleotide archive (ENA) under 

the project accession numbers PRJEB40294 (paper IV) and PRJEB40446 (paper II). 
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Environmental data were stored at the UiT DATAVERSE archive under the doi numbers 

doi.org/10.18710/MTPR9E (paper IV) and doi.org/10.18710/VA4IU9 (paper III). 

Environmental data for paper II are given in, and published in an open access paper as part of 

the FreshFate project. Processed sequence data as OTU and taxonomy tables for paper II are 

archived at the UiT DATAVERSE (https://doi.org/10.18710/JDWLVA). Detailed descriptions 

of the fieldwork were stored in the Research in Svalbard database under RiS ID 10889. All 

papers of this PhD thesis are published or submitted in open access journals. Modelling codes 

and programs for paper III are available on github under 

https://github.com/tvonnahm/Dynamic-Algae-Bacteria-model. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

47 

 

4 Summary of the papers 
4.1 Paper I: Progress in Microbial Ecology in Ice-Covered Seas 
Microorganisms are key players in all marine ecosystems including ice-covered seas 

concerning biomass, primary and secondary production, and biogeochemical cycling of 

different elements. This review article first gives a summary of advances in microbiological 

and biogeochemical methods in the SIZ, before summarizing the current knowledge about 

microbial diversity, ecology, biogeochemical functions, and seasonality (See ch. 1.2 of this 

thesis; Fig. 8) and pointing out knowledge gaps and future directions. The gaps include the 

understanding of the diversity and biomass (“Who is there?”) for key taxa in ice-covered seas, 

including the understudied group of marine fungi. Biomarker studies (e.g. sterols), omics 

studies (e.g. metabarcoding; See ch. 5.3.2 of this thesis, paper II), and the use of FISH are 

discussed as potential methods to fill these gaps. The importance of key biogeochemical 

processes, such as chemoautotrophy, cryptic carbon cycling and mixotrophy, are discussed. 

Omics approaches, sea ice in situ technologies, and isotope probing experiments are discussed 

as promising tools to detect the pathways and their importance for biogeochemical cycles (See 

ch. 5.3 of this thesis). The polar night is pointed out as an active and important season for 

microbial activities, which has only recently been considered biologically active (See ch. 

5.1.1.5 of this thesis). The review concludes that understudied organisms, such as fungi, and 

various biogeochemical processes should be included in biogeochemical models (e.g. paper III) 

in order to forecast the effect of climate change on the ecosystem. The major points of this 

review are integrated throughout this PhD thesis and addressed in the related research papers. 
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Fig 8. Summary of current knowledge on microbial ecology in the SIZ (Vonnahme et al., 2020). 

Sea ice is formed in autumn/winter and may incorporate microbes via rising ice crystals or 

advection through the ice. EPS may facilitate the attachment to the ice. During the polar night, 

sea ice algae are present, but the community is net heterotroph with mixotrophic algae playing 

a potentially important role. Later in winter/spring, anaerobic pockets may form allowing 

anaerobic bacteria to grow. In spring, sea ice algae are more dominant sustaining a sympagic 

food web before the sea ice algae bloom is terminated giving place to a phytoplankton bloom. 

During this time vertical export fluxes, feeding the benthic system increase. 
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4.2 Paper II: Terrestrial Inputs Shape Coastal Microbial 
Communities in a High Arctic Fjord 

Coastal marine systems in the Arctic are affected by large amounts of freshwater inputs from 

rivers, which is increasing with climate change. These runoffs are changing with season, with 

snowmelt-dominated meltwater during the spring freshet, and glacier melt and permafrost thaw 

fed water later in summer. This study investigated bacterial and archaeal communities in the 

rivers, fjord water and fjord sediments using a 16S rRNA metabarcoding approach in the 

Isfjorden fjord system in early (June) and late (August) summer. We studied the effects of these 

different inputs and environmental controls on their communities and potential functions.  The 

high spatial resolution of the samples showed, for the first time, robust and clear gradients from 

river to marine influenced communities, especially in late summer. Microbial communities 

were significantly different in later summer with a lower richness, potentially due to less input 

of river taxa, compared to early summer. The key environmental drivers were nutrient and 

organic matter inputs from the rivers. Potentially more labile organic matter favors copiotrophic 

taxa during the spring freshet, while more refractory organic matter and high nutrient inputs 

favor more cosmopolitan and oligotrophic taxa in late summer (Fig. 9). In contrast to earlier 

studies on large Arctic rivers, we suggest that river inputs have substantial impacts on microbial 

communities in Svalbard fjord mainly by providing DOM and nutrients available for bacterial 

production in the fjord. In addition, the stronger stratification in late summer was identified as 

important variable explaining the differences. In the late summer communities, 

Gammaproteobacteria, Verrucomirobiae, SAR 11, and other potential oligotrophs (OM60, 

SAR92) were more abundant, while the potential copiotrophic taxa Bacteroidia, 

Octadecabacter sp., and Sulfitobacter sp. were more abundant in June (Fig. 9). Careful 

considerations of the potential functions of the communities| indicated that the biogeochemical 

cycles of C, N, and S were potentially affected by the changes in river runoff, but further studies 

using activity measurements (See paper I) are needed to confirm and quantify these effects.  
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Fig 9. Results of the redundancy analyses, showing main differences between seasons and sites 

with the correlating indicator taxa (using the indicspecies packagae) and explanatory 

environmental variables of A) all data and B) August (Delpech et al., submitted).The clearest 

separation is between June and August communities (RDA1 axis) with a secondary gradient 

from estuaries to fjord and advected water (AdW) samples (RDA2 axis), which is, however, 

only significant in August (ANOSIM, p<0.05). June communities are driven by more DOC and 

Chlorophyll a, and lower temperatures and δ13C POC. Marine communities are mostly driven 

by clearer water (deeper Secchi depth, higher UV light adsorption by aromatic compounds 

measured as SUVA254). Further details are given in paper II. 
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4.3 Paper III: Modelling Silicate–Nitrate-Ammonium co-
limitation of algal growth and the importance of bacterial 
remineralization based on an experimental Arctic coastal 
spring bloom culture study 

In Arctic coastal ecosystems, primary production is typically highest during a pronounced 

spring bloom mostly dominated by diatoms (paper I, IV). The spring bloom is initiated once 

the water column stratifies, while high inorganic nutrient concentrations supplied via winter 

mixing fuel rapid growth. These blooms are typically terminated by inorganic nitrogen, and/or 

silicate limitation. Bacterial remineralization of DOM, originating either from primary 

production, or terrestrial inputs, can lead to ammonium regeneration and regenerated 

production extending the bloom. While these processes are generally well described, 

quantitative modelling of these dynamics has been challenging with detailed physiological 

models being too complex for ecosystem sale models. Full-scale ecosystem models are mostly 

too simplified, either neglecting the role of bacteria, or simplifying the different physiological 

responses of diatoms to Si or N limitation. We recreated typical spring bloom dynamics in a 

cultivation experiment with the model diatom Chaetoceros socialis and the model bacterium 

Pseudoalteromonas elyakovii. The experiment started with non-limiting nutrient 

concentrations. Under axenic conditions, the algal growth terminated after Si and N became 

both limiting, while reduced growth was enabled in the presence of bacteria supporting 

regenerated production (Fig. 10). In fact, 69% of the production in the presence of bacteria was 

estimated to be regenerated production. Based on this experiment we developed a dynamic 

model taking cellular C:N:Chl quotas, different responses to the different nutrient sources, and 

bacterial NH4 remineralization into account. Our model reproduced the dynamics of the 

cultivation experiment well (Fig. 10), while keeping the complexity comparable to algae growth 

formulations in common ecosystem scale models. I suggest that accurate representation of 

bacterial remineralization and uncoupling of Si:N metabolism is crucial for modelling the 

impact of climate change on spring blooms via increased heterotrophic activities with 

increasing temperatures and terrestrial DOM inputs (paper II). 
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Fig 10. Experimental data on diatom growth as POC (a) and PON (b) changes under axenic 

(blue) and bacteria-enriched (red) conditions and the fit of our dynamic model (lines), showing 

model simulations with carbon excretion and without excretion. Circles show median values 

and shaded polygons show the total range of measured data (max and min). The solid lines 

show the model fit including DOM excretion by algae and the dotted line show the model fit 

without Dom excretion. Differences are small due to high concentrations of terrestrial DOM in 

the water used for the experiment (collected outside Tromsø). For further details, see paper III. 
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4.4 Paper IV: Subglacial upwelling in winter/spring increases 
under-ice primary production 

Recently, subglacial upwelling was identified to supply nutrients via upwelling, leading to 

increased biological production near tidewater glacier fronts in summer. In winter and spring, 

this process has not been considered important due to the limited freshwater outflow. However, 

we hypothesized, that subglacial outflow is present in winter/spring, and that it is sufficient to 

increase primary production in a sea ice covered fjord as soon as sufficient light is available. 

We found indeed circumstantial evidence for subglacial upwelling, such as a brackish surface 

layer and sea ice, a turbidity peak at the halocline, glacial bacteria taxa under and in the sea ice, 

and icing in front of the land-terminating site of the glacier. We estimated a freshwater flux of 

roughly 1.1 m3 m-2 month-1 and an entrainment factor of 1.6 (1.6m3 marine bottom water (m3 

subglacial freshwater)-1), which is much lower than values reported in summer. However, in 

the fjord with slow tidal currents (0.1 cm s-1), and wind mixing blocked by sea ice, the flux was 

sufficient to sustain a stratified 4 m thick surface layer under the sea ice with two orders of 

magnitude higher phytoplankton primary production at the glacier front, compared to a 

reference station near the sea ice edge (Fig. 11). The increased primary production was 

attributed to i) subglacial upwelling of nutrient rich bottom water, ii) direct silicate input with 

the meltwater, iii) increased light due to a thinner snow cover, potentially related to katabatic 

wind removal, and iv) a more stably stratified surface layer. Sea ice algae were negatively 

affected due to low brine volume fraction caused by the low salinity and thereby limited 

permeability and habitable place. Community structures of bacteria, archaea, algae and other 

eukaryotes were significantly different at the tidewater glacier-influenced site compared to the 

reference site. To my knowledge, this is the first study to show subglacial upwelling effects on 

spring carbon cycling and microbial communities. 
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Fig 11. Differences of the biological carbon cycles between the tidewater glacier influenced 

South glacier site (SG) and the ice edge marine reference site (IE), in sea ice (grey layer), the 4 

m thick stratified surface layer at SG (light blue), and the water column (blue). All values are 

in carbon units. Primary production (PP), Algae biomass (AB), vertical export (VE), bacterial 

production (BP), and bacterial biomass (BB) are given with their median values and min - max. 

The arrow thickness and circle diameters are scaled as shown in the legend under SG (Except 

for the light green circle for AB at IE, which is one order of magnitude higher). For details 

about the measurements, assumptions and conversions, see paper IV. 
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5 Synthesis of results and discussion 
Detailed descriptions of the individual results and discussions can be found in the research 

papers (II-IV). Here, I take the opportunity to put the papers and their results into context to 

each other, giving a more complete picture about the seasonal cycle of land-ocean interactions 

and microbial ecology, bacteria-algae interactions, and methodological challenges. Where 

helpful, I include a few, yet, unpublished own data as support. I start with combining the results 

of all papers to describe seasonal dynamics in the coastal Arctic SIZ from spring to winter with 

a focus on land-ocean interactions and key taxa and potential environmental drivers. I continue 

with a detailed discussion about the role and fate of bacteria entering the fjords via rivers, which 

has only been discussed briefly in paper II and IV. I then continue to discuss bacteria-algae 

interactions, starting with the controls of bacteria by terrestrial inputs vs algae exudates with a 

detailed discussion of bacterial succession using data from Billefjorden. I then discuss the 

importance of bacteria for algae growth with a focus on regenerated production. Finally, I 

discuss some of the methodological challenges, such as; how to measure primary production? 

can metabarcoding replace classical taxonomy? and how to sample sea ice? 

5.1 Land-ocean interaction in the coastal Arctic sea ice zone 
The first objective of the practical part of this PhD thesis was to study the impacts of terrestrial 

freshwater inputs on the marine microbial food web. We studied the effects of subglacial 

outflows in winter/spring on a sea ice covered fjord (paper IV), the impacts of river runoff 

during the freshet in spring (paper II), and the impacts of glacier melt fed rivers in late summer 

(paper II). We show that all of these inputs are shaping the physicochemical environment of the 

fjord systems and thereby the microbial food web. We found freshwater input to be a major 

control on bacterial and algal communities, activities, and their biogeochemical potential and 

functions. These findings show that freshening of the Arctic will have severe effects on the 

marine food web, by altering carbon sources and fluxes into the microbial food web. In addition, 

climate feedbacks related to the balance of CO2 fixation and respiration are likely. 

5.1.1 Seasonal changes in the coastal Arctic sea ice zone 
The PhD thesis studies coastal Arctic systems affected by terrestrial freshwater inputs at various 

seasons. This allows me to describe a full seasonal cycle of the effects of terrestrial freshwater 

inputs on the microbial food web. For completion, the following chapters also include some 
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discussion of, yet unpublished results of additional work in autumn/winter done during my 

PhD. 

5.1.1.1 Sea ice covered fjords in winter/spring 
From January to May, some Svalbard fjords are sea ice covered and therefor part of the seasonal 

ice zone. During this time, terrestrial inputs of freshwater have previously been considered 

negligible (Mortensen et al., 2013). The marine food web is considered to be mostly controlled 

by oceanographic and climatic forcing, leading to a characteristic phenology of heterotrophs 

dominating in winter, sea ice algae dominating in early spring, and subsequent phytoplankton 

blooms once the sea ice has melted (Leu et al., 2015). However, studies in other Arctic systems 

indicate that terrestrial inputs may be more prominent than has been often considered. A base 

flow of river water has been found in all large Arctic rivers with high concentrations of nutrients 

(Kaiser et al., 2017). Due to the polythermal base of most Svalbard glaciers (Hagen et al., 1993), 

subglacial outflow visible as proglacial icing has been described at several land-terminating 

glaciers on Svalbard (e.g. Hodgkins, 1997). Some studies based on physical oceanography 

found also inputs of glacial meltwater in Greenland (e.g. Moon et al., 2018) and in 

Tempelfjorden on Svalbard (Alkire et al., 2015; Fransson et al., 2020). In summer, subglacial 

upwelling is a major process adding nutrient-rich bottom water to the stratified surface layer 

(Halbach et al., 2019; Hopwood et al., 2020). These inputs have been described to increase 

primary production, feeding a productive marine food web including zooplankton, fish, and 

seabirds (Lydersen et al., 2014, Meire et al., 2016). Terrestrial freshwater inputs in 

winter/spring may be substantially less than in summer. However, I hypothesize that in systems 

with little other water exchange (e.g. advection, precipitation), such as sea ice covered fjords 

isolated by a shallow sill, even limited input especially from the subglacial system may still 

have a substantial impact on the microbial food web. We used Billefjorden as a case study to 

test if terrestrial inflow via subglacial meltwater is present and if it has any impacts on the 

microbial food web.  

We found indeed various indications for subglacial outflow, rich in silicate, and the capability 

to pull 1.6 times as much nitrate-rich bottom water with it to the surface. These subglacial inputs 

contributed to a 4 m thick stratified surface layer under the sea ice with about 32 % of its volume 

originating from glacial ice melt. The sea ice structure is highly affected by the freshwater 

inputs leading to low brine volume fractions mostly below 5 %, a threshold under which sea 

ice is considered impermeable (e.g. Granskog et al., 2003). Overall, this finding is similar to 
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earlier studies in Greenland showing basal glacier and ice berg melt (Moon et al., 2018), and 

on Svalbard (Tempelfjorden) showing glacial melt affecting stratification and sea ice structure 

in Tempelfjorden (Fransson et al., 2020) with fall/winter subglacial upwelling as a major 

freshwater source (Alkire et al., 2015). Alkire et al. (2015) also attempted to measure subglacial 

freshwater inputs in Billefjorden, but found no evidence for glacial meltwater in the fjord. This 

can be explained by their sampling location at the northern mostly land-terminating site of the 

glacier front, where we did not find substantial freshwater inputs either. Based on circumstantial 

evidence, each of them not conclusive on its own, but supporting the same hypothesis, we 

concluded for the first time that meltwater is derived from persistent subglacial outflows in 

winter/spring (Fig. 12). However, for a solid conclusion if and how much subglacial upwelling 

is really happening in winter/spring, we need additional data from e.g. continuous in situ salinity 

measurements, ROV recordings and sampling directly at the glacier-fjord interface, or δ18O 

measurements (e.g. Alkire et al., 2015).  

We went one-step further than previous winter/spring studies and investigated the impacts of 

subglacial upwelling on the microbial food web and carbon cycle. To my knowledge, this is the 

first study that includes biological processes during this time of the year. We found substantial 

impacts on microbial communities and activities, affecting the entire carbon cycle (Fig. 11). 

Phytoplankton primary production was two orders of magnitude higher in the presence of 

subglacial upwelling (Fig. 11, 12). We attributed the increased production partly to the inputs 

of silicate and nitrate, which we clearly showed in a reciprocal transplant experiment (water 

chemistry increased primary production 3-fold; Fig. 12). However, water chemistry alone could 

not explain the full increase of primary production. In fact, under-ice phytoplankton blooms are 

often controlled by light (e.g. Leu et al., 2015, Ardyna et al., 2020a.b), or surface stratification 

(Lydersen et al., 2017), rather than nutrients. In our study, we found both, a stratified surface 

layer and a thinner snow cover (potentially thinner due to strong katabatic winds)(Fig. 12). This 

thinner snow layer would allow more light to reach the water column, while the stratified 

surface layer allows phytoplankton to stay longer in the euphotic zone (Sverdrup 1952; 

Lydersen et al., 2017). In the brackish sea ice, algae biomass and primary production was 

negatively affected, most likely due to the low brine volume fraction and permeability, 

inhibiting water and nutrient exchange with the water column and limiting inhabitable place 

(Granskog et al., 2003). Eukaryotic and prokaryotic communities were significantly different 

at the glacial meltwater influenced site. Most remarkable is the finding of sea ice algae 
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communities dominated by flagellates (Thaumatomastix sp., cyptophytes (Hemiselmis sp., 

Geminigeraceae)) and the centric diatom Leptocylindrus sp., all taxa typically not described as 

high-Arctic sea ice algae (Von Quillfeldt et al., 2009). Ongoing work found some of the same 

taxa abundant in brackish sea ice in a northern Norwegian fjord (Ramfjorden), indicating that 

they are preadapted to live in sea ice with low brine volumes and permeability independent of 

their geographical location. 

 

Fig 12. Summary of the impacts of subglacial upwelling on physicochemical sea ice and water 

properties and algae biomass, primary production and export. The blue arrows indicate the main 

suggested drivers: subglacial upwelling (dark blue), and katabatic winds (light blue). The red – 

shows lower values, the green + shows higher values, and the black X the absence of the 

measured variable. 

5.1.1.2 The spring phytoplankton bloom 
In higher latitudes, spring is the most productive time of the year with respect to primary 

production. Thus, many studies investigated dominant algae and bacteria taxa, physicochemical 

controls, and the phytoplankton phenology during this time of the year (von Quillfeldt, 2000; 

Leu et al., 2015; See paper I and Introduction). Briefly, nutrients supplied by winter mixing in 

combination with a stratifying water column allows rapid growth of phytoplankton mostly 

dominated by centric diatoms until nutrients are used up and the bloom is terminated (Sverdrup, 

1953; Siegel et al., 2002; von Quillfeldt, 2000; Fig. 14). However, this paradigm has been 
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challenged and the spring bloom system may not be as simple with spring blooms observed in 

mixed water columns (Hegseth et al., 2019; Behrenfeld, 2010). Terrestrial inputs in spring may 

vary between being absent; over slow subglacial upwelling (5.1.1.1); to large amounts of 

meltwater during the freshet. The contribution of this PhD thesis is to improve current 

representations of diatom physiology and interactions with bacteria in biogeochemical models, 

from the onset of the spring bloom until nutrient depletion. For accurate parameter fitting and 

controlled environmental controls, we recreated typical spring bloom dynamics using a 

common spring-bloom diatom species and an associated bacteria species in a cultivation 

experiment. The model diatom Chaetoceros socialis (paper IV) and the model bacterium 

Pseudoalteromonas sp. (paper II) were also abundant in our field studies. In fact, Chaetoceros 

socialis was the single most abundant species in Ramfjorden in spring 2019 (Fig. 14). We fitted 

a widely used dynamic model of phytoplankton dynamics responding to varying nutrients and 

light by Geider et al. (1998) to the axenic experiment. We show some limitations of the model 

and provide extensions to include silicate-nitrate-ammonium co-limitation and bacterial 

regeneration of ammonium, which we identified as crucial processes needed to model 

phytoplankton spring blooms. The extended model gave a substantially better fit to the bacteria-

enriched experiment (55% reduction of model cost), while keeping complexity low. We showed 

that bacterial regeneration of ammonium is needed to model an extended spring bloom based 

on regenerated production (f-ratio = 0.31) and we showed that diatoms respond differently to 

silicate or nitrogen limitations due to different physiological responses.  

5.1.1.3 The spring freshet.  
The highest amount of freshwater is reaching the fjords with snowmelt during the spring freshet 

(McGovern et al., 2020). Earlier studies on the large Arctic rivers (Holmes et al., 2012) and on 

Svalbard (MCGovern et al., 2020) showed that river water at this time of the year is rich in 

labile organic matter, and terrestrial POC, but rather poor in inorganic nutrients. The 

allochthonous DOC may be supplemented by autochthonous DOC produced by phytoplankton. 

In fact, phytoplankton spring blooms typically occur just before the freshet, as indicated by 

higher Chl a values in June. While the impacts of the spring freshet on coastal hydrography and 

chemistry is rather well studied (e.g. McGovern et al., 2020), the impacts of the riverine inputs 

on the microbial food web is poorly understood. The high spatial resolution of our study, 

including various rivers, estuaries and fjords in the Isfjorden system allowed detecting patterns 

of bacterial and archaeal communities typical for this part of the year. We identified DOC and 
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terrestrial derived POC to be major controls on spring communities. Mostly copiotrophic 

bacterial taxa (e.g. Sulfitobacter sp., Octadecabacter sp., Gammaproteobacteria) were 

dominating the communities during this period (Fig. 9; Fig. 13). These taxa have been discussed 

as efficient degraders of more labile OM responding to algae polysaccharide addition (Jain et 

al., 2020). We identified specific indicator taxa dominant in systems influenced by river inputs 

during the freshet which have also been described in other studies in similar systems (e.g. Bunse 

and Pinhassi, 2017; Sinha et al., 2018; Jain et al., 2020).  

5.1.1.4 Summer river runoff 
Later in summer, rivers are increasingly fed by glacier melt and permafrost thawing with 

associated substantial changes in the freshwater properties compared to the snowmelt phase. 

McGovern et al. (2020) found about 12 times higher concentrations of nutrients, lower sediment 

concentrations, and a higher fraction of potentially refractory organic matter (humic and 

aromatic substances) in the rivers of Isfjorden. During this time, the fjord surface layer is also 

strongly stratified with substantial impacts on the microbial food web (Fig. 13). The surface 

layer can act as a distinctive niche for microbes, but blocks also nutrient and DOM supply from 

deeper water layers. We found significant differences in microbial communities in different 

water masses in August, but not in June (Fig. 9). We also found more oligotrophic and 

cosmopolitan taxa potentially more adapted to the refractory organic matter and high surface 

temperature (e.g.  SAR11, OM60, SAR92, + Verrucomicrobiae). Flagellates dominated algae 

communities in Billefjorden during this time (Vonnahme, unpublished data). Despite the 

increased nutrient concentrations in the river water, nutrient concentrations in Billefjorden 

stayed low, explaining the dominance of potential mixotrophs adapted to low-nutrient 

conditions. 
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Fig 13. Summary of the environmental drivers associated with river runoff in June (freshet) and 

August (summer) and the different associated key taxa in the microbial communities in 

Isfjorden (Delpech et al., submitted, paper II). 

5.1.1.5 Ongoing work on autumn and winter systems 
While the autumn and the polar night are not part of the PhD thesis, I want to give a brief 

summary of ongoing work in this field to complete the synthesis of the seasonal cycle in the 

coastal Arctic SIZ. In autumn, freshwater inputs are decreasing, while the surface water cools 

down, leading to a weakening stratification and eventually mixing of the water column (e.g. 

Eilertsen and Taasen, 1984; Cottier et al., 2010; Carooppo et al., 2017). If the water column 

mixes while light is still available the input of nutrient rich bottom water may fuel an autumn 

bloom. In Ramfjorden, a northern Norwegian fjord, we found indeed an autumn bloom in 

September 2019, when temperatures and precipitation were low. However, in 2018, higher 

temperatures and more precipitation lead to a strongly stratified water column until December 

and no autumn bloom was detected. A weak mixing event in November allowed some increase 

in Pseudo-nitzschia sp., Scripsiella sp., and Skeletonema sp. abundances (Fig. 14), but 

Chlorophyll values were far below the other years. 
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Fig 14. Microalgal community structures between September 2018 and March 2020 in 

Ramfjorden, counted from phytoplankton net hauls (10 µm mesh size) from 35 m to the surface 

in the entrance of the fjord. Counts from Sept to Feb 2018 by Line Klausen, Rose-Marie Bank 

and Tobias Vonnahme. All other counts by Tobias Vonnahme. 

During the polar night, we took samples for 18S and 16S metabarcoding of DNA and cDNA 

around Svalbard in the Polar night and in Ramfjorden (Fig. 15). I found Dinophyceaea to be 

most dominant in the present communities (DNA, genomic sequencing) around Svalbard and 

in Ramfjorden during autumn and spring. During the polar night in Ramfjorden, the radiolarian 

group of Polycystina was most abundant. The same class has been found on Svalbard, but only 

at the West coast, indicating that this is a class either adapted to Atlantic water conditions, or 

advected to Svalbard with the West Spitsbergen current. The active communities around 

Svalbard (cDNA, ribosome sequencing) were significantly different from the present 

community, with Dinophyceaea being rare and Oligotrichae ciliates being most abundant. The 

substantial difference indicates that Dinoflagellates are most likely just surviving the polar 

night, while ciliates are thriving in it. This makes sense considering that most Dinoflagellates 

are mainly phototroph with the potential for mixotrophy (constitutive mixotrophs), while 

ciliates are mainly heterotroph with the potential for mixotrophy (non-constitutive mixotrophs) 

via kleptoplastidy (Mitra et al., 2016). Future metabarcoding studies should consider a similar 
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approach of combined metatranscriptomics and metagenomics. Only Billefjorden has 

Flabellinia, Centrohelea, and Intramacronucleata as additional dominant active classes, which 

are however, almost absent in the present community. 

 

Fig. 15. Protist community structure on class level in the Polar night based on 18S 

Metabarcoding of DNA and RNA (transcribed to cDNA) samples around Svalbard (November 

2017) and in Ramfjorden (September 2018 to April 2019). Red bars on top indicate West 

Svalbard samples and the blue bar East Svalbard samples.  

During the polar night, we studied microbial communities and activities in the same northern 

Norwegian fjord and at different stations around Svalbard. As indicated by earlier studies, we 

found a diverse algal community in all stations, but activities were mostly heterotrophic (13C 

labelled Glycine vs CO2 uptake). However, some CO2 has been fixed throughout the polar night 

in northern Norway, indicating the efficient use of low light levels. Different mechanisms of 

algal survival in the polar night have been discussed including, adaptation to extremely low 

light, spore formation, reduced activities, feeding on storage compound, and heterotrophic 
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carbon uptake (Zhang et al.,1998; Kvernvik et al., 2018; Johnsen et al., 2020). We found indeed 

CO2 fixation under very low light in November in Ramfjorden. I hypothesize that heterotrophic 

carbon uptake is an important survival mechanism not only for certain specialized taxa as 

suggested by Johnsen et al. (2020), but for all microalgae including diatoms. I developed an 

experiment, where we tracked 13C labelled glycine into algae sugar (e.g. sucrose, laminarin) 

and fatty acid biomarkers (Metabolomics SIP). On Svalbard, we were indeed capable of 

showing heterotrophic glycine uptake by algae, preferably in darkness, by tracking 13C labelled 

glycine into sucrose as algae biomarker. Few studies attempted to measure heterotrophic carbon 

uptake in diatoms in the Antarctic and Arctic, using radiographic methods (Palmisano et al., 

1985; Rivkin and Putt, 1987; Horner and Alexander, 1972), but only studies under complete 

darkness found substantial uptake (Rivkin and Putt, 1987), while studies in presence of light 

found heterotrophy in algae to be negligible (Horner and Alexander, 1972). To my knowledge, 

our metabolomics SIP experiment is the first study to show heterotrophic carbon uptake by 

algae as adaptation to darkness in the. 

5.1.2 Allochthonous inputs of microbes 
The dogma of microbial biogeography ‘Everything is everywhere, but, the environment selects’ 

by Baas Becking (1934) implies that a water sample, collected anywhere in the ocean, would 

allow to retrieve the entire global bacterial diversity, while the dominant community is 

governed by the environment. With advancing molecular methods, allowing a more detailed 

investigation of bacterial diversity, down to ecotypes defined by single nucleotide variances 

(e.g. Haro-Moreno et al., 2020), this dogma has been challenged widely (O’Malley, 2008; 

Livermore & Jones, 2015; Zorz et al., 2019). I hypothesize that bacteria communities may be 

distinctively different in environments, sufficiently different, such as rivers and fjords. 

However, I also suggest that terrestrial and river bacteria may be imported into the fjords, 

potentially inhabiting new suitable environments, which would partly support the dogma by 

Baas Becking (1934). However, I suggest that most taxa imported with river water do most 

likely not survive or grow due to their pre-adaptation to terrestrial and freshwater systems 

concerning salinity, organic matter availability, and oxygen (Waleron et al., 2007). In contrast 

to Baas Becking (1934), I thus hypothesize that bacterial taxa have a limited residence time 

under sub-optimal conditions. The imported taxa can however increase local diversity (as found 

in paper II) making coastal ecosystems more diverse. In addition, the strong seasonality in high 
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latitudes leads typically to a high bacterial diversity in a global context (e.g. Ladau et al., 2013). 

Thus, I argue that high latitude coastal systems may be prominent diversity hotspots. 

Spatial proximity may allow the imported taxa to inhabit other suitable environments. The 

identity, fate and ecological function of these imported groups for the marine system were 

addressed in few previous studies with limited technologies, such as bacteria counts (Vallieres 

et al., 2008), or clone libraries (Waleron et al., 2007). Other studies had sampling designs 

limited by spatial and temporal resolution representing only one fjord with few samples 

(Garcia-Lopez et al., 2019), or only sediments, missing the terrestrial endmembers (Jørgensen 

et al., 2020). 

We found evidence of riverine input of terrestrial bacteria during the freshet in June (paper II) 

in shared OTUs and estuarine community structures similar to rivers. The imported taxa 

belonged to the rare biosphere, indicating that they have little importance for the marine 

microbial food web. However, as shown in Fig. 15 the rare biosphere may well be part of the 

active community (based on cDNA sequencing of ribosomal RNA). Furthermore, sufficient 

OTUs were imported during the freshet to lead to a significant higher OTU richness, compared 

to late summer.  Some functions related to these taxa, such as sulfate reduction, denitrification, 

and methane oxidation are typical in anoxic sediment and soil environments, but not likely, in 

the oxygenated water column, which indicates that the imported taxa were not only rare, but 

also inactive. While terrestrial microbes appear not to be relevant for marine plankton 

communities, we found a number of terrestrial taxa in marine sediments, not only in June but 

also in August. This finding indicates that terrestrial taxa may be transported to marine 

sediments and stay alive for at least several months. Marine sediments may also be similar 

enough to soil and permafrost environments to allow functions, such as denitrification, sulfate 

reduction, and methane oxidation to occur. The same hypothesis may be true for chemotrophic 

bacteria frozen into sea ice, experiencing anoxic conditions, or cyanobacteria thriving in melt 

ponds with low salinity and high light levels. However, further coupled activity-diversity 

studies, such as cDNA/DNA sequencing, or DNA-SIP are needed to confirm these hypotheses 

(e.g. Deng et al., 2018). 

We also found a higher fraction of phototrophs and N2 fixers, related to riverine inputs. These 

functions are possible in the oxygenated water column and may even give an advantage in the 

brackish nitrogen-depleted water column in June. An earlier study also found picocyanobacteria 
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from large Arctic rivers reaching the coastal environment, being viable but inactive under the 

conditions of the study (Waleron et al., 2007). This leads to the question if terrestrial derived 

cyanobacteria are also viable in our study and if they play any role in the marine food web. 

Cyanobacteria are also commonly found in melt ponds (Fernandez-Mendez et al., 2016) in the 

central Arctic Ocean opening the question if these taxa were initially imported by rivers, 

surviving in a dormant stage until the conditions were optimal (low salinity), which would be 

in agreement with Baas Becking’s dogma (1934). Further activity measurements and stable 

isotope probing experiments, may clarify how active these taxa are. Detailed genetic population 

studies may additionally help to find out if some of the sediment, sea ice, and melt pond taxa 

originate from land and from which geographic region (e.g. Okazaki et al., 2020). 

Our overall conclusion of paper II is that terrestrial taxa are introduced to the marine system, 

mainly during the spring freshet, but are likely not active in the marine water column as 

indicated by earlier studies. This finding is further supported by our finding that they are not 

detectable anymore in late summer. This conclusion may allow using terrestrial bacteria as a 

suitable marker for the origin of freshwater in fjord systems. In paper IV, we studied bacterial 

community structures of various fjord water and sea ice samples, including various terrestrial 

endmembers (glacier ice, subglacial outflow, supraglacial meltwater). At the sampling site most 

influenced by glacial meltwater inputs, we found a community similar to subglacial meltwater 

communities, supporting our hypothesis of subglacial meltwater as the main endmember for 

the freshwater detected on this site. Considering the disappearance of riverine taxa within 

months (paper II), we use the presence of subglacial bacteria in the water column and sea ice 

as supportive evidence for a consistent supply of subglacial meltwater in the weeks prior to the 

sampling. Using bacterial growth rates, we estimated a turnover of the freshwater in the range 

of weeks to months.  

5.2 Bacteria – algae interactions 
Interactions of bacterioplankton and algae are diverse and include the full spectrum of 

ecological interactions; competition, commensalism, mutualism, symbiosis, parasitism and 

predation (Worden et al. 2015). Bacteria can suppress algae growth by acting as pathogens or 

parasites, or by competition for inorganic nutrients, but bacteria can also be important for 

regeneration of nutrients via organic matter degradation, vitamin synthesis, or trace metal 

chelation and/or reduction (Croft et al., 2005; Sunda, 2012; Worden et al., 2015). For the global 
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carbon cycle these mutualistic interactions may be most relevant and thus the focus of this PhD 

thesis. I focused on the simplest interaction of bacteria remineralizing organic matter, either 

excreted by algae, or imported from land, releasing inorganic nutrients in the process (e.g. 

ammonium) that can be used by algae for extended growth.  

5.2.1 Importance of autochthonous vs allochthonous DOM for bacteria  
Paper II shows how DOM can shape microbial communities. During the freshet DOM is 

typically labile and available for bacteria production, while it becomes more refractory towards 

summer (McGovern et al., 2020) with a higher fraction likely already degraded on land, 

especially in the large Arctic rivers (Kaiser et al., 2017). On Svalbard, terrestrially derived 

DOM can be imported in large amounts (Kulinski et al., 2014; McGovern et al., 2020) but is 

often considered refractory due to its ancient origin from freshly deglaciated catchments (Kim 

et al., 2011). However, during the freshet phase, we found evidence for high terrestrial DOC 

and POC input (δ13C POC signature) with low amounts of humic and aromatic substances, 

indicating high bioavailability. At the same time, we found higher levels of Chl, showing a 

spring phytoplankton bloom as a second source of labile organic matter. These high 

concentrations of likely bioavailable organic matter allowed copiotrophic bacteria taxa to 

dominate the communities. Later in summer, a lower DOC and terrestrial POC signature was 

detected and a high proportion of more refractory humic and aromatic substances were 

measured. This lead to a bacterial community with oligotrophic taxa becoming more dominant.  

Under sea ice in Billefjorden, we found evidence for bacteria production controlled by primary 

production and algae biomass. We measured an order of magnitude higher bacterial production 

(based on dark carbon fixation) at the tidewater glacier front where primary production was two 

orders of magnitude higher and algae biomass two times higher. Considering the low amount 

of DOC in glacial meltwater (paper II), we do not consider subglacial meltwater as a major 

DOC source fueling this higher production, but the related increased algae primary production. 

In fact, sea ice algae and phytoplankton studies commonly find a coupling of primary and 

secondary production (e.g. Teeling et al., 2012, 2016). Hence, the tidewater freshwater outflow 

does not only affect primary production, but indirectly also bacterial production. For confirming 

these hypotheses, pulse chase SIP experiments may help where 13C labelled DIC is tracked via 

algal primary production into bacteria biomass (e.g. van den Meersche et al., 2004). 
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5.2.2 Bacterioplankton succession after a spring bloom 
Our studies of bacterioplankton communities, ranging from an early spring bloom in 

Billefjorden to summer communities in Isfjorden and yet unpublished data from autumn and 

winter allow a careful discussion of potential key taxa for coastal Arctic bacterioplankton 

successions. The results may help to identify key players for algae exudate degradation in the 

Arctic, or key taxa facilitated by river input rather than autochthonous production. 

Some of the most extensive studies of bacterial succession after phytoplankton blooms were 

done in the North Sea (Teeling et al., 2012, 2016) in consecutive years. Teeling et al. (2012, 

2016) found specific bacterial taxa feeding on specific algae exudates or metabolites by other 

bacteria in a successive pattern. Flavobacteriaceae (Flavobacterium sp., Ulvibacter sp., 

Formosa sp., Polaribacter sp.), Gammaproteobacteria (Reinekea sp., SAR92), and 

Alphaproteobacteria (SAR11, Roseobacter sp.) were found to be most abundant and tightly 

connected to phytoplankton blooms, capable of degrading specific algae exudates. Similarly 

extensive succession studies in the Arctic are rare, but point to the overall same taxonomic 

groups responsible with increasing amplitudes of population dynamics with latitude (Bunse and 

Pinhassi, 2017; Manna et al., 2020). In the Arctic, a range of additional taxa, such as 

Verrucomicrobiae, Colwellia sp., Polaribacter sp., Formosa sp., Paraglaciecola sp., 

Lentimonas sp., and Altermonoadacea, were abundant in spring (Bunse and Pinhassi, 2017; 

Sinha et al., 2018; Zorz et al., 2019). Many of these taxa also responded positively to addition 

of algal polysaccharides, making them candidates for key taxa in the Arctic succession (Jain et 

al., 2020).  In a study in Nova Scotia, also Deltaproteobacteria, Cyanobacteria, and 

Verrucomicrobiae have been found to be abundant taxa, particularly in association with 

particles (Zorz et al., 2019). In general, similar bacteria taxa are associated with phytoplankton 

blooms in Antarctica with Polaribacter, Collwellia, and Pseudoalteromonas becoming 

abundant after incubation in phytodetritus, and Alphaproteobacteria becoming less abundant 

(Manna et al., 2020). Only Idiomarina is a genus, apparently important for phytodetritus 

degradation in the Antarctic study, which is not described as abundant in Arctic, or sub-Arctic 

studies. 

In April (paper IV) and during the freshet in June (paper II), we found similar classes abundant 

in the phytoplankton and sea ice microbiome in Billefjorden as the studies mentioned above, 

but differences, as well as similarities in dominant genera (Fig. 16).  Considering the high 

primary production, high algae biomass, and low vertical export at the tidewater glacier front, 
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we consider the April community at the glacier front representative for the early spring bloom 

phase. In agreement with the studies by Teeling et al. (2012, 2016) we found mostly 

Flavobacteriales, Gammaproteobacteria, and Alphaproteobacteria dominating the pelagic and 

sea ice microbiome (Fig. 16). On genus level, we found a clear dominance of Flavobacterium 

sp. and Polaribacter sp., comparable to the early bloom taxa described by Teeling et al. (2012, 

2016). However, we also found high abundances of Amphritea sp., which appears to be another 

bacteria genus related to the early bloom stage not found in the North Sea or Kongsfjorden 

before. However, a potential primer or database bias cannot be excluded, especially considering 

that Amphritea sp. is also rare in the Isfjorden study using a slightly different bioinformatics 

pipeline.  

The April samples at the sea ice edge represented a later stage of the bloom as indicated by 

lower primary production and higher vertical export. In these systems, we found increasing 

fractions of Flavobacteriaceae and Gammaproteobacteria and a decreasing fraction of 

Alphaproteobacteria (Fig. 16). The increased fraction of Gammaproteobacteria was related to 

Polaribacter sp., Colwellia sp. and Alteromonadales. Of these, only Polaribacter sp. had been 

described in the North Sea studies, while Colwellia sp. and Alteromonadadales are more 

important in Arctic and Antarctic successions (Jain et al., 2020; Sinha et al., 2018, Manna et 

al., 2020). Pseudoalteromonas sp. is in fact often found associated with algae blooms (e.g. Jain 

et al., 2020; Dadaglio et al., 2018; Manna et al., 2020) known to degrade a variety of algae 

exudates (e.g. Ma et al., 2008). As shown in our cultivation study (paper III) with 

Pseudoalteromonas elyakovii, this group is not only growing efficiently on diatom exudates, 

but has the potential to regenerate substantial amounts of ammonium leading to an extended 

diatom bloom sustained by regenerated production. 

In June, we sampled presumably an even later stage after the phytoplankton spring bloom. Due 

to the high amount of freshwater inputs, it is difficult to differentiate the bacteria feeding on 

preprocessed algae exudates or allochthonous DOM imported with the rivers. The dominant 

taxa during this time were also typical spring classes belonging to Gammaproteobacteria, 

Alphaproteobacteria, Actinobacteria, and Flavobacteriales (including Flavobacterium sp. and 

Formosa sp.)(Fig. 16). Overall, Alphaproteobacteria and Actinobacteria became substantially 

more dominant compared to April. On family level, Rhodobacteracea (Sulfitobacter sp.) 

became most abundant. Sulfitobacter sp. is not described as dominant genus in the North Sea 

or Kongsfjorden spring bloom studies, but has been related to more open-ocean Arctic spring 
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blooms (Lee et al., 2019; Thomas et al., 2020). However, considering the high fraction of 

Sulfitobacter sp. in the rivers, and the  finding Sulfitobacter sp. mostly associated with particles 

at Nova Scotia (Zorz et al., 2019), Sulfitobacter sp. is likely associated with riverine particle 

inputs rather than phytoplankton exudate degradation.   

Later in summer, the community composition became more even (higher Pielou's evenness 

index) with Verrucomicrobiae becoming part of the dominant biosphere (Fig. 16). While 

Verrucomicrobiae are not dominating the North Sea study (Teeling et al., 2012, 2016), they 

reoccurred in other Svalbard fjords (Smeerenburgfjord, Kongsfjorden) with the potential to 

degrade specific polysaccharides (Cardman et al., 2014). In Nova Scotia, Verrucomicrobiae 

were also associated with particles (Zorz et al., 2019) indicating that they may also originate 

from riverine sediment inputs. In late summer, we found overall more oceanic and oligotrophic 

taxa (Jain et al., 2020) increasing in abundances (e.g. SAR 11), which is in overall agreement 

with the finding by Teeling et al. (2012, 2016), and Jain et al. (2020). Towards autumn and 

winter, evenness increased even more with the ammonia oxidizing Archaea (AOA) order 

Nitrosopumilales becoming part of the dominant biosphere. Earlier studies on nitrification 

during the polar night indicate that AOA are an important and active group during the polar 

night due to reduced light inhibition of the ammonia oxidases and reduced competition for 

ammonium with algae (Christman et al., 2011). Nitrosopumilales are, thus not directly part of 

the bacteria/archaea succession following the spring bloom, but reliant on the absence of active 

algae. They are, however indirectly dependent on algae exudates, by using ammonium, which 

may mostly be regenerated by other bacteria and archaea feeding on algae exudates. 
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Fig. 16. Seasonal changes in the community structures of the most abundant bacterial and 

archaeal classes (a) and families (b) in Billefjorden. Data from April from paper IV, data from 

June and August from paper II and remaining data yet unpublished. 

In conclusion, we found similar patterns of bacterial succession as in the North Sea, but some 

species important in the North Sea were rare in our study (e.g. Roseobacter sp.), and the other 

way round (e.g. Sulfitobacter sp.). Differences between temperate and polar bacterial 

communities are common, but temperate taxa appear to be increasingly imported to the Arctic 

via Ocean currents (Carter-Gates et al., 2020). Hence, Arctic succession patterns may become 

more similar to the North Sea in the future with increased Atlantification (Carter-Gates et al., 

2020). However, some taxa (e.g. Colwellia, Alteromonadaceae) are related to algae degradation 

in the Arctic and Antarctic, indicating a higher importance of environmental conditions, 

compared to advection (Jain et al., 2029; Manna et al., 2020). Similar to the communities in 

Nova Scotia (Zorz et al., 2019) we found Gammaproteobacteria and Flavobacteria to dominate 

spring communities, but we found substantially less Alphaproteobacteria and 

Deltaproteobacteria. Spring and summer communities in Kongsfjorden were more comparable 

to our findings, but lacked the seasonal component and metadata indicating the stage pf the 

phytoplankton bloom and importance of terrestrial inputs. Considering the few comparable 

bacterioplankton succession studies in coastal Arctic systems, our findings add an important 

contribution to identifying potential key bacterial taxa succeeding the sea ice algae and 

phytoplankton spring blooms, especially for the taxa consistently found in other Arctic spring 

and summer studies. The important groups, even at relatively high taxonomic resolution 
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(genus), were consistent over different years in the North Sea and over several independent 

Arctic spring and summer studies, indicating that this reoccurring pattern also applies to the 

Arctic. With climate change, the conditions may lead to a bacterioplankton succession pattern 

more similar to the North Sea. However, after the spring freshet we found that allochthonous 

inputs of OM is an additional important factor shaping the microbial community, probably 

allowing some taxa to dominate that are feeding on allochthonous DOM. A succession of 

bacteria taxa degrading terrestrial OM is likely already starting on land (Spencer et al., 2015; 

Kaiser et al., 2017). 

5.2.3 Importance of bacterial organic matter regeneration for algal 
growth 

While algal organic matter production and excretion is important in shaping bacterioplankton 

communities and specific succession patterns, bacteria are also crucial for algae growth. A 

major role of bacteria is the remineralization of organic matter, thereby releasing metabolized 

DOM and phosphate, but also ammonium, a nitrogen source allowing regenerated algal 

production. In fact, about half of the CO2 fixed by marine phytoplankton is estimated to channel 

through heterotrophic bacteria (Ducklow, 2000). The role of regenerated vs new production is 

an important question to understand global primary production and still a challenge in 

biogeochemical models that we tackled quantitatively in paper III. Regenerated production has 

been found to contribute up to 80 and 93% to the total primary production in post-bloom Arctic 

studies (Kristiansen et al., 1994; Simpson et al., 2013). Considering common underestimations 

of new production due to NO3 originating from nitrification (Yool et al., 2007), the values may 

be even higher. Towards the end of spring blooms, new DIN inputs are highly limited due to 

the stratified water column inhibiting mixing, and riverine DIN being quickly consumed near 

the shore (Tank et al., 2012). However, even low rates of DOM regeneration have been found 

to sustain primary production using the high riverine silicate inputs in the coastal Arctic 

(Dittmar & Kattner, 2003). In fact, a major part of riverine nitrogen input, especially in the open 

ocean, has been related to regenerated DIN by bacterial DON degradation (Tank et al. 2012). 

Nevertheless, regenerated production is still not considered as separate process in many large 

ecosystem scale models (Azam and Malfatti, 2007; See model comparisons in paper III). Algae 

are recognized as key primary producers in all models, and regeneration of nutrients has been 

implemented in a few models. However, these models are highly simplified omitting key 

dynamics, such as algal carbon excretion and bacterial regeneration (as a function of DOM and 
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bacterial biomass), and different responses of algal growth on different nutrient limitations (e.g. 

silicate, nitrate, ammonium). Hence, we recreated typical spring bloom dynamics under 

controlled conditions in a cultivation experiment and developed a simple dynamic model 

representing these dynamics, while keeping complexity low. We show that models neglecting 

these dynamics would mostly underestimate primary production. Attempts to simplify models 

by bacteria-independent remineralization rates, a single nitrogen source, or threshold functions 

for different nutrient limitations, which are common in ecosystem scale models, would mostly 

misrepresent the late stages of spring blooms. While these simplified models may still be able 

to represent current algae bloom patterns, future predictions are challenging with increased 

heterotrophic activities related to increased temperatures, and changes in spring stratification 

(IPPC, 2019; Lannuzel et al., 2020). 

Other important roles of bacteria, not represented in our model, include trace metal (e.g. iron, 

copper) reduction (e.g. Sunda, 2012) or chelation (e.g. Sunda, 2012; Gutierrez et al., 2012), or 

vitamin B12 synthesis (e.g. Croft et al., 2005). In fact, various trace metals and vitamin B12 

can be limiting in different parts of the ocean (Moore et al., 2013) and only bacterial activities 

may allow the primary production currently observed in these systems to occur in presently 

measured rates. While these compounds are typically not limiting in Arctic coastal regions, 

mainly due to terrestrial inputs, and thus not implemented in our model, we showed the general 

importance to include bacterial production, regeneration, or transformation of limiting nutrients 

for estimating primary production accurately, especially towards the end of a bloom.   

5.3 Methodological considerations 
The following chapters discuss some of the methods used during this PhD thesis more critically 

focusing on not only their strength, but also their limitations and future directions. Parts of these 

chapters have been presented in paper I. 

5.3.1 How do we measure primary production? 
Photosynthetic primary production is the uptake of CO2 into biomass with light energy, in the 

oceans mainly by eukaryotic algae. During this process, H2O is oxidized to O2. Consequently, 

primary production could be measured by changes in O2 or DIC, or by tracking isotopically 

labelled C or O.  
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The most commonly used methods are described by Regaudie-de-Gioux  et al. (2014) and 

include 14C or 13C labelled DIC incubations, Oxygen changes in light and dark incubations, and 
18O-H2O incubations. 14C labelled DIC tracking into biomass is a commonly used approach that 

we also used for paper IV with low detection limits and the potential to differentiate DOC and 

POC production (Steeman Nielsen, 1952). However, artifacts can be problematic in bottle 

incubations and during filtration and the use of radioactive isotopes comes with specific risks. 

An alternative is to track 13C labelled DIC (used for our polar night study), which is not 

radioactive, but which comes with a higher detection limit (Slawyk et al., 1977). For both 13/14C 

tracking experiment knowledge of the background concentration of DIC is required which 

comes with its own methodological challenges, such as gas free sampling, and fixation with 

very toxic chemicals (e.g. HgCl2). Another typical approach is to measure O2 changes in light 

and dark incubations, whereby the difference is considered the net primary production assuming 

equal respiration under light and dark conditions (Carpenter, 1965). Tracking of 18O labelled 

H2O into O2 is another method used with the additional potential to also estimate respiration, 

but with problems related to the Mehler reaction and photorespiration (Bender et al., 1987). 

However, inorganic carbon and oxygen are part of various other reactions, specifically 

respiration, making these approaches not as straightforward as they seem (Regaudie-de-Gioux  

et al., 2014). DIC can be released, or O2 consumed either by algae themselves or by 

heterotrophs. Especially for the 18O approach, it is estimated that about 20% of the O2 is used 

by algae via the Mehler reaction and photorespiration (Bender et al., 1987). Furthermore, DIC 

can also be fixed by heterotrophs into the TCA cycle via anapleurotic reactions, or by 

chemoautotrophs using e.g. reduced metals or ammonium as electron donor. Dark DIC fixation 

is a process we used in paper IV to estimate bacterial production, and for the polar night study 

to estimate nitrification. Photosynthetic primary production is a direct function of light and thus, 

light needs to be controlled or measured for reasonable discussions of other environmental 

controls. Standardized production vs irradiance (PI) curves are often used to measure potential 

primary production under various light conditions. Eventually one main problem arises with 

any incubations in small volumes due to the changing environment and potentially changing 

communities and activities (bottle effect). Another problem is related to incubations times. The 

community has to be long enough exposed to the tracers to measure uptake, but not so long that 

the produced DOC or POC is used by other parts of the food web eventually releasing CO2 

again (cross-feeding).  



 

75 

 

Several methods have been developed to avoid the bottle effect, each with specific limitations. 

Primary production can be estimated via changes in the active fluorescence under illumination 

with different light intensities (Kolber and Falkowski, 1993), but the method was prone to 

uncertainties due to many assumptions and parameters needed and interference with colored 

DOM, which can absorb some of the light on its own (Regaudie-de-Gioux  et al.,2014). Another 

approach is to measure oxygen gradients along boundary layers and calculate primary 

production based on the flux of oxygen along the diffusive boundary layer (used in Vonnahme 

et al. 2020). If currents are negligible, this method can estimate net primary production at 

surfaces of sediments, but not in the water column (e.g. Attard et al., 2016). Another method 

useful under sea ice (Long et al., 2012), or sediments (Attard et al., 2016) are eddy covariance 

measurements as described in ch. 5.3.3, which is however limited to sea ice bottom net primary 

production measurements and sensible to physical interferences during sea ice melt or 

formation (Long et al., 2012).  

Often, the efficiency of the algae for primary production is of interest. A straightforward way 

is to normalize the measured primary production to algae biomass as carbon, chlorophyll, or 

cell numbers (See paper IV). For identifying the taxa responsible for the DIC uptake, 

isotopically labelled DIC can be tracked into specific taxa using autoradiography or stable 

isotope probing experiments (See ch. 5.1.1). Due to its radioactive properties, 14C can be 

visualized on microscopic slides with a photosensitive cover allowing to couple microscopy 

with the detection of 14C incorporation in specific organisms a method known as 

microautoradiography (Douglas, 1984). 13C can be detected via mass spectrometry, and due to 

its stability, it can be used in a wider range of instruments unsuitable for radiotracers. A method 

similar to microautoradiography is the detection of stable isotopes via nanoscale secondary ion 

mass spectrometry (NanoSIMS), a method that allows to visualize microbial interactions 

including element exchange quantitatively (Musat et al., 2016). Other methods allow tracking 

the 13C label into different biomarkers (stable isotope probing/ SIP), such as DNA or RNA, 

allowing to find exactly which taxa are taking up the DIC (with considerations of problems 

discussed in ch. 5.3.2) and if different time steps are used, which taxa are feeding on the 

phototrophs, or their exudates (Kreuzer-Martin, 2007). Tracking the 13C label into metabolites, 

such as fatty acids (PLFA-SIP) and sugars has a lower taxonomic resolution but allows a 

quantitative estimate of primary production in different algal groups (Neufeld et al., 2007). 

Metabolomics-SIP is one of the methods we used in ongoing work to track 13C-labelled DIC 
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and glycine into algae and bacteria biomarkers in order to quantify heterotrophic carbon uptake 

by algae in the polar night. 13C-DIC-SIP has the same limitation as the 13C-DIC primary 

production measurements and general bottle incubations as discussed above, in addition to the 

need for advanced mass spectrometry instruments.  

5.3.2 Can Metabarcoding replace classical taxonomy? 
High throughput sequencing technologies opened the door to read genetic information of a large 

number of organisms and samples in a short time. With the help of genetic markers specific for 

different taxa backed by a growing database, this tool has been used increasingly, to obtain 

taxonomic information of environmental samples, quickly, cost-efficient, without identifier 

bias and without the need for extensive prior expert knowledge of their morphology. For some 

taxa, such as flagellates, bacteria and archaea this is one of the few methods making it possible 

to get detailed taxonomic information at all. While it sounds like traditional taxonomy can be 

replaced by metabarcoding studies, there are limitations, biases and pitfalls, which still make 

cultivation, supplementary molecular methods, and morphological identifications necessary. 

First of all, the method comes with a large number of biases, during i) DNA extraction, which 

has different efficiencies for different types of cell walls, ii) PCR primers targeting not all 

microbial taxa of interest equally, iii) bioinformatics processing with different filtering and 

clustering algorithms, and iv) classification relying on a database, which is still limited by the 

published reference sequences (reviewed by Nilsson et al., 2019). Shotgun metagenomics 

sequencing may overcome some of the limitations related to PCR and primer bias (Obiol et al., 

2020), but overall, the outcome of both methods may lack important taxa or over-represent 

others, making comparisons between different studies rather speculative. If the differences are 

real or artifacts of the processing pipeline is often difficult to determine. Only comparisons of 

studies using the same pipeline and reference database are meaningful for detailed discussions, 

while comparisons between different studies should focus on general patterns and abundant 

taxonomic groups on high taxonomic levels. 

Secondly, metabarcoding studies provide insights into microbial community compositions, but 

due to the biases mentioned above and inefficient DNA extractions varying with the type of 

sample, traditional metabarcoding studies are usually not quantitative. Some organisms have 

high copy numbers of the target gene (Prokopowich et al., 2003). Dinophyceae and 

Dictychophyceae, for example, are often over-represented in 18S metabarcoding studies (e.g. 
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Gran-Stadniczenko et al., 2019). Consequently, even compositionality is unreliable unless the 

gene copy numbers are considered. A combination of metabarcoding with microscopy is one 

powerful approach to tackle this challenge (Gran-Stadniczenko et al., 2019; Fig. 17). For algae, 

light microscopic counts can be used to estimate community structures on lower taxonomic 

resolution, while metabarcoding can give more insights into higher taxonomic resolution, 

especially for organisms not possible to differentiate via light microscopy (e.g. flagellates) as 

we did in paper IV (Fig. 17). A main issue remaining with this approach is the incomplete 

reference database preventing accurate genus or species level identifications. Thus, cultivation, 

identification, and sequencing of the barcode genes are still crucial to fill these gaps in the 

database, making future metabarcoding studies more reliable. Bacteria and archaea are mostly 

indistinguishable using morphology. Thus, FISH has become a common method to 

fluorescently-label specific bacterial and archaeal taxa, allowing accurate quantification under 

an epifluorescence microscope (Amann et al., 2001; Bakenhus et al., 2019). A combination of 

metabarcoding followed by probe design and FISH based on the results is a powerful tool to 

get a quantitative estimate of important taxa (Bakenhus et al., 2019), as we have also shown for 

Svalbard fungi in Hassett et al. (2019) and cold seep biofilms in Gruendger et al. (2019). 

However, also FISH comes with its limitations regarding signal strength, background 

fluorescence, and probe design (Zwirglmaier, 2005). 

Thirdly, metabarcoding and microscopy give only information about the taxonomic 

composition, but little information about functionality, trophic modes, or activity. For questions 

such as; who is active? what are they capable of doing? and what are they actually doing? 

different approaches are needed. As shown in Fig. 15 about active (cDNA) vs present (DNA) 

communities around Svalbard, there can be a substantial mismatch on who is there, and who is 

active. Concerning functions, for some taxa some functional information may be stored in the 

reference database, but inference of functions from taxonomy only is highly unreliable and 

biased (See paper II) and can only point to general directions for future work. In the time of 

omics, complementing methods such as metatranscriptomics (used in the ongoing polar night 

study), metaproteomics (e.g. Teeling et al., 2012), metabolomics (used in the ongoing polar 

night study), or metafluxomics (Ghosh et al., 2014) can give additional information. Ultimately 

direct activity studies, such as isotope probing experiments (Deng et al., 2018), leading to 

metafluxomics (Ghosh et al., 2014) are needed for detailed investigations and modelling 

(metabolic pathway modelling) of processes happening in the microbial food web. 
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Fig 17. Comparison of microbial eukaryotic community structure at the highest reliable 

taxonomic resolution based on a) light microscopy and b) metabarcoding in Billefjorden (Paper 

IV). Red bars on top show IE samples, pink bars NG samples, and blue bars SG samples. 

5.3.3 How do we take, process and incubate sea ice samples? 
For understanding microbial ecology, diversity, and processes in the environment it is often 

necessary to remove samples and process them for further measurements or incubate them in 

conditions that may be different from the environment. Obviously, this may create artifacts and 

data may no longer representative for the environment. For several parameters and variables, 

standards have been developed, that are used in most studies and seem to allow some 

confidence that the data are representative for the environment and comparable between studies. 

The problems associated with ex situ and sampling artifacts are numerous and extend the scope 

of this chapter. Thus, we focus on a subset of challenges encountered during this PhD. 

Particularly challenging is the processing of sea ice samples. Sea ice is a very heterogeneous 

habitat with fresh solid ice, and often very saline brine channels. First, sea ice cores may vary 

substantially in close proximity to each other and a nested sampling design is highly 

recommended (Miller et al., 2015). In our studies, we pooled several ice cores collected over a 

larger area to tackle this problem. Most methods for measuring biological and chemical 

parameters are developed for water samples, which mostly require melting of sea ice samples. 
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During the melting procedure, the salinity changes drastically, leading to hypotonic conditions 

and osmotic shock in organisms inhabiting the brine channels. The common approach to tackle 

this problem is the addition of sterile filtered seawater to prevent osmolysis, as we did for paper 

IV. This approach is commonly used and promising for cell counts, community analyses and 

Chl, POC, PON measurements. For brackish sea ice, this method may, however be problematic 

since the seawater below the sea ice may be more saline than the brine channels (e.g. 

Ramfjorden) and direct melt may be a better method (e.g. Kaartokallio, 2004). For activity 

measurements the seawater addition and melting approach is even more problematic. Melted 

sea ice has still a different salinity, and temperature, but more importantly different nutrient and 

DOM levels introduced with the melted solid ice and filtered seawater fractions diluting the 

brine fluid (e.g. Campbell et al., 2019). Another approach may be to extract the brine fluid via 

sack holes. However, sea ice organisms are known to produce extrapolymeric substances, 

which may stick to the ice, while the remaining brine fluid is extracted. Several alternatives 

have been developed that may give more accurate estimates, but are technologically 

challenging. One method tested was microsensor profiling using oxygen sensors frozen along 

a gradient from the water column into the sea ice to calculate potential respiration and 

production rates via diffusion estimates (Mock et al., 2002). However, this method has not been 

applied in the environment and may not consider deeper sea ice layers (Søgaard et al., 2010). 

In another in situ approach, ice core sections have been spiked with isotopically labelled DIC 

and reinserted into the ice (Mock and Gradinger, 1999), but problems arise with the distribution 

of tracer over the entire section and during filtrations for later measurements. Eddy covariance 

measurements (Measurement of oxygen concentrations and water currents) is another in situ 

method to estimate sea ice primary production, which allows to estimate net primary 

production, avoiding small scale patchiness (Long et al., 2012). However, this method does not 

separate respiration and production, it can be biased by physical processes related to sea ice 

growth or melt, and it is limited to the bottom layer of the ice (reviewed by Miller et al., 2012). 

Overall, incubations of melted sea ice, is still the most practical and widely used method (e.g. 

paper IV). For salinity and nutrient sampling direct melting appears to be suitable at first. 

However, some nutrients, in particular ammonium may be stored in algae and bacteria cells and 

may be released via osmolysis by direct melt (reviewed by Miller et al., 2012).       
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5.4 Context of other publications during the PhD 
Besides the publications included in this PhD thesis, several additional papers were published 

during the time of my PhD, covering a broad area of topics in marine microbiology. In two 

papers, we studied the role of marine fungi. We first studied their diversity in the world oceans 

in a metaanalyses of published 18S rRNA metabarcoding and shotgun metagenomics datasets 

(Hassett et al., 2020). Secondly, we studied their diversity, biomass, and potential ecological 

role in detail in the plankton, sediment, and air East of Svalbard (Hassett et al., 2019). Ina global 

context, the group of Chytridomycota was most dominant in the Arctic Ocean. The same group 

also dominated fungi biomass East of Svalbard. This indicates that future studies of land-ocean 

interactions and algae-heterotrophs interactions should also consider this important group. 

Another paper describes a biofilm in sediments in a cold methane seep consisting of a 

consortium of methane oxidizing archaea and sulfate reducing bacteria (Gruendger et al., 2019). 

This study shows that this consortium often found in lower latitudes is also important in the 

Arctic, where it may have an even more important role in retaining the potent greenhouse gas 

methane before it can reach the atmosphere. Two other publications investigated the potential 

impacts of deep-sea mining on microbial communities and activities in deep-sea sediments. We 

found that disturbances of the active surface layer at 4 km depth have long-lasting effects for at 

least 50 years, keeping microbial activities and biomass low, thereby preventing also the 

recovery of higher trophic levels (Vonnahme et al., 2020). We also found distinctive bacterial 

and archaeal communities in manganese nodules that would be lost for geological time-scales 

if deep-sea mining would happen (Molari et al., 2020). Even though these studies were 

performed in the equatorial Pacific Ocean, they are relevant for the Arctic in two ways. Firstly, 

deep-sea mining is also discussed in Arctic regions with a similar loss of microbial communities 

after removal of polymetallic crusts. Secondly, the impacts discussed by Vonnahme et al., 

(2020) are very similar to bottom trawling. With a retreating sea ice edge, bottom trawling may 

become an increasing issue in the Arctic.   

 

 

 

 



 

81 

 

Papers published outside the PhD: 

1. Hassett, B. T.*, Vonnahme, T. R.*, Peng, X., Jones, E. G., & Heuzé, C. (2020). Global 

diversity and geography of planktonic marine fungi. Botanica Marina, 63(2), 121-139. 

(*equal contribution) 

 

2. Hassett, B. T., Borrego, E. J., Vonnahme, T. R., Rämä, T., Kolomiets, M. V., & 

Gradinger, R. (2019). Arctic marine fungi: biomass, functional genes, and putative 

ecological roles. The ISME journal, 13(6), 1484-1496. 

 
 

3. Gründger, F., Carrier, V., Svenning, M. M., Panieri, G., Vonnahme, T. R., Klasek, S., 

& Niemann, H. (2019). Methane-fuelled biofilms predominantly composed of 

methanotrophic ANME-1 in Arctic gas hydrate-related sediments. Scientific reports, 

9(1), 1-10. 

 

4. Vonnahme, T. R., Molari, M., Janssen, F., Wenzhöfer, F., Haeckel, M., Titschack, J., 

& Boetius, A. (2020). Effects of a deep-sea mining experiment on seafloor microbial 

communities and functions after 26 years. Science Advances, 6(18), eaaz5922. 

 
 

5. Molari, M., Janssen, F., Vonnahme, T. R., Wenzhöfer, F., & Boetius, A. (2020). The 

contribution of microbial communities in polymetallic nodules to the diversity of the 

deep-sea microbiome of the Peru Basin (4130–4198 m depth). Biogeosciences, 17(12), 

3203-3222. 

 

 

 

 

 



 

82 

 

6 Outlook 
6.1 Impacts of river inputs on microbial communities 
While the PhD thesis is representative for fjord systems with glacier-fed rivers, a large part of 

the Arctic consists of estuaries fed by larger rivers, with larger and farther-reaching catchment 

areas. Extrapolating our results to other Arctic rivers is speculative, but a similar approach could 

be powerful to understand the impact of these large rivers in similar detail. A design with a 

large set of environmental data including characterization of DOM and metagenomic samples 

on spatial gradients from land to ocean would be feasible and similarly powerful in other Arctic 

river systems.  

In addition, the impacts on other microbial groups, such as fungi and algae could be investigated 

with the same design, using different primers, and potentially light microscopy as supplement. 

In fact, we are currently working on a similar study, based on 18S rRNA sequences and 

microscopic counts with the same set of samples in Isfjorden (paper II). Besides the community 

structure, we also showed evidence for impacts on biogeochemical cycles. However, functional 

inference from taxonomy is problematic, and direct activity measurements are needed to study 

the impacts of river inputs on the biogeochemical cycles. Hence, we are preparing another field 

campaign for summer 2021 focusing on studying the effects of river inputs on the carbon cycle, 

including bacteria, and primary production, metabolic efficiencies and standing stock biomass, 

similar to paper IV. 

6.2 Impacts of tidewater glaciers on microbial communities 
and activities 

We suggest that subglacial upwelling during the frozen part of the year is a widespread, yet 

overlooked process that would lead to underestimations of primary production in tidewater 

glacier influenced fjords, such as on Svalbard and Greenland. Further studies at different 

locations, with higher spatial and temporal resolution could help to quantify this process on 

Arctic-fjord carbon cycles, leading to potentially higher estimates of phytoplankton primary 

production and lower estimates of sea ice algae primary production in tidewater glacier 

influenced fjords. In particular, under-ice phytoplankton blooms have become increasingly 

recognized as important contributor to marine Arctic CO2 fixation, albeit previously neglected 

in global carbon cycle models (Ardyna et al., 2020a, b). Our study suggests that this process is 

not limited to the previously described Arctic basin systems affected by melting sea ice (Lowry 
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et al., 2017), melt ponds (Arrigo et al., 2012), leads (Assmy et al., 2017), or sea ice edges 

(Mundy et al., 2009), but also important in tidewater glacier influenced fjords. The strong 

impact on the microbial food web has ultimately also consequences for higher trophic levels. 

We are currently working on a manuscript describing the seasonal dynamics of the ecosystem 

in Billefjorden, including zooplankton. 

To my knowledge, impact of sea ice with very low brine volume and permeability on sea ice 

algae and production has previously not been studied in the high Arctic. Our study suggests 

that the dynamics and important taxa are similar to Baltic sea ice and comparisons on other 

aspects may be valid, too, but must be validated by more detailed field studies. During an 

ongoing study, we also found brackish sea ice in a northern Norwegian fjord (Ramfjorden) with 

similar impacts on algae communities. In Ramfjorden and many other Norwegian fjords, the 

freshwater may originate from a reduced base flow of rivers during winter (O’Sadnick et al., 

2020). Considering that river runoff has also been found throughout winter in all large Arctic 

rivers (Holmes et al., 2012), brackish sea ice may be a dominant feature in the Arctic, highly 

affected by climate change. So far, brackish river sea ice has been described from Arctic river 

deltas in respect to its physical and chemical properties (e.g. Emmerton et al., 2008), but studies 

looking at the effects of the freshwater on Arctic sea ice algae are lacking. 

6.3 Modelling algae – bacteria/fungi interactions 
Our cultivation experiment with support from the field studies showed clearly that 

implementation of bacterial ammonium regeneration and different physiological responses to 

different nutrients is crucial for modelling the “end of bloom” scenarios. The next step would 

be to implement the extended model on a larger scale, including a full ecosystem and detailed 

physical compartment (e.g. SINMOD: Wassmann et al., 2006) and investigate the different 

predictions of primary production, compared to the original model. I hypothesize that our model 

will lead to higher estimates of future primary production due to the increased importance of 

heterotrophic processes with increasing temperatures leading to potentially increasing 

regenerated production. This would lead to the scenario of silicate-depleted but nitrogen-rich 

waters becoming more dominant in the future.  

Similar experiments with additional variables as we did in paper III would help to extend the 

scope of the model from coastal Arctic systems to global marine systems. Specifically, other 

nutrients, such as iron and phosphate, and other important functional groups such as flagellates, 



 

84 

 

or cyanobacteria would be important for broadening the scope of the model. With climate 

change, community shifts from diatom to flagellate blooms have already been observed (e.g. 

Terrado et al., 2013; Lannuzel et al., 2020). Thus, it is important to consider competition 

between diatoms and flagellates especially under silicate limitation. In addition to bacteria, we 

found fungi to be important compartments of the heterotrophic microbial food web (Hassett et 

al., 2019). Hence, a similar cultivation experiment with fungi instead of bacteria could help to 

develop a model that includes this important group. I hypothesize, that fungi may have a 

similarly important role for regenerated production as bacteria.  
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Abstract
Sea ice seasonally covers 10% of the earth’s oceans and 
shapes global ocean chemistry. The unique physical pro-
cesses associated with sea ice growth and development 
shape the associated biological diversity and ecosystem 
function. Microbes make up the base of all marine food 
webs and the overwhelming majority of biomass in the 
sea ice ecosystem. Despite their biomass, microbial pro-
cesses are not fully integrated into marine ecosystem 
models. Recent applications of novel molecular biology 
technologies to studies of marine ecology have elucidated 
numerous microbial-mediated processes interfaced by 
previously unknown organisms and processes. These dis-
coveries are yielding more in-depth studies on the rele-
vance of mixotrophy, the ecology of fungi, and the 
interplay between major microbial clades. In ecosystem 
studies, the basis of the food web is frequently neglected 
even though the accessibility of energy, recycling of nutri-
ents, and parasitism are crucial factors shaping the envi-
ronment for grazers and higher trophic levels. In this 
review, we focus on the species composition, abundance, 
and functions of microalgae, bacteria, archaea, fungi, and 
viruses in the sea ice-covered seas throughout the year. A 
strong emphasis will be put on advances in molecular 
methods that empower scientists to further investigate 
microorganisms in more detail. Since microbes make up 
the majority of all oceanic biomass, we believe that it is 
impossible to accurately forecast the biological fate of 
polar marine ecosystems without placing a proportional 
emphasis on microbes relative to their biomass.

Keywords
Mixotrophy · Autotrophy · Heterotrophy · Omics · Fungi

14.1  Introduction

Sea ice seasonally covers approximately 10% of the global 
ocean surface and is responsible for altering global ocean 
chemistry. The main ice-covered marine ecosystems are 
found in the Arctic Ocean, the Southern Ocean, and the 
Baltic Sea. Within the polar marine ecosystems, sea ice for-
mation and subsequent coverage influence light transmit-
tance that seasonally governs under-ice primary production 
and the associated heterotrophic biological community. 
Specifically, sea ice can support 50% of total primary pro-
ductivity in permanently ice-covered ecosystems (Gosselin 
et al. 1997; Fernández-Méndez et al. 2015) and constitutes a 
habitat and feeding ground for various organisms. It provides 
microhabitats for microalgae, chemoautotrophic and hetero-
trophic bacteria, archaea, viruses, fungi, and multicellular 
organisms (Bluhm et al. 2018) that inhabit the hypersaline 
brine channels (Hunt et al. 2016). The sea ice habitat is char-
acterized by strong gradients in temperature, salinity, nutri-
ents, and light. The small-scale spatial distribution of sea 
ice-associated (sympagic) biota is determined to a large 
extent by these physical properties (Krembs et  al. 2011). 
Organisms within the brine channels are exposed to extreme 
temperatures from 0 °C in summer to below −15 °C in win-
ter with associated brine salinities ranging from 0 to over 200 
(Gradinger 2001). Most of the biomass within brine channels 
is localized near the warmer ice-water interface, where tem-
peratures are about −1.8  °C, the brine-volume fraction is 
greatest, and a continuous exchange of nutrients from the 
water below takes place.

The two major ice types found in polar environments pro-
vide different habitat characteristics (e.g., thickness, ice bulk 
salinities, age, and albedo), relevant for the associated bio-
logical processes (Weeks and Ackley 1986). Multiyear ice 
(MYI) persists at least one melting season, whereas first-year 
ice (FYI) follows a seasonal pattern of ice formation and 
melt. On average, the surface salinity of FYI is typically 
around 10–12, whereas MYI typically has surface salinities 
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that approach 0 (Weeks and Ackley 1986). FYI is often struc-
turally less complex, characterized by greater light penetra-
tion through the ice that is prone to an earlier onset of 
seasonal melt (Moline et  al. 2008). Contrasting studies 
between FYI and MYI indicate that FYI hosts a higher num-
ber of organisms, but a less rich microbial community. 
Changes within the ice biological system might have cascad-
ing effects on the ice-associated ecosystem (Secretariat of 
Arctic Council 2017).

The open water in sea ice-covered seas is a special system 
in itself. At the marginal ice zone or in open leads, a system 
with high levels of light and nutrients may support ice edge 
phytoplankton blooms dominated by different species com-
pared to sea ice (Assmy et al. 2017). With climate change, 
these areas are expected to increase, changing the microbial 
community structure in sea-ice covered seas (Oziel et  al. 
2017). The consequences for higher trophic levels and car-
bon export are a topic of recent studies. In the Arctic and 
Antarctic, a large part of the ocean is ice-free during the 
polar night. The absence of light challenges the pelagic 
microbial food web due to a lack of photosynthetic primary 
production. Nevertheless, microbes have been found to be 
active throughout the polar night and different biogeochemi-
cal cycles may be dominant (Zhang et al. 2003; Berge et al. 
2015; Nguyen et al. 2015).

The polar marine environment is in a state of rapid transi-
tion with tremendous changes in the abiotic environment. In 
the Arctic Ocean, air and surface-layer temperatures are 
increasing faster than the global average (Serreze and Francis 
2006; Holding et al. 2015) and is driving the replacement of 
MYI with thinner FYI (Maslanik et al. 2011; Perovich et al. 
2014; Barber et al. 2015). This replacement has contributed 
to an earlier onset of seasonal ice melt, an increased duration 
of ice melt (Stroeve et al. 2014), and persistent open water 
conditions in the seasonal ice zone (Lange et  al. 2016). A 
strong reduction in overall Arctic sea ice extent occurred 
over the last two decades, with the lowest summer minimum 
ice extent in 2012 (3.61 × 106 km2), which had been 18% 
below the previous low of 2007 (Beitler 2012). In contrast to 
the Arctic, the Antarctic is characterized by a large extent of 
seasonally forming ice that grows from 4 × 106 km2 in sum-
mer to approximately 19 × 106 km2 in late winter (Cavalieri 
et al. 1999). Specifically during autumn, the surface of the 
ocean surrounding the Antarctic continent begins to freeze, 
forming sea ice of about 0.4 m thickness (up to 1 m; Worby 
et al. 2001). Overall, the ice extent in the Antarctic has been 
much less impacted compared to the Arctic. In the Antarctic 
Peninsula and Bellinghausen Sea region, the ice-free sum-
mer season is extended by three months, whereas in the 
western Ross Sea region, the ice-free season is shortened by 
two months (Lange et al. 2016). Due to strong wind events, 
large quantities of heat are extracted from the surface ocean, 
facilitating rapid formation of frazil ice (Eicken 2003).

The Baltic Sea is one of the world’s largest brackish water 
basins with a surface area of 422,000 km2 and a mean depth 
of only 55 m. Surface salinities vary from 9 in the southern 
part to below 1  in the innermost parts (Voipio 1981). 
Annually, sea ice covers about 40% of the Baltic Sea 
(Kaartokallio et al. 2007). Even though the seasonal ice of 
the Baltic Sea has many similarities with the seasonal ice in 
the polar areas, fresher water results in sea ice with lower 
bulk salinities and smaller brine channels, despite the com-
parably high temperatures (Meiners et al. 2002). Low brine 
volumes reduce the rate of seawater exchange across the ice- 
water interface that affects rates of nutrient replenishment, 
convective heat transport, and desalination processes (Lytle 
and Ackley 1996). Due to milder climate in the Baltic Sea 
region, snow and freeze-melt cycles occur throughout win-
ter, leading to a greater contribution (up to 35%) of sea ice 
mass in the form of metamorphic snow (Granskog et  al. 
2006). The high dissolved organic matter (DOM) content in 
Baltic Sea water and ice leads to different chemical charac-
teristics and causes increased absorption of solar radiation at 
shorter wavelengths than are utilized for photosynthesis 
(Granskog et  al. 2006). During early winter most of the 
Baltic Sea is ice free and below the Arctic Circle, where day-
light is available for photosynthesis throughout the year in 
contrast to the polar night in polar regions. As a result, the 
microbial community differs considerably from polar sea ice 
environments.

14.2  Advances in Microbial Ecology

Advances in marine microbial ecology are driven by meth-
odological advances in understanding both, the environment, 
as well as the biological taxa that inhabit the environment. 
Microbial methodology and associated observations 
advanced marginally from the late 1800s during Nansen’s 
First Fram Expedition to the 1960s and 1970s, where light 
microscopy and cultivation-based studies of microbes shaped 
science’s understanding of microbial ecology (e.g., Hobbie 
et  al. 1977; reviewed by Baross and Morita 1978). With 
advancing resolution in microscopy, it was possible to get a 
better understanding of microbial diversity and abundances 
that has now ushered in the -omics era. These microbial 
methodologies have evolved in parallel with in situ technolo-
gies. Early approaches measured primary production in 
slices of an ice core incubated in surrounding ice (Mock and 
Gradinger 1999). Since these early studies, technological 
advancements have allowed for in situ measurements of pri-
mary production; oxygen microsensors have been used suc-
cessfully in artificial sea ice experiments to measure in situ 
ecosystem production (Mock et al. 2002). However, the stan-
dard method is to still work on melted sea ice, which may be 
an underestimation of primary production (Søgaard et  al. 

T. R. Vonnahme et al.



263

2010). Stable- and radioisotope incubations allowed esti-
mates of microbial activities and associated organic matter 
utilization. The future of methods for studying biogeochem-
istry in sea ice may be in situ technologies (reviewed by 
Miller et al. 2015). Methods for water sampling and biogeo-
chemical studies have been similar to traditional work in 
other pelagic systems.

The application of molecular fingerprinting methods 
(e.g., denaturing gradient gel electrophoresis, restriction 
fragment length polymorphism), clone library sequencing, 
and in recent years, metagenomics have generated a detailed 
understanding of microbial phylogeny, taxonomy, and more 
recently, function and ecology in the seasonal ice zone. 
Amplicon-based sequencing of the taxonomically informa-
tive small ribosomal subunit became a standard genetic bar-
code, which allowed the identification of microbial taxa 
down to the level of ecotypes. Advancing sequencing tech-
nologies are generating more sequence reads at a lower cost, 
affording high spatial and temporal resolution of microbial 
(primarily bacterial) communities and subsequent investiga-
tion of their connectivity, seasonal successions, and biogeog-
raphy (e.g., Brown and Bowman 2001; Brinkmeyer et  al. 
2003; Collins et al. 2010; Hatam et al. 2016; Yergeau et al. 
2017; Rapp et al. 2018). Novel sequencing tools, such as the 
Nanopore MinION have the potential to be used for in-field 
sequencing, and have been used in remote polar regions 
(e.g., Johnson et  al. 2017), but not yet in sea ice. Novel 
sequencing technologies are evolving in parallel with bioin-
formatic tools that can identify small, yet significant com-
munity differences. When used together, these novel 
sequencing technologies and bioinformatic tools are yielding 
novel ecological insights that are, in turn, shifting sciences’ 
understanding of microbial community complexity. 
Consequently, there is an emerging trend away from the tra-
ditional 97% to 98% similarity cutoff that defines microbial 
taxa toward network- and nucleotide entropy-based cluster-
ing methods (e.g., Rapp et al. 2018).

Recent studies are focusing more on full genome, metage-
nomic shotgun sequencing approaches. Approaches, which 
simultaneously generate taxonomic and functional gene 
information. So far, only several studies have applied 
metagenomic shotgun sequencing to sea ice samples (e.g., 
Bowman et al. 2014; Yergeau et al. 2017), but the potential to 
elucidate complex polar microbial ecology questions is gen-
erally unrealized. Metagenomic sequencing efforts have 
demonstrated bacterial-mediated chemical cycling in frost 
flowers (Bowman et al. 2014) and the importance of select 
photoreceptors in Antarctic and Arctic sea ice (Koh et  al. 
2010; Vader et  al. 2018). With increasing throughput of 
sequence generation and decreasing costs, deep sequencing 
(i.e., sequencing the same locus multiple times) of the envi-
ronment should allow comparative studies of full metage-
nomes to describe the metabolic potential (including 

uncultured strains) and strain level microbial diversity (e.g., 
Delmont et al. 2017) in sea ice ecosystems.

Other -omics studies that target byproducts of protein 
synthesis and secondary metabolism are rare in sea ice. 
While metagenomics can demonstrate the genetic potential 
of microbes, RNA-based studies, such as metatranscrip-
tomics, can show whether the genes are expressed. For 
example, Koh et al. (2010) and Vader et al. (2018) showed 
that the genes for proteorhodopsin are actively transcribed in 
Antarctic and Arctic sea ice, indicating an active photo-
trophic bacterial community. Interdisciplinary research with 
biochemists identified the functions of translated proteins 
and ascribed a functional purpose for gene products used in 
survival and metabolism in sea ice (reviewed by Feller and 
Gerday 2003; Feng et al. 2014). Metaproteomics is not only 
possible for cultured bacteria, but can be used for under-
standing the biochemical functions of the in situ community 
(Junge et al. 2019). Ultimately, combined -omics studies are 
important for a thorough understanding of microbial ecology 
and biogeochemistry (Junge et  al. 2019). In cultures, the 
potential to combine proteomics and genomics has already 
been shown to help understanding key genes for a life in sub-
zero temperatures (Feng et  al. 2014). To date, metapro-
teomics and metabolomics studies of the whole community 
have yet to be applied to studies of sea ice.

Ribosomal gene sequencing data have been used to 
develop fluorescently labeled nucleotide probes that target 
taxonomically informative genetic loci, namely, fluorescence 
in situ hybridization (FISH) (Pernthaler et  al. 2002). The 
application of FISH has informed analyses of spatial interac-
tions and abundances of specific taxa, without the known 
biases associated with DNA sequencing (De Corte et  al. 
2013), nonspecific fluorescent stains (e.g., 4′,6-diamidino- 2-
phenylindole), or cultivation (e.g., Brinkmeyer et al. 2003; 
Baer et al. 2015). Combined with isotope probing methods, 
catalyzed reporter deposition-FISH (CARD-FISH) has been 
used to identify microbial taxa responsible for the uptake of 
specific organic compounds (e.g., Alonso-Sáez et al. 2008; 
Nikrad et al. 2012). Consequently, CARD-FISH is a robust 
method that should be used to supplement DNA sequencing 
analysis. Only a few of the metabolic capacities mentioned 
in this chapter have been measured and a common limitation 
is still the separation of biogeochemical rate measurements 
and investigations of the genetic potential of communities, or 
organisms. Studies coupling the function, activity, and diver-
sity of bacteria are lacking in sea ice systems, but their poten-
tial has been shown in other marine systems. RNA stable 
isotope probing is one recent method, which could be used to 
overcome these limitations. For example, Fortunato and 
Huber (2016) coupled stable isotope probing with metatran-
scriptomics to identify taxa and pathways involved in chemo-
lithotrophic processes at hydrothermal vents. Methods for 
visualization of radioisotope (Microautoradiography, 
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(Nierychlo et al. 2016) or stable isotope (Nanoscale second-
ary ion mass spectrometry, Gao et al. 2016) enrichments in 
single cells coupled to CARD-FISH could be another method 
to quantify biogeochemical fluxes of certain taxonomic 
groups.

One of the major applications of novel ecological data is 
the incorporation into ecosystem models. Despite the 
increasing computational power, the representation of micro-
bial interactions in ecosystem models is still rudimentary. 
For example, bacterial activities are often hidden in func-
tions for organic matter remineralization and respiration 
(e.g., Tedesco et  al. 2010; Wassmann et  al. 2010; 
Vancoppenolle and Tedesco 2017). A recent ecosystem 
model in the Baltic Sea started realizing for the first time the 
importance of bacteria beyond nutrient remineralization. 
Specifically, aerobic and anaerobic bacterial taxa were sepa-
rately considered, both as crucial for remineralization pro-
cesses and for generating anaerobic conditions linked to 
algal production (Tedesco et  al. 2017). Linking metabolic 
pathway models, bacterial functions (such as denitrification 
and nitrogen fixation), and viral lysis may further improve 
the accuracy of models with increasing data availability and 
computational power. In most ecosystem models and discus-
sions, the role of sea ice bacteria and archaea is seen in the 
heterotrophic aerobic remineralization of DOM (e.g., 
Tedesco et al. 2010; Wassmann et al. 2010; Vancoppenolle 
and Tedesco 2017).

14.3  Sea Ice-Associated Microorganisms

The base of polar food webs is comprised of microbial 
organisms allied to multiple clades of life. Polar organisms 
are well adapted to the seasonality of light, nutrient/food 
availability, and cold temperatures. Additional challenges 
arise for ice-associated biota, with extreme cold tempera-
tures, highly variable salinities and only temporary existence 
of their habitat (Meier et al. 2014). The balance between pro-
ducers and consumers seasonally shifts with light availabil-
ity which drives taxa-specific abundances. Diatoms and 
other microalgae (haptophytes, prasinophytes, dinoflagel-
lates) are some of the most common eukaryotic producers 
that support a diverse heterotrophic community of prokary-
otes, fungi, and fungal-like organisms, ciliates, and larger 
multicellular organisms. These organisms are all presumably 
susceptible to viral infection, which can rapidly shunt organic 
material into the available dissolved organic material pool. 
Together, these organisms cycle carbon and exchange genes 
that maintain ecosystem function and support the feeding 
needs of higher trophic levels.

14.3.1  Microalgae

The microalgae community in polar sea ice is dominated by 
diatoms that comprise the most biomass and greatest species 
richness, including up to 170 species predominated by 
Nitzschia sp., Thalassiosira sp., Fragilariopsis sp., and 
Navicula sp. (Arrigo 2010). Pennate diatoms dominate the 
spring ice algal bloom in Arctic FYI, as well as in Antarctic 
sea ice due to the nutrient-rich Southern Ocean (Arrigo et al. 
2014). Sea ice associated phytoplankton blooms are often 
dominated by aggregates of Phaeocystis sp., capable of pro-
ducing large biomasses and drawing down large amounts of 
nutrients (Assmy et al. 2017). Other algae groups in the pico- 
and nanoplankton-size fraction contribute substantially to 
the pelagic and sympagic winter community. Micromonas 
sp., Cyanobacteria, and Ostreococcus sp. have been found to 
be abundant phytoplankton species in the polar night (Joli 
et  al. 2017; Amargant Arumí 2018) but only constitute a 
small fraction of the biomass during spring and summer 
(Riedel et al. 2008; Niemi et al. 2011; Vader et al. 2018) and 
therefore have not been studied in more detail until recently. 
Still, reliable identification and quantification of pico- and 
nanosized eukaryotes are lacking (Piwosz et al. 2013) or are 
purely based on sequencing (Vader et al. 2018).

As a consequence of the lower water salinity and corre-
sponding small-sized brine ice channels, the Baltic Sea ice is 
dominated by smaller protists (Kaartokallio et al. 2007). In 
early spring, centric diatoms dominate under-ice biomass. 
These centric diatoms are supplemented by large contribu-
tions of Melosira arctica and the cyanobacterium 
Aphanizomenon sp. that can predominate abundances in the 
brine channels (Majaneva et al. 2017). In contrast to Arctic 
and Antarctic sea ice communities, dinoflagellates and green 
algae contribute to a large fraction of the biomass in Baltic 
Sea ice and open water (Kaartokallio et al. 2007; Piiparinen 
et  al. 2010). Furthermore, the surface-layer algal biomass 
can significantly contribute to the overall sea ice algal bio-
mass (Meiners et al. 2002; Piiparinen et al. 2010). So far, the 
knowledge of species composition and distribution is lim-
ited, and there is only little known on the overwintering of 
cyanobacteria, which are typical for the Baltic Sea (Laamanen 
1996).

14.3.2  Bacteria

The most common orders found in sea ice are 
Alteromonadales (Gammaproteobacteria) and 
Flavobacteriales (Bacteroidetes) with the most common 
genera Pseudoalteromonas, Colwellia, Shewanella, 
Flavobacterium, and Polaribacter (Bowman et  al. 2012, 
2014; Boetius et al. 2015; Yergeau et al. 2017). Rarer phyla 
are the Alphaproteobacteria, Betaproteobacteria, 
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Actinobacteria, and Firmicutes (Bowman et al. 2012, 2014; 
Boetius et al. 2015; Yergeau et al. 2017). Archaea are mainly 
found in autumn and winter; they consist primarily of the 
genus Nitrosopumilus, known for its nitrification capability 
(Brinkmeyer et al. 2003; Collins et al. 2010). However, most 
studies are biased toward sampling in summer and spring, 
but a few studies in winter indicate differences in communi-
ties (Collins et al. 2010). On the operational taxonomic unit 
(OTU) level (97% cutoff), there seem to be no endemic spe-
cies for sea ice in certain ice zones so far (reviewed by 
Deming and Collins 2017), but further studies focusing on 
strain variability may find differences. It has been shown 
that the bacterial OTUs are more variable in seasonal sea ice 
and more related to temperate communities compared to 
MYI (Hatam et al. 2016). Several bacteria found are known 
to be psychrophilic (e.g., Feng et  al. 2014), and a large 
 fraction could be cultured (up to 60%, Junge et al. 2002). 
The bacterial and archaeal communities in the water column 
of sea ice systems are significantly different with 
Nitrosopumilus sp., Pelagibacter sp., Flavobacteriales sp., 
and Oceanosprillaceae sp. as dominating taxa (e.g., 
Bowman et al. 2012, 2014; Yergeau et al. 2017), indicating 
a strong selection of potentially endemic sea ice bacteria.

14.3.3  Fungi

Fungi are eukaryotic, spore-bearing, heterotrophic organ-
isms that secrete extracellular enzymes used for interfacing 
symbiosis and facilitating osmotrophy. Within this ecologi-
cal definition, fungi are a polyphyletic functional group that 
include the Labyrinthulomycota, Mesomycetozoea, 
Oomycota, select Amoebozoa, the True Fungi, and several 
additional clades. True Fungi are distinct from ecological 
fungi (fungal-like organisms) by possessing cell walls made 
of chitin and forming a molecular monophyletic clade among 
the opisthokonts. The True Fungi include many prominent 
mycelial-producing members, such as the Ascomycota, 
Basidiomycota, and Mucoromycota, as well as reduced zoo-
sporic varieties, such as the Blastocladiomycota, 
Chytridiomycota, and Neocallimastigomycota. In this 
review, fungi are explored within their ecological definition, 
unless otherwise noted. The often inconspicuous morphol-
ogy of fungi has challenged the easy identification and sub-
sequent integration of mycological data into ecosystem 
ecology. As a result, the relevance of fungi remains unreal-
ized in ecosystem modeling efforts globally. Historical 
culturing- based studies have resulted in the description of 
hundreds of marine fungal species (Johnson and Sparrow 
1961; Kohlmeyer and Kohlmeyer 2013), whose global distri-
bution remains largely unexplored. The more-recent applica-
tion of molecular methods to studies of marine ecosystem 
ecology helps to circumvent challenges associated with 

visual classification and have identified an abundant and 
dynamic fungal community in subseafloor sediment (Orsi 
et  al. 2013), in association with pelagic marine snow 
(Bochdansky et al. 2017), in coastal marine habitats (Ueda 
et  al. 2015; Picard 2017) as parasites of phytoplankton 
(Hanic et  al. 2009; Lepelletier et  al. 2014; Hassett and 
Gradinger 2016; Jephcott et al. 2016; Scholz et al. 2017a, b) 
and metazoans (Polglase 1980; Mclean and Porter 1982; 
Bower 1987; Shields 1990; Rahimian 1998). Relative to 
lower latitudes, knowledge of Arctic marine fungi is consid-
erably less developed, in part due to the logistical constraints 
and inaccessibility of sampling sites. The state of ecological 
knowledge on Arctic marine True Fungi has largely centered 
on establishing presence-absence data, supplemented with 
baselines of diversity and richness, currently estimated at 
several hundred species (Rämä et al. 2017), with a low suc-
cess rate of culturing (Bubnova and Nikitin 2017). DNA 
sequence-based analysis identified overlapping True Fungi 
taxa from the Bering Sea region and Svalbard, demonstrating 
a broad distribution of fungal taxa across the Arctic Ocean 
(Hassett et al. 2017) that are selectively predominated by the 
Chytridiomycota (Terrado et al. 2011; Hassett and Gradinger 
2016) and comprise a novel, uncharacterized branch of life 
(Comeau et al. 2016; Hassett et al. 2017). The diversity and 
distribution of Arctic marine fungal-like organisms is cur-
rently unknown and unreported in assessments of unicellular 
eukaryotic biodiversity (Poulin et al. 2011).

14.3.4  Viruses

Historically, the study of viral diversity was limited by the 
co-cultivation of the virus and its host (Borriss et al. 2003; 
Wells and Deming 2006b). Sea ice viruses are cold-adapted 
(Luhtanen et al. 2018) and may be less host-specific than in 
more temperate regions (Wells and Deming 2006b). 
Cultivated viruses only include Siphoviridae and Myoviridae 
as sea ice-specific taxa (Borriss et  al. 2003; Wells and 
Deming 2006a; Sencilo et al. 2015). With increasing -omic 
efforts, more viruses could be found indicating a higher 
diversity than previously thought, and taxa such as 
Podoviridae, Nodaviridae (RNA), Iridoviridae (DNA), and 
Caudovirales have been detected (Allen et al. 2017).

14.4  General Ecology of Sea Ice-Associated 
Microbes

14.4.1  Autotrophy

14.4.1.1  Photoautotrophy
The activity of the microbial food web follows the fixation of 
carbon and its subsequent turnover into the DOM pool 
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(Arrigo and Thomas 2004). While sea ice algal annual pri-
mary production rates are generally low compared to the 
phytoplankton fraction, they are often the main source of 
fixed carbon for higher trophic levels in ice-covered seas. 
During winter, ice algae are of special importance, when 
other sources of food are lacking (Lizotte 2003). Chlorophyll 
a (Chl a) concentrations in sea ice vary by region, ice type 
and season and covers a range somewhat typical for oceanic 
values up to the highest concentrations found in aquatic envi-
ronments (Arrigo 2010). In the Arctic, the balance between 
annual phytoplankton to ice algal primary production differs 
regionally. In the northern Barents Sea, ice algae account for 
about 20% of total primary production (Hegseth 1998), 
whereas in more heavily ice-covered areas like the Central 
Arctic Ocean, ice algae can contribute more than 50% to the 
total primary production (Gosselin et al. 1997). Chl a con-
centrations vary between 22 mg m−2 in Allen Bay, Nunavut, 
during spring (Campbell et al. 2014) and 0.3–8 mg m−2 in the 
Central Arctic in summer (Fernández-Méndez et al. 2015). 
In ice-covered waters of the Antarctic, sea ice algae account 
for up to 25% of total annual primary production (Arrigo and 
Thomas 2004). Chl a concentrations vary from 1 to 
50 mg m−2 in the Weddel Sea region (Ackley et al. 1979), 
whereas sea ice attached to the coast of Antarctica (fast ice) 
accumulates biomass of up to 2120  mg  m−2 (Arrigo and 
Sullivan 1992). On average, under sufficient light intensities 
for photosynthesis, Chl a concentrations exceed 200 mg m−2 
during spring and summer (Palmisano and Sullivan 1983; 
Trenerry et  al. 2002). In contrast, productivity by sea ice 
algae in the Baltic Sea is much lower, contributing about 
10% to the primary production during the ice-covered season 
(Haecky et al. 1999). Average Chl a values range between 
0.2 and 5.5 mg m−2 (Haecky et al. 1999; Kaartokallio 2001, 
2004).

Based on sequencing results and detection of photopig-
ments, sea ice and sea ice-associated bacteria have also been 
speculated to be capable of photoautotrophic carbon fixation 
(Petri and Imhoff 2001; Koh et al. 2011, 2012; Boetius et al. 
2015). Despite their high abundance in other cold environ-
ments, such as glaciers (Vonnahme et al. 2016), phototrophic 
cyanobacteria and anoxygenic phototrophs (e.g., purple sul-
fur bacteria, Chloroflexi) are not as abundant as eukaryotic 
sea ice algae, but are frequently detected in the Arctic (Petri 
and Imhoff 2001; Boetius et al. 2015; Yergeau et al. 2017) 
and Antarctic (Koh et al. 2011, 2012). Their pigments (phy-
cobiliproteins and bacteriochlorophyll), as well as their 
genes (e.g., 16S rRNA genes), have been found (Cottrell and 
Kirchman 2009; Koh et  al. 2012; Boetius et  al. 2015). 
However, a proof of their phototrophic activity in sea ice is, 
yet, lacking. Cyanobacteria are more abundant in the snow 
layer of sea ice suggesting aeolian origin in the Antarctic 
(Koh et  al. 2012). It appears that cyanobacteria are more 
abundant in fresher systems, such as melt ponds and the 

Baltic Sea (Petri and Imhoff 2001; Rintala et al. 2014) and 
that they become more abundant in winter (Cottrell and 
Kirchman 2009). In the water column, anoxygenic photo-
trophs may contribute to up to around 15% of the bacterial 
communities in the Arctic, which is 1000 times more than 
cyanobacteria such as Synechococcus sp. and may indicate a 
high importance of this pathway in addition to photosynthe-
sis by sea ice algae (Cottrell and Kirchman 2009). In contrast 
to cyanobacteria, anoxygenic phototrophs appear to be more 
abundant in summer (Cottrell and Kirchman 2009). 
Proteorhodopsin, a pigment for using light energy to create a 
proton motive force, which can be used for energy produc-
tion, or nutrient transport, is commonly found in seasonal sea 
ice in the Arctic and Antarctic and can be seen as another 
way of phototrophic carbon fixation by Alphaproteobacteria, 
Gammaproteobacteria, and Flavobacterium (Koh et  al. 
2010, 2012; Yergeau et  al. 2017). A combination of these 
alternative photosynthetic pathways using different wave-
lengths efficiently may be an important component of the 
primary production in the seasonal ice zones, but their pho-
totrophic activity has not been quantified in sea ice, yet.

14.4.1.2  Chemoautotrophy
In the water column, chemoautotrophy (inorganic carbon 
uptake, using chemical energy), appears to be an important 
autotrophic carbon acquisition process. During nitrification, 
ammonium is used as energy source, which delivers energy 
during reduction to nitrite and nitrate for inorganic carbon 
fixation. The ammonium originates commonly from primary 
production by sea ice algae and phytoplankton. The nitrate 
produced via nitrification can be used as recycled inorganic 
nitrogen for primary production. Archaea constitute a large 
fraction of potential nitrifiers in the water column, with sig-
nificantly higher abundances than in sea ice (Yergeau et al. 
2017). Nitrifying bacteria appear to be important in coastal 
areas of the Arctic seasonal ice zone, potentially due to a 
high supply of ammonium from the bottom water (Damashek 
et al. 2017). Nitrifying taxa have also been found in deeper 
stations, but nitrifying archaea are more abundant (e.g., 
Yergeau et al. 2017). Other autotrophic pathways have not 
been described yet and are rather unlikely due to the lack of 
sources for reduced ions in sea ice.

Aerobic bacterial production may become high enough to 
leave anoxic pockets in the sea ice, where anaerobic pro-
cesses become energetically favorable. Denitrification and 
anaerobic ammonia oxidation (Anammox) rates comparable 
to sediments have been measured in sea ice, reducing the 
overall nitrogen availability for primary production 
(Rysgaard and Glud 2004; Rysgaard et al. 2008). New pro-
duction of nitrogen is possible via upwelling from nutrient- 
rich bottom waters, bacterial recycling of organic matter, or 
N2 fixation. So far, the nifH gene for nitrogen fixation has 
been detected in Arctic seasonal sea ice connected to a 
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diverse group of cyanobacteria (Diez et al. 2012). The poten-
tial for nitrogen fixation has also been found in the central 
Arctic Ocean, but the genes are mainly related to heterotro-
phic bacteria indicating different communities for N2 fixa-
tion in the Arctic (Fernández-Méndez et al. 2016). However, 
the importance of nitrogen fixation in sea ice remains unclear 
until nitrogen fixation has been measured directly or the gene 
expression has been assessed via omics approaches. Nitrogen 
fixation measurements from open water in the seasonal ice 
zone suggest that 27.1% of the nitrogen lost via denitrifica-
tion can be resupplied via nitrogen fixation (Sipler et  al. 
2017).

14.4.1.3  Others
Other biogeochemical cycles have been discovered in 
metagenomic and metatranscriptomic datasets (reviewed by 
Bowman 2015), indicating the potential for mercury cycling 
and dimethyl sulfide (DMS) production (Bowman et  al. 
2014), hydrocarbon degradation (Gerdes et  al. 2005), and 
vitamin B12 synthesis (Taylor and Sullivan 2008) in and 
under sea ice, all processes which can effect primary produc-
tion in sea ice-covered seas.

14.4.2  Mixotrophy

Mixotrophy in algae is the combination of a heterotrophic 
(phagotrophic and/or osmotrophic) and phototrophic nutri-
tional mode within a single cell (Sanders 1991). The aware-
ness of the importance of mixotrophic behavior in aquatic 
systems has increased tremendously (Hansen 2011) and has 
been reported to be widespread among flagellate algal groups 
such as dinoflagellates, prymnesiophytes, and cryptophytes 
in the marine system (Ballen-Segura et  al. 2017). Many 
bloom-forming algal species have been recognized to be 
mixotrophs causing an increased interest in this field. The 
potential benefits of particle ingestion include the acquisition 
of organic carbon, energy, major nutrients, vitamins, and 
trace metals (Caron et al. 1993). Mixotrophy is particularly 
beneficial when there is a limitation in inorganic nutrients 
(Unrein et  al. 2014) or light availability (Hansen 2011). 
Under oligotrophic conditions, flagellated algae can account 
for up to 80% of total bacterial grazing (Unrein et al. 2007; 
Sanders and Gast 2012). Predation by flagellated algae is 
among the primary mortality factors of prokaryotes in plank-
tonic communities, constituting an important selective pres-
sure (Ballen-Segura et al. 2017).

The Arctic nanoplankton species Micromonas pusilla is 
abundant in polar waters throughout the year and was identi-
fied as being independent of the availability of light based on 
a mixotrophic life style (Unrein et al. 2007; Sanders and Gast 
2012). Under thick ice cover in the Canadian Arctic, 
Micromonas sp. contributed up to 93% of autotrophic cell 

abundance (Sherr et  al. 1997). Micromonas pusilla ingests 
higher rates of fluorescently labeled bacteria at oligotrophic 
conditions, but only if exposed to light. This suggests that the 
ingestion supplemented nitrogen and/or phosphorus supply 
to allow for balanced growth when photosynthesis rate is 
high (McKie-Krisberg and Sanders 2014). In the dark, the 
tested strain would take up less fluorescently labeled bacte-
ria, which points to an osmotrophic uptake of carbon and 
energy.

Although the potential importance of mixotrophy within 
the sea ice community has been recognized, comparably few 
studies have focused on this environment. Facultative heter-
otrophy and energy storage have been suggested to be the 
main processes enabling winter survival in sea ice (Syvertsen 
1991; Zhang et al. 2003). Piwosz et al. (2013) found bacte-
rial cells in the food vacuoles of picoeukaryotes from various 
trophic groups in FYI of the Arctic. Phagotrophic ingestion 
was investigated in mixotrophic nanoflagellates (MNF) of 
Antarctic sea ice during spring where they comprised 5–10% 
of the autotrophic nanoflagellates (Moorthi et  al. 2009). 
Mixotrophy has been proposed to be an important mode of 
winter survival in sea ice algae. However, Horner and 
Alexander (1972) only found low uptake rates of organic 
substances by sea ice diatoms. Osmotrophy is widespread 
among pennate and centric diatoms from Antarctic and 
Arctic marine environments. The uptake rate of organic 
material is dependent on solar radiation and shows great 
interspecific variability (Ruiz-González et  al. 2012). Algae 
are able to take up a variety of organic substrates such as 
pyruvate, acetate, lactate, ethanol, saturated fatty acids, glyc-
erol, urea, and amino acids (Parker et al. 1961; Lewin and 
Hellebust 1976; Amblard 1991; Bronk et  al. 2007). Ruiz- 
Gonzáles et al. (2012) concluded that osmotrophy together 
with phagotrophy suggest that algae may play a more diverse 
role in aquatic biogeochemical cycles than only supplying 
heterotrophs with photosynthetically fixed organic matter.

14.4.3  Cryptic Carbon Cycling 
and Underrepresented Microbes

Both ecological and phylogenetic fungi are prominent para-
sites of cyanobacteria, macro-algae, and animals that also 
biogeochemically cycle nutrients and degrade recalcitrant 
molecules. Fungal-like organisms in the Oomycota have 
been reported as parasites on algae in the Canadian Arctic 
(Küpper et  al. 2016) and have been observed in the 
Norwegian Sea and Svalbard region (Fig. 14.1). The detec-
tion of fungi on Arctic marine bird feathers (Singh et  al. 
2016) and in association with driftwood (Rämä et al. 2014) 
suggests additional ecological niches occupied by the fungi 
that currently remain unexplored. Arctic members of the 
Labyrinthulomycota can exceed 105 cells L−1 (Naganuma 
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et  al. 2006) and are capable of degrading pine pollen  
(Hassett and Gradinger 2018), suggesting that these organ-
isms might be seasonally important in degradative processes. 
Members of the Mesomycetozoea (namely, the genus 
Ichthyophonus) primarily exist as parasites of Arctic fish 
(Klimpel et al. 2006) but whose abundance, distribution, and 
relevance to other ecosystem processes remain unknown.

Ecologically, the Arctic marine Chytridiomycota are sea-
sonally abundant parasites that can infect approximately 1% 
of all diatoms in the near-shore sea ice environment (Hassett 
and Gradinger 2016) and 25% of a single diatom species 
(Hassett et al. 2017). Specifically, the Chytridiomycota para-
sitize light-stressed diatoms within sea ice brine channels 
(Horner and Schrader 1982; Hassett and Gradinger 2016). 
True Fungi have been reported in sea ice as far north as the 
North Pole (Bachy et al. 2011) and across the Western Arctic 
(Hassett et al. 2017). Beyond these observations, there is lit-
tle information detailing the sea ice ecology of Fungi and 
fungal-like organisms. Seawater advection into sea ice and 
entrainment processes of particulates (Eicken et  al. 2005; 

Gradinger et al. 2009) suggest that many fungi and fungal- 
like organisms observed in sediments and seawater are likely 
present in sea ice. However, little to no known specific 
empirical evidence exists to suggest this phenomenon.

Viruses play an important role in nutrient recycling via 
the viral shunt. Especially in winter and autumn, viral lysis is 
known to be the most important mortality factor for bacteria 
(Krembs et al. 2002b). Besides, viruses may have important 
roles for horizontal gene transfer. In an extensive virome 
study by Allen et al. (2017), a diverse virus community was 
found, including viruses with photosystem genes. Data min-
ing of published metagenomes and metatranscriptomes 
revealed similar patterns of evolutionary important genes 
(e.g., photosystem) in viruses. The sea ice metagenome from 
Cottrell and Kirchman (2012), for example, showed cyano-
phages, synechococcus phages, and prochlorococcus phages 
with photosystem genes in their genome. The high bacterial 
density in sea ice, the close spatial connection, and low host 
specificity may allow a rather quick evolution via viral gene 
transfer compared to other systems. This may help to develop 

Fig. 14.1 Unidentified fungi and fungal-like pathogens. (a) A proba-
ble oomycete pathogen of Chaetoceros sp. captured in southern Norway 
(Drøbak). (b) A probable oomycete pathogen (Saprolegnia sp.) fruiting 
at the tip of benthic red macro-algae (image from samples collected in 

Drøbak by the authors). (c) Unknown pathogen parasitizing the dinofla-
gellate Tripos sp. in a Tromsø fjord (photo provided by Richard 
Ingebrigtsen, UiT). (d) Unknown pathogen with extensive branching 
inside a benthic red algae. (Image from Drøbak)
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hypotheses on the evolution of life and life on other planets, 
such as Europa. With further studies of transposons in 
metagenome assembled genomes, these hypotheses can be 
developed and tested further.

14.5  Seasonal Cycle in Ice-Covered Seas

Sea ice-covered systems are characterized by highly sea-
sonal variabilities of temperature and light. In sea ice, brine 
channels spatially constrain biota and increase interactions 
between consumers (bacteria and fungi) and primary pro-
ducers. Therefore, the sea ice habitat is more comparable to 
biofilms and processes taking place within biofilms (Krembs 
et al. 2000). Ice algae and bacteria release extracellular poly-
meric substances (EPS) that protect cells from high salinities 
and low temperatures, foster the adhesion to surfaces, and 
alter the microstructure and corresponding desalination pro-
cesses of sea ice (Krembs et  al. 2011). Thus, sympagic 
microalgae and bacteria can cause physical changes to their 
immediate environment, improving sea ice habitability 
(Krembs et  al. 2002a, 2011). Concentration and chemical 
composition of EPS significantly differed in response to gra-
dients in temperature and salinity in Antarctic sea ice and 
simulated sea ice formation experiments with cultures of the 
bi-polar diatom Fragilariopsis cylindrus (Aslam et al. 2018). 
Under combined conditions of low temperature and high 
salinity, the relative contribution of EPS to total carbohy-
drates and their monosaccharide composition changed sig-
nificantly, both in the field and lab. Increased concentrations 
of uronic acids and mannose at low temperatures increase 
the stiffness of EPS gels (Aslam et al. 2012), needed to pro-
duce protective cell coatings as observed in natural sea ice 
brines.

The initial colonization stage during sea ice formation is 
followed by a low-productive, heterotrophic winter stage, 
dominated by pelagic organisms (Fig. 14.2) (Grossmann and 
Gleitz 1993; Joli et  al. 2017; Amargant Arumí 2018). 
Biomass accumulation follows the seasonal increase in solar 
radiation during winter-spring transition. The sea ice algal 
bloom is terminated either by nutrient depletion or sea ice 
melt in late spring/early summer. At the ice edge phytoplank-
ton blooms of Phaeocystis sp. may contribute to high pri-
mary production (Assmy et al. 2017). The post-bloom stage 
is dominated again by heterotrophic processes in the sea ice 
and water column (Haecky et al. 1999; Kaartokallio 2004).

14.5.1  Autumn

In autumn, sea ice starts forming as frazil ice, which can 
form at the surface or in deeper water layers (Petrich and 
Eicken 2010). During ice formation, larger particles, such as 

eukaryotes or sediment particles, can be transported to the 
water surface and incorporated into the ice. Ice formation 
begins in autumn when there are still substantial microbial 
populations left over in surface waters from the preceding 
spring bloom (Arrigo and Thomas 2004). As the frazil crys-
tals rise to the surface, particles such as microalgae, hetero-
trophic protists, and bacteria are scavenged (Garrison et al. 
1989). During wave movement, the frazil ice may further act 
as a sieve, concentrating biomass from the water column 
(Reimnitz et al. 1993; Weissenberger and Grossmann 1998). 
This process is thought to select for sticky bacteria, diatoms 
and organisms attached to larger organisms or particles 
(Grossmann and Dieckmann 1994; Weissenberger and 
Grossmann 1998). Another concentration process is the 
brine exclusion during the ice formation, concentrating 
nutrients, salts, and organisms in small and densely packed 
brine channels (reviewed by Deming and Collins 2017). The 
brine channels are very rich in nutrients and organic matter 
but may limit bacterial and algal activities at low tempera-
tures and high salinities, which may fluctuate greatly. Thus, 
the organisms that are concentrated into the ice are further 
selected by their capability to survive or grow in the extreme 
physical conditions (Grossmann and Dieckmann 1994). 
Survival may be enhanced by EPS production or cryoprotec-
tants and changes in biochemical structures to withstand 
osmotic shock and freezing (Krembs et al. 2011). Studies in 
the autumn are rare, but the overall bacterial production is 
low compared to the rest of the year and exceeds that by 
microalgae (Grossmann and Dieckmann 1994). Grazing 
seems to be a minor impact, while viruses and phages are 
enriched 10–100 times (e.g., Gowing et al. 2002; Collins and 
Deming 2011). Knowledge on bacterial and algal diversity 
and functions are rare, but the community structures seem to 
differ from the other seasons and are more similar to the sea-
water below the newly forming sea ice (Collins et al. 2010). 
Archaea and oligotrophic bacteria (e.g., OM182) become 
more dominant, while Alteromonadales become less abun-
dant (Collins et al. 2010). Throughout the winter, large cen-
tric diatoms are gradually reduced, shifting to a dominance 
of small pennate species such as Fragilariopsis sp. (Lizotte 
2003). A water column bloom may start due to the nutrient 
upwelling after autumn storms which are increasingly abun-
dant with the effects of climate change and retreating sea ice 
(Ardyna et al. 2014).

14.5.2  Winter

In winter, the temperature in sea ice drops and the brine vol-
ume may decrease giving little space for eukaryotes and high 
concentrations of DOM for bacteria (reviewed by Deming 
and Collins 2017). Absence of light, extreme salinities, and 
cold temperatures challenge the microbial survival and 
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 activities. Grazers are mostly absent in winter and bacterial 
mortality is mainly caused by viral lysis (Krembs et  al. 
2002a). Overall, bacterial production is low, but certain bac-
teria are active allowing viruses to produce (Wells and 
Deming 2006a, b). Up to 86% of winter sea ice bacteria have 
been found to be active in FISH counts and 4% showed res-
piration during 5-Cyano-2,3-ditolyl tetrazolium chloride 
staining (Junge et al. 2004). Bacterial activity is crucial for 
surviving the harsh conditions, ion transporters have to be 
active and the membranes intact to compensate for large 
osmotic differences between the brine water and cell interior 
transportation of ions and compatible solutes (Collins and 
Deming 2013). EPS has been found in winter sea ice, which 
can be important as cryoprotectant and which is mostly pro-
duced by bacteria due to the low abundances of eukaryotic 
algae (Krembs et al. 2002b, 2011). As in autumn, heterotro-
phic bacterial production is higher than primary production, 
making the system net heterotroph (Kottmeier and Sullivan 
1987). Little is known about the community structure, but 
the community becomes more similar to typical heterotro-
phic sea ice communities. Archaea appear more abundant in 

winter and autumn sea ice, compared to spring and summer 
indicating their potential importance for autotrophic nitrifi-
cation (Brinkmeyer et  al. 2003; Collins et  al. 2010). The 
microalgal winter diversity in the Beaufort Sea is similar to 
spring with pennate diatoms dominating, and Nitzschia 
frigida being the most abundant species (Niemi et al. 2011). 
The dominance of pennate diatoms during the spring algal 
bloom indicates a competitive advantage, due to their high 
production rates of EPS and potential for heterotrophy as 
survival strategies (Niemi et al. 2011). In the water column, 
picophytoplankton becomes dominant with Micromonas sp., 
Ostreococcus sp., and cyanobacteria as main phototrophic 
organisms (Vader et  al. 2015; Joli et  al. 2017; Amargant 
Arumí 2018). In the absence of light, mixotrophic pathways 
may be important for their survival and explain their domi-
nance (Sanders and Gast 2012; Vader et al. 2015). Nitrifier 
abundances based on bacterial and archaea amoA genes in 
the Arctic water column may become 30–115 times more 
abundant in winter indicating that nitrification may be an 
important autotrophic process (Christman et al. 2011).

Fig. 14.2 Sea ice and microbial dynamics in the seasonal ice zone. Figure produced based on references in the text
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14.5.3  Spring

With the returning sun and increasing temperatures in spring, 
microbial activities generally increase. At the bottom of the 
ice, sea ice algae may form blooms supporting bacterial pro-
duction. The under-ice production is generally higher than in 
autumn and winter but only about 10% of sea ice algal pro-
duction (Deming and Collins 2017). In the upper ice layers, 
bacterial activity is still increasing to levels higher than algal 
primary production (Gradinger and Zhang 1997). The pro-
duction can be fueled by degradation of cryoprotectants 
(e.g., EPS) which are not needed anymore, or by old organic 
matter (Collins and Deming 2013; Arrigo et al. 2014; Firth 
et al. 2016). Overall, the system may become net heterotro-
phic and even anoxic, allowing denitrification and annamox 
to play a role (Rysgaard et  al. 2008; Rysgaard and Glud 
2004). In oxygenated zones, bacteria play an important role 
in recycling nutrients from organic matter into ammonium 
and eventually into nitrate (e.g., Rysgaard et al. 2008). Viral 
concentrations increase, but viral lysis is a minor mortality 
factor of bacterial mortality, while microzooplankton graz-
ing becomes more important (Maranger et al. 1994; Piwosz 
et  al. 2013). The community structure changes toward a 
community with significantly less archaea and more repre-
sentatives of the Alteromonadales clade (Collins et al. 2010), 
indicating a system in favor of faster-growing heterotrophic 
bacteria. Primary production in the water column is limited 
by light absorbed through the sea ice.

14.5.4  Summer

In summer, the sea ice starts melting from the bottom releas-
ing concentrated organic matter and algal biomass. Large 
algae aggregate together with their bacterial community may 
sink to the bottom seeding sediment communities and feed-
ing deep-sea animals (Rapp et al. 2018). In the deep central 
basins, this process may be a permanent loss, while seeding 
of new sea ice with the sediment communities is possible 
down to depth of about 30 m. With a retreating seasonal ice 
zone toward the central Arctic Ocean, this may become prob-
lematic. The communities are dominated by Flavobacteriia 
and Gammaproteobacteria, but Flavobacteriia are only a 
minor fraction in sediment associated communities and 
autumn communities (Collins et al. 2010; Rapp et al. 2018). 
Archaea are mostly absent (Collins et al. 2010). The water 
column becomes more heterotrophic with increased bacterial 
production with decreasing phytoplankton biomass 
(Kirchman et al. 2009) and a community shift toward hetero-
trophs and mixotrophs (e.g., Stoecker et al. 2014).

14.5.5  Climate Change Effects

Changes in sea ice properties are forecasted to drive climate 
feedback loops and impact biological processes, such as ele-
ment cycling (Holding et al. 2015; Tremblay et al. 2015). As 
sea ice melting starts earlier in the year, habitat loss occurs 
before solar radiation is sufficient for algal productivity and 
growth in the high Arctic (Arrigo et al. 2008) and near the 
Antarctic Peninsula. Sea ice algae are an important high- 
quality energy source for grazers in early spring and can seed 
the pelagic phytoplankton bloom. A shift or loss of the sea 
ice bloom is forecasted to change the productivity of the sys-
tem and negatively affect the reproduction success of highly 
synchronized grazers like Calanus glacialis (Søreide et  al. 
2010), krill (Hoshiai et al. 1987), and of calanoid copepods 
such as Acartia bifilosa (Werner and Auel 2004) in the Arctic, 
Antarctic, and Baltic, respectively. In addition, the nutrient 
and light conditions in which sea ice algae thrive induce the 
synthesis of polyunsaturated fatty acids, a crucial constituent 
of the diet of grazers, especially during winter (Nichols et al. 
1999; Arrigo and Thomas 2004). Increased light intensities 
reduce the nutritional value of ice-associated (sympagic) 
microalgae (Leu et al. 2010). Due to warming, the water col-
umn may become more stratified (Tremblay et  al. 2015), 
reducing the vertical supply of nutrients to the euphotic zone. 
On the other hand, a longer ice-free period might counteract 
stratification through re-mixing of nutrients by wind and 
storms, but only minor effects on vertical mixing could be 
observed (Toole et al. 2010; Lincoln et al. 2016). Extended 
ice-free periods and thinner sea ice in the Arctic increases 
light availability to pelagic and sympagic microalgae, 
enhancing annual primary production (Wassmann et  al. 
2011). The community structure may shift to more pelagic 
algae species, such as Phaeocystis sp. (Assmy et al. 2017). 
However, the overall consequences of sea ice retreat on pri-
mary production remain under debate (Arrigo et  al. 2014; 
Tremblay et al. 2015).

14.6  Conclusions

Knowledge on the distribution and abundance of sea ice pro-
tists is crucial to understand and foresee possible changes in 
microbial communities that potentially have great impacts 
on food webs of the ice-covered oceans. Even though -omics 
provide thorough insights into species composition and pro-
cesses, one should not neglect the importance of assessing 
their respective abundances. New methods have the potential 
to shed more light onto the functions of sea ice microorgan-
isms. However, one should not overlook the limitations and 
restrictions when it comes to sea ice sampling. Melting of 
sea ice material exposes organisms to changes in physical 
and chemical conditions, to which microorganisms might 
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react instantaneously. Good care needs to be taken to manip-
ulate the community as little as possible. In the future, the 
development of good practices and standards is crucial to 
ensure intercomparable observations of ice biota and proper-
ties. A strong seasonality in the seasonal ice zone determines 
the community structures and functions of the sea ice eco-
system and the associated water column. With climate 
change, some of the annual processes change (e.g., timing of 
ice formation), while others will stay the same (length of the 
polar night). This will eventually change the communities 
and functions in sea ice, as we know it now. We believe that 
a focus on microbes, and a proportional representation of 
their activity (relative to their biomass contributions) in eco-
system models will help to forecast the biological fate of 
polar marine ecosystems under forecasted climate change 
scenarios.

 Appendix

This article is related to the YOUMARES 9 conference ses-
sion no. 17: “Bridging disciplines in the seasonal ice zone 
(SIZ).” The original Call for Abstracts and the abstracts of 
the presentations within this session can be found in the 
Appendix “Conference Sessions and Abstracts”, Chapter 
“13 Bridging disciplines in the seasonal ice zone (SIZ)”, of 
this book.
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Abstract 17 

Warming faster than the rest of the world, the Arctic is experiencing dramatic changes including 18 
increases in precipitation, glacial melt, and permafrost thaw, resulting in increasing summer freshwater 19 
runoff. During the melt season, terrestrial runoff delivers carbon and nutrient rich freshwater to Arctic 20 
coastal waters, with unknown consequences for the microbial communities that play a key role in 21 
determining the cycling and fate of terrestrial matter at the land-ocean interface. To determine the 22 
impacts of runoff on coastal microbial communities in Isfjorden, Svalbard, we investigated changes in 23 
pelagic microbial community structure between the early and late melt season as well as changes in 24 
both pelagic and benthic microbial community structure along a gradient from rivers and glaciers to 25 
the outer fjord. Amplicon sequences of the 16S rRNA gene were generated for water column, river and 26 
sediment samples collected in Isfjorden along a gradient from shallow nearshore stations to the outer 27 
fjord during the summer melt season in 2018 (June and August). This study identified strong seasonal 28 
and spatial reorganizations in the structure and composition of microbial communities during the 29 
summer months, in relation to environmental conditions. The microbial diversity patterns highlighted 30 
a reorganization from rich communities in June towards more even and less rich communities in 31 
August. The organic matter source, DOC concentration and water temperature strongly contributed to 32 
shaping seasonal changes in microbial community structure. In June, waters enriched in dissolved 33 
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organic carbon (DOC) provided a niche for copiotrophic taxa such as Sulfitobacter and 34 
Octadecabacter. The reduction in DOC concentrations and the higher nutrient inputs from the rivers 35 
in August favored a shift towards more cosmopolitan taxa usually associated with summer stratified 36 
periods such as the SAR11 Clade Ia, and prevalent oligotrophic marine clades (OM60, SAR92). A 37 
stratification of the communities was observed in August in relation to the physical and biogeochemical 38 
stratification of the water column. Sentinel taxa of this late summer fjord environment included taxa 39 
from the Verrucomicrobiae (Roseibacillus, Luteolibacter) and Bacteroidetes classes. In June, we also 40 
found indications of allochthonous inputs of river taxa, which, while unlikely to thrive in fjord waters, 41 
amplified the species richness in the water column. This study demonstrates an ecological impact of 42 
terrestrial runoff on Arctic coastal microbial communities driven by changes in biogeochemical 43 
conditions and highlights the need to understand land-ocean connectivity when studying climate 44 
change impacts on coastal ecosystems. 45 

1 Introduction 46 

Arctic regions are warming two times faster than lower latitudes (Serreze and Barry, 2011; 47 
Osborne et al., 2018). Subsequent increases in the quantity (Bintanja and Selten, 2014) and variability 48 
(Bintanja et al., 2020) of precipitation, melting glaciers, and thawing permafrost are expected to lead 49 
to increased terrestrial runoff (Shiklomanov and Shiklomanov, 2003; Milner et al., 2017) alongside 50 
changes in geochemistry of runoff (Holmes et al., 2012). Coastal environments are prominent habitats 51 
on a pan Arctic scale where there is a high degree of connectivity between land and see (McClelland 52 
et al., 2012). These ecosystems can act as hotspots for carbon burial (Bianchi et al., 2018) and organic 53 
matter (OM) cycling (Bianchi et al., 2020), but are also likely very sensitive to ongoing climate change 54 
(Jeffries et al., 2013; Bhatt et al., 2014; Fritz et al., 2017). 55 

Microorganisms play a key role in climate change biology, as they will likely affect and be 56 
affected by climate change (Vincent, 2010; Cavicchioli et al., 2019). Especially in polar environments, 57 
aquatic microorganisms play an essential role (Kirchman et al., 2009) in driving cycles of carbon, 58 
nitrogen, and of other elements (Arrigo, 2005; Garcia-Descalzo et al., 2013), including the recycling 59 
of organic matter and inorganic nutrients into food webs (Falkowski et al., 2008; Ferrera et al., 2015; 60 
Worden et al., 2015). The realization of these functions strongly depends on environmental conditions 61 
(Gilbert et al., 2012), and their influence on microbial community structure and function (Allison and 62 
Martiny, 2008; Shade et al., 2012; Louca et al., 2016). In coastal ecosystems, seasonal processes — e.g. 63 
light and nutrient availability, temperature, salinity — shape microbial communities (Gilbert et al., 64 
2012; Cram et al., 2015). However, in the Arctic, climate change is amplifying seasonal changes in 65 
temperature (Serreze and Barry, 2011) and terrestrial runoff (Holmes et al., 2012). Hence, 66 
understanding how coastal microbial communities respond to environmental variables influenced by 67 
terrestrial runoff throughout the melt season is key to predicting how future climate-influenced changes 68 
might affect microbial communities in Arctic coastal waters. 69 

Despite the importance of microbial communities in coastal environments, their vulnerability 70 
to the warming Arctic and their response to increased terrestrial runoff is poorly studied, especially in 71 
nearshore coastal waters. Previous studies have demonstrated a direct effect of river runoff on coastal 72 
microbial community composition and diversity (Fortunato et al., 2013; Hauptmann et al., 2016), as 73 
well as indirect effects of the physico-chemical variables (Sipler et al., 2017; Müller et al., 2018; 74 
Underwood et al., 2019; Thomas et al., 2020) on seasonal (Marquardt et al., 2016; Kellogg et al., 2019) 75 
and spatial variation (Bourgeois et al., 2016) in microbial community composition in Arctic regions. 76 
However, very few studies include nearshore coastal waters which are often heavily terrestrially-77 
influences. The few available studies from Svalbard have focused on local microbial community 78 
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structure. For instance, they revealed spatial effects of glacial runoff on coastal marine sediment 79 
communities (Park et al. 2011, Bourgeois et al. 2016), compositional differences between seawater and 80 
sediment communities (Teske et al. 2011), or potential direct effects of glacier microbial communities 81 
on coastal communities (Garcia-Lopez et al. 2019), but remain limited to one environmental 82 
compartment and one fjord, and rarely take environmental variables into account (Thomas et al., 2020). 83 
In Isfjorden, Marquardt et al. (2016) highlighted a link between community composition and seasonally 84 
influenced variables, but with a focus on outer-fjord stations, thus reducing the potential to determine 85 
the influence of runoff-affected variables. Hence, little is known on how terrestrial runoff and 86 
underlying environmental gradients affect microbial communities in Arctic nearshore waters. This 87 
knowledge gap impedes our ability to predict the impact of climate change on coastal Arctic microbial 88 
communities, and subsequent impacts on coastal food webs and biogeochemical cycles. 89 

The Svalbard archipelago is of particular interest to study effects of climate change on coastal 90 
waters, as it is already characterized by higher temperatures than other Arctic systems at the same 91 
latitude due to advection of warmer ocean currents (Skogseth et al., 2020). Nevertheless, climate 92 
change effects are felt in Svalbard, where, due to increased precipitation and glacial melt, runoff is 93 
predicted to increase by 2100, especially in autumn (Adakudlu et al., 2019). In Isfjorden, runoff 94 
undergoes seasonal changes that highly affect physico-chemical conditions in the fjord, with spring 95 
freshet in June delivering high concentrations of DOC, and late season runoff in August characterized 96 
by high concentrations of nutrients and terrestrial particles (McGovern et al., 2020). 97 

Our microbial study focused on the Isfjorden system on the west coast of Svalbard, building on 98 
a recent study that demonstrated extensive impacts of riverine inputs on temperature, light availability, 99 
inorganic nutrients and terrestrial organic matter (McGovern et al., 2020). We hypothesized that 100 
seasonal changes in runoff will cause seasonal and spatial variability in microbial community 101 
composition and function between the early and late summer snow and glacial melt season. Two main 102 
research objectives were addressed: (1) to determine how runoff affects microbial community structure 103 
at the land-ocean interface and (2) to identify possible changes in microbial community composition 104 
and function in terrestrially influenced Arctic waters, using 16S rRNA gene sequencing from samples 105 
collected along the freshwater-marine continuum in a high Arctic fjord (Isfjorden, Svalbard). In order 106 
to target two phases in the summer melt season – the spring freshet and late-runoff – samples were 107 
collected in June and August. We hypothesized that terrestrial runoff would lead to spatial changes 108 
along the sampled environmental gradient, i.e. from the estuaries to the outer fjord, either directly (via 109 
communities transported from the rivers), or indirectly (shaped by physico-chemical variables affected 110 
by the runoff). 111 

2 Material and Methods 112 

2.1 Sample Collection, Microbial Sample Processing, and Physico-chemical Variable 113 
Determination 114 

In 2018, samples were collected during two field campaigns in June and August, from a total of 34 115 
stations in Isfjorden along gradients from rivers and glacier fronts to the outer fjord (Figure 1). Water 116 
samples were collected from two water depths (surface and 15 m) using a Niskin bottle, and targeted 117 
surface waters (SW) and Atlantic advected waters (AdW). Surface sediment samples (0-1 cm) were 118 
collected with a van-Veen grab in August. Subsamples for DNA analysis were filtered onto 0.2 µm 119 
polycarbonate filters (water) or placed in 2 mL cryo vials (sediments), and frozen at -20°C until further 120 
processing. 121 
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Physical conditions and water chemistry were characterized in a parallel study (McGovern et al., 2020), 122 
and included in our data analysis. Measured variables included temperature, salinity, turbidity, 123 
concentrations of dissolved and particulate organic carbon (DOC, POC), stable isotope values for POC 124 
(POC 𝛿13C) and particulate nitrogen (PN 𝛿15N), concentrations of chlorophyll a, phaeophytin, 125 
dissolved nutrients (ammonium NH4+, phosphate PO43-, nitrite and nitrate NO2-+NO3-, and silicate 126 
SiO2), and suspended particulate matter (SPM). Specific UV absorbance at 254 nm (SUVA254) was 127 
also measured as an indicator of aromaticity (humic content) of dissolved organic matter (DOM) 128 
(Weishaar et al., 2003). 129 

2.2 DNA Extraction, Polymerase Chain Reaction, Library Preparation and MiSeq Sequencing 130 

Microbial genomic DNA was isolated using the DNeasy® PowerSoil® Kit following the kit 131 
instructions with modifications after Hassett et al. (2019). Solution C1 was replaced with 600 µL 132 
Phenol:Chloroform:Isoamyl and washing with C2 and C3 was replaced with two washing steps using 133 
850 µL chloroform. Before the last centrifugation step the column was incubated at 55°C for 5 min. 134 

For microbial community composition analysis, we amplified the V4 region of a ca. 292 bp 135 
fragment of the 16S rRNA gene using the primers (515F, GTGCCAGCMGCCGCGGTAA and 806R, 136 
GGACTACHVGGGTWTCTAAT) (Caporaso et al., 2012; evaluated by Wear et al., 2018). The library 137 
preparation protocol is described in Wangensteen et al. (2018). 138 

2.3 Sequence Analysis 139 

Sequences were processed using a pipeline modified after Hassenrück (2019). Demultiplexing 140 
and primer clipping were done using cutadapt (Martin, 2011) (v2.8). The reads were quality trimmed 141 
with a sliding window of 4 and a quality threshold of 15 using trimmomatic (Bolger et al., 2014) (v0.39) 142 
and reads shorter than 100 bp were discarded. Remaining reads were merged using Pear (Zhang et al., 143 
2014) (v0.9.6), with a minimum overlap of 10 bp, a minimum length of the merged reads of 200 bp 144 
(expected 292 bp), and a maximum of 500 bp. Successfully paired reads were quality controlled with 145 
FastQC (Babraham Bioinformatics) (v0.11.9), dereplicated using Swarm’s dereplication code (Mahé 146 
et al., 2015), and clustered using Swarm v2 (Mahé et al., 2015) (v3.0.0) with the fastidious option. An 147 
Operational Taxonomic Unit (OTU) contingency table was created and taxonomy of the representative 148 
amplicons assigned using SINA (Pruesse et al., 2012) v1.6.0 against the SILVA SSU non redundant 149 
(v138) reference database (Quast et al., 2013). Further analyses were performed in R v.3.6.3 (R Core 150 
Team, 2020). Sequences related to chloroplasts or mitochondria were removed, and only OTUs with 151 
more than one sequence in more than two samples were kept, removing 9% of the sequences. A 152 
negative control was included in the sequencing, and sequences identified in this sample were removed 153 
from all samples. After these quality control steps, the average number of sequences per sample was 154 
143,543. 155 

To investigate taxonomic composition, remaining OTUs were pooled by taxonomic level using 156 
taxapooler v.1.4 (Gobet and Ramette, 2011), with the curated SILVA SSU database (v138) available 157 
from Hassenrück (2020). The abundance was calculated relatively to the sample composition to which 158 
the taxa belongs. 159 

Functional analysis was performed using Tax4Fun (Aßhauer et al., 2015), with both KEGG 160 
Ortholog (KO) and KEGG Pathways reference profiles. KEGG pathway matrix was curated and 161 
functions irrelevant to bacteria were removed, the matrix was further used as community data with the 162 
same methods as described in the statistical analyses. To investigate targeted functions, KOs were used 163 
and the matrix subset to these functions, using the KEGG database. Metabolic functions were 164 
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determined with KEGG Orthologs genes or enzymes related to the KEGG reaction or pathway (Table 165 
1). 166 

Table 1. Table detailing KOs used for the analysis of targeted metabolic functions. 167 

Function KEGG 
Pathway 

KEGG 
Enzyme KEGG Genes KEGG Orthologs 

(KO) 
Carbon fixation by 

prokaryotic organisms map00720 - - - 

Carbon fixation by 
photosynthetic organisms map00710 - - - 

Photosynthesis map00195 - - - 

Denitrification - 

EC :1.7.99.4 
EC :1.9.6.1 
EC :1.7.2.1 
EC :1.7.2.5 
EC :1.7.2.4 

narGHI 
napAB 
nirKS 
norBC 
nosZ 

K0370-74 
K02567-68 

K15864/K00368 
K04561/K02305 

K00376 

Nitrification - EC :1.4.99.39 
EC :1.7.3.4 

amoCAB 
hao 

K10944-46 
K10535 

Nitrogen fixation - EC :1.18.6.1 nifDKH 
anfG 

K00531 
K02586 
K02588 
K02591 

Phosphate utilization (oganic) - EC:3.6.1.11 ppx K01524 

Sulfate reduction 
(dissimilatory and 

assimilatory) 
- 

EC:2.7.7.4 
EC:2.7.7.4 

EC:2.7.1.25 
EC:2.7.1.25 
EC:1.8.4.8 
EC :1.8.1.2 
EC :1.8.7.1 

EC :1.8.99.2 
EC :1.8.99.3 

sat 
cysND 
PAPSS 
cysC 
cysH 
cysπ 
sir 

aprAB 
dsrAB 

K00958 
K00956-57 

 
K00860 
K00390 

K00380-81 
K00392 

K00394-95 
K11180-81 

Methanogenesis - 

 
 

EC :1.5.99.9 
 

EC :2.1.1.86 
EC :2.8.4.1 

EC :1.8.98.1 
EC :1.8.98.1 

fwdABCDEFGH 
ftr 

mtd 
hmd 

mtrABCDEFGH 
mcrABG 

hdrA2B2C2 
hdrD 

K00200-05 
K00672 
K00319 

 
K00577-84 

K00399/K00401-02 
K03388-90 

K08264 

Methane oxidation - 
EC :1.1.2.7 

EC :1.14.13.25 
 

- 
K14028-29 
K16157-61 
K16254-60 

Iron chelation - - - K02016 
Binding of iron ion - EC:1.16.3.1 - K02217 

Mercury methylation - EC:4.99.1.2 - K00221 

Laminarin degradation - EC:3.2.1.6 
EC:3.2.1.39 - K01180 

K01199 
  168 
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2.4 Statistical Analysis 169 

Samples were analyzed using two categories: season and water type. Water type was determined 170 
based on location within the fjord and water mass determination based on Temperature-Salinity 171 
diagrams and water masses for Isfjorden (Nilsen et al., 2008). One grouping separates surface waters 172 
(SW; salinity < 34.7) from advected waters (AdW; salinity ≥ 34. 7), and SW were then further 173 
classified based on location within the fjord, leading to four groups of samples: estuarine SW (Estuary 174 
SW), glacier-front SW (Glacier SW), other fjord SW (Fjord SW), and AdW. The second grouping 175 
focused on the effect of seasonality and habitat; in order to distinguish between fjord water column, 176 
rivers and sediments, four groups were used: June (water column), August (water column), River, and 177 
Sediment. 178 

Eight samples with few sequences were removed, and OTU tables randomly rarefied to 42,990 179 
sequences for further analyses. Alpha diversity estimators were calculated after repeated (n = 100) 180 
random subsampling of the sequences, as the number of OTUs, Chao1 (Chao, 1984) and Abundance-181 
based Coverage Estimator (ACE) (Chao and Lee, 1992) indices taking singletons and doubletons into 182 
account (Kim et al., 2017), evenness as Pielou’s index, diversity indices Shannon and inverse 183 
Simpson’s, and relative singletons (SSO) and doubletons (DSO). To test for differences in diversity 184 
among sample groupings, Shapiro-Wilk’s test was used to test for normality, Bartlett’s test for 185 
homoscedasticity, and ANOVA to test for differences. PostHoc Dunn’s test was performed on Kruskal-186 
Wallis tests to account for non-gaussian repartitions within some groups, and to test for pairwise 187 
differences (false discovery rate (FDR)-corrected p-values). To test for differences in metabolic 188 
functions, a Kruskal-Wallis test and the postHoc Dunn’s test were performed to account for 189 
nonparametric data with heterogeneous variances. p-values were adjusted using the Benjamini-190 
Hochberg (BH) correction (Benjamini and Hochberg, 1995). 191 

Ordinations were performed in the Vegan package in R (v2.5-6) (Oksanen et al., 2019), using 192 
relative abundances of the OTUs and rarefied data. For beta diversity, the OTU turnover between or 193 
within sites was calculated using the Jaccard index. Microbial community structure was assessed using 194 
nonmetric multidimensional scaling (NMDS), based on Bray-Curtis dissimilarities. To test for 195 
differences among a priori sample groupings, permutational analysis of variance (PERMANOVA) 196 
(Anderson, 2017) and Analysis of Similarity (ANOSIM) (Clarke, 1993) were calculated using adonis 197 
and a postHoc modified version (Hassenrück, 2019) of the anosim function in Vegan (false discovery 198 
rate (FDR)-corrected p-values). PERMANOVA provides a pseudo F-ratio and p-value for group-wise 199 
tests, and tests for dispersion within groups. ANOSIM tests for similarity between and among groups. 200 
ANOSIM and its postHoc test provide an R value ranging from 0 to 1 with higher values indicating 201 
stronger differences between or among groups, and a FDR-corrected p-value for the ANOSIM R value, 202 
based on 999 permutations.  203 

To investigate the relevance of environmental variables in explaining variation in microbial 204 
community structure, principal component analysis (PCA) was performed on the log-transformed 205 
environmental and Hellinger-transformed (Legendre and Gallagher, 2001) community matrices. 206 
Procrustes analysis was performed to compare ordinations, yielding a significance value. PCA and 207 
NMDS were used to explore the relationships between community data and environmental drivers by 208 
fitting variables onto unconstrained ordinations. Finally, redundancy analysis (RDA) was used to test 209 
hypotheses and to quantify the proportion of variation explained by the physico-chemical data. 210 
Constraining variables were selected using forward and reverse model selection with the double-211 
stopping criterion described in Blanchet et al. (2008) implemented in the ordistep function in Vegan. 212 
Significance of each vector was tested using ANOVA. Correlations within physico-chemical variables 213 
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were tested prior to ordination using pairs (base), and multicollinearity of variables was verified using 214 
vif.cca (Vegan) after ordination. Other ordinations using unrarefied data, differentially abundant OTUs 215 
(ALDEx2) (Fernandes et al., 2013), Jaccard index (presence-absence) instead of Bray-Curtis, canonical 216 
correspondence analysis, and ordinations after Hellinger or central log-ratio transformation showed 217 
similar patterns. 218 

Indicator species analysis (Dufrene and Legendre, 1997) was used to determine taxa that 219 
significantly contributed to seasonal differences in fjord waters. The multipatt function in the 220 
indicspecies package (v1.7.9) (Cáceres and Legendre, 2009) was used to calculate Dufrêne-Legendre 221 
Indicator Value (IV), with the control set to 9999 permutations designed by the function how in the 222 
permute R package. OTUs with an IV ≥ 0.7 and a p-value ≤ 0.001 were considered significant 223 
indicators. Highly abundant indicators were filtered based on a 0.5% relative abundance threshold 224 
within their group. Taxonomic affiliation of high-abundant indicator taxa was further analyzed. The 225 
correlation between top seasonal indicators (chosen among indicators with relative abundance over 226 
1%) and environmental variables was calculated using Spearman correlations to account for non-227 
homoscedastic repartitions. Correlations and p-values were calculated using the rcorr function in the 228 
Hmisc package (v4.4-0) (Harrell Jr and others, 2020). p-values were adjusted using the Benjamini-229 
Hochberg correction with the p.adjust function in the R stats base package. All plots were generated 230 
using the ggplot2 package in R (v. 3.3.0) (Wickham, 2016).  231 
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3 Results 232 

3.1 Alpha Diversity Differs Seasonally and Spatially in Isfjorden 233 

We identified a total of 35,276 Operational Taxonomic Units (OTUs) across all samples. 234 
Sediment and river samples had a significantly higher OTU richness than fjord sites (p < 0.001) 235 
(Figure 2A and Supplementary Figure S1A). The same difference was observed for abundance-based 236 
richness indices Chao1 and ACE (p < 0.001 between sediment and fjord water column samples, 237 
p < 0.05 between rivers and water column) (Figure 2B and Supplementary Figure 1A). Pielou’s 238 
evenness, and Shannon’s and inverse Simpson’s diversity indices were also greater in sediment and 239 
river samples compared to water column samples (p < 0.0001) (Figure 2C,D,E and Supplementary 240 
Figure S1A). Among fjord water column samples, diversity was not significantly different between 241 
water types (Figure 2D,E and Supplementary Figure S1B), although a decreasing richness gradient 242 
existed from estuary SW to outer fjord SW and AdW (p < 0.05 for OTUs richness, p < 0.01 for Chao1 243 
and ACE) (Figure 2AB and Supplementary Figure S1B). Among fjord water column samples, 244 
richness was highest in June (p < 0.005), whereas evenness was highest in August (p < 0.001) 245 
(Figure 2BC and Supplementary Figure S1A). The rare biosphere, however, was higher in June 246 
compared to August (p < 0.005), but similar between water types (Figure 2F and Supplementary 247 
Figure S1). Overall, we observed variations in the diversity pattern according to the sample 248 
compartment, a shift between the early and late melt season and a spatial gradient in water column 249 
microbial diversity pattern. 250 

3.2 Beta Diversity Reveals a Seasonal and Spatial Clustering of Microbial Communities 251 

Beta diversity was evaluated to examine changes in microbial community structure between 252 
groups. We found that microbial communities differed seasonally and based on their water mass 253 
(Figure 3A). 45% of the variance in microbial community structure was explained by season and 254 
sample type – June and August fjord water column, rivers, and sediments (p = 0.001, PERMANOVA). 255 
Pairwise seasonal differences were significant between all seasonal groups (ANOSIM p < 0.005), and 256 
showed clear separation between sediment, river, June and August fjord microbial communities. The 257 
turnover between seasonal groups showed that June and August fjord samples shared the highest 258 
amount of OTUs (46%). June fjord waters shared the greatest amount of OTUs with river communities 259 
(44%, vs. 29% for August and 28% for sediments).  260 

Although not all fjord microbial communities differed significantly according to their water type, in 261 
August, AdW significantly differed from all SW (p ≤ 0.01). In August, ANOSIM R values indicated a 262 
gradient from estuaries to outer fjord SW and AdW, estuary communities being more related to rivers 263 
than any other fjord water (R = 0.87 vs. 1), glaciers more related to estuaries than to fjord SW, and 264 
fjord SW more related to estuaries than AdW (R = 0.01 glacier, 0.13 fjord SW, 0.41 AdW compared 265 
to estuaries). This spatial gradient only existed within August communities, whereas June communities 266 
were similar throughout the fjord (based on ANOSIM R values). In August, 26% of the variance in 267 
microbial community structure was explained by water type groups (p = 0.001, PERMANOVA), 268 
whereas these groups could not explain differences within June fjord communities (p = 0.1). 269 

Sediments had a unique microbial community structure, influenced by rivers and fjord sites, with 270 
higher contribution from the rivers (R = 0.83 between rivers and sediments, 0.92 between fjord and 271 
sediments). Sediments shared more OTUs with June than with August or river communities, although 272 
they were collected in August (38% vs. 27% and 28% resp.). They were also more related to estuary 273 
SW than to any other water group (ANOSIM R = 0.81). 274 
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Functional diversity, as assessed with metabolic pathways, highlighted the same seasonal 275 
pattern as communities (Figure 3B). 63% of the variance was explained by seasonal groups 276 
(PERMANOVA p = 0.001), and 64% by water type groupings (PERMANOVA p = 0.001). In August, 277 
the same spatial gradient as for community structure existed. ANOSIM R values indicated the same 278 
clustering as community structure, with a less strong but significant difference between June and 279 
August functions (R = 0.18). The functional turnover showed a strong functional redundancy in fjord 280 
communities (96% shared functions between June and August). The sediments shared more functions 281 
with rivers and August samples than with June (81%, 71% and 68% resp.). 282 

Among sediment samples, the same spatial clustering was observed along the fjord transect 283 
(Figure 3C). 46% of the variance was explained by the grouping related to location in the fjord 284 
(PERMANOVA p ≤ 0.001). Sediment microbial communities located at the estuaries were more 285 
related to glacier sediment microbial communities (ANOSIM R = 0.61, p > 0.05) than to fjord transect 286 
sediment microbial communities (ANOSIM R = 0.83, p < 0.05). Hence, within environmental 287 
compartments, microbial communities showed similarities in their distribution depending on the water 288 
type and the location within the fjord.  289 

3.3 Taxonomic Composition and Indicator OTUs of Seasonality 290 

All communities were dominated by the phyla Proteobacteria – including the classes 291 
Alphaproteobacteria, Gammaproteobacteria – and Bacteroidetes – including the class Bacteroidia –, 292 
but they all showed specific patterns in their occurrence (Figure 4A). Fjord microbial communities in 293 
June and August were dominated by Gammaproteobacteria (36.0% and 24.2% respectively), 294 
Alphaproteobacteria (33.5% and 26.1%), and Bacteroidia (22.7% and 29.8%), although they differed 295 
in their dominance pattern, and clear seasonal differences existed (Figure 4B). 296 

In June, Gammaproteobacteria were dominated by the order Oceanospirillales (17.7% of 297 
community average composition) with the family Nitrincolaceae (14.5%) and Alteromonadales 298 
(Pseudoalteromonas sp.). Alphaproteobacteria were dominated by the order Rhodobacterales (27.2%), 299 
highly represented by sulfur-oxidizing bacteria of the Sulfitobacter sp. (20.1% of community average) 300 
and by the genus Octadecabacter (4.1%). Bacteroidia were predominantly represented by genera of 301 
the Flavobacteriales order, including Polaribacter (6.1%), Formosa (3.7%) and the NS5 marine group 302 
(2.8%), and by other Flavobacteriaceae (4.4%). 303 

In August, community composition differed from June in the abundant members of these classes. 304 
Bacteroidia included the same taxa, but also the genus Ulvibacter (3.0%), which was rare in June 305 
(0.3%). Alphaproteobacteria were also dominated by the genus Sulfitobacter, but were represented by 306 
a more even community, including the SAR11 Clade Ia (5.8%), and the genera Planktomarina (3.2%) 307 
and Ascidiaceihabitans (2.4%), which was rare in June (0.1%). Gammaproteobacteria included 308 
members of the Cellvibrionales oligotrophic marine clades (OM60, SAR92), while Oceanospirillales 309 
and Altermonadales were less abundant (34% of the Gammaproteobacteria vs. 61% in June). August 310 
communities also differed from June communities because of highly abundant clades of the class 311 
Verrucomicrobiae, including the genera Roseibacillus (7.4% of average community composition), and 312 
Luteolibacter (1.3%), and with their composition in Actinobacteria (6.3% in August, 4.1% in June), of 313 
which the genera Candidatus Aquiluna (3.8%), Sva0996 (1.4%) and Illumatobacter (1.4%) were 314 
abundant. 315 

River communities were dominated by Burkholderiales (33%), mostly represented by the genera 316 
Rhodoferax (7.9%), Polaromonas (5.9%), Thiobacillus (4.9%), Massilia (2.8%), and Gallionella (2.3%) 317 
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but these taxa were equally abundant in June and August water column communities. Reciprocally, 318 
taxa that differentiated June from August water column communities were not abundant in the rivers 319 
(Figure 4B). 320 

Sediments had a unique microbial community composition, and taxonomic overlap with both 321 
fjord (Flavobacteriales 19.1%, Cellvibrionales 7.4%, Rhodobacterales, Verrucomicrobiales, 322 
Oceanospirillales), and rivers (Burkholderiales, 6.8%). However, they showed different patterns in the 323 
members of these groups (Figure 4B). 324 

 Indicator taxa analyses supported these results, and also pointed out several taxa of lower 325 
abundance (Supplementary Table 3). In the water column, we identified 16 indicators in June and 28 326 
in August. We identified 35 indicators in the rivers, and 38 in the sediments. 327 

3.4 Metabolic Functions Inferred from Taxonomy 328 

Based on the taxonomy, we identified several functions of which the potentials differed between 329 
seasonal groups (Figure 5). Overall, June water column communities showed higher potential for 330 
carbon and nitrogen fixation (p < 0.01), phosphorus utilization (p < 0.005), and for methane oxidation 331 
(p < 0.005) compared to August water column communities. The latter were associated with a higher 332 
potential for sulfate reduction (p < 0.05) and mercury methylation (p < 0.001) compared to June water 333 
column communities. In August, there was also a separation of the functions between SW and AdW, 334 
highlighting the spatial gradient already observed for community composition. For instance, carbon 335 
fixation by prokaryotic organisms and methane oxidation had higher potentials in fjord transect SW 336 
than in AdW (p < 0.005), potential for sulfate reduction was higher in AdW compared to fjord SW 337 
(p < 0.005) and estuary SW (p < 0.05). Finally, potential for laminarin degradation was also higher in 338 
AdW compared to estuary SW (p < 0.05), glacier SW (p < 0.05), and fjord SW (p < 0.01). 339 

Rivers had a high potential for photosynthesis compared to the water column (p < 0.001). 340 
However, river samples were segregated from water column samples because of their low potential for 341 
other specific functions — nitrification (p < 0.05), denitrification (p < 0.001), methane oxidation 342 
(p < 0.005) and iron chelation (p < 0.001). Finally, rivers could be a source for Sulfate Reducing 343 
Bacteria (SRB) as they showed high sulfate reduction potential (p < 0.001 compared to water column). 344 

Sediments were segregated from the other compartments with a specific functional footprint, as 345 
they showed very low carbon and nitrogen fixation, phosphorus utilization and methane oxidation 346 
potential, but the highest potentials for nitrification, methanogenesis and mercury methylation. 347 

3.5 Environmental Drivers of Isfjorden Microbial Community Structure Within the Water 348 
Column 349 

Microbial community structure was significantly correlated with coastal environmental 350 
conditions in Isfjorden (Procrustes, p = 0.001). Ordination analyses separated August from June 351 
communities, as well as inner fjord SWs from outer fjord AdWs. 352 

Results of redundancy analysis highlighted a strong seasonal difference between June and August 353 
communities (Figure 6A). The first RDA axis, which accounted for 51% of the community variation 354 
between June and August, was positively correlated with temperature, Secchi depth, 𝛿13C of POC, and 355 
SUVA254 (ANOVA p < 0.005), and negatively correlated with DOC (p ≤ 0.001) and chlorophyll a 356 
(p ≤ 0.01). While June communities correlated with higher DOC and chlorophyll a concentrations, 357 
August communities were related to higher temperature, higher 𝛿13C value of POC and an aromatic 358 
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signal of DOM. Separation of June from August communities was thus driven by temperature, 359 
terrestrial inputs, and productivity. These variables alone explained 72% of the total variation, of which 360 
51% accounted for seasonal changes. 361 

Results of redundancy analysis on functional data also highlighted this seasonal shift (Supplementary 362 
Figure S4A. June samples were characterized by a higher DOC concentration, while August samples 363 
correlated with higher 𝛿13C POC, suggesting that the seasonality was mostly explained by changes in 364 
terrestrial inputs and carbon availability. Interestingly, temperature did not explain this separation. 365 

A secondary, spatial gradient existed within these communities, explained by the second RDA 366 
axis (Figure 6A). We built a second model to explore within-month drivers of microbial community 367 
structure. Redundancy analysis on August communities highlighted the physical and chemical effects 368 
of riverine inputs on spatial variations along the fjord SWs and AdWs, and highlighted different 369 
explanatory variables than the ones explaining the seasonal shift (Figure 6B). Both RDA axes 370 
explained this spatial gradient in August (ANOVA p ≤ 0.001), with salinity (p ≤ 0.001) on the one 371 
hand, and NO2-+NO3- (p ≤ 0.001), particulate P (p < 0.01), particulate N (p ≤ 0.001), and POC 372 
(p < 0.05) on the other, highlighting that this gradient in microbial community structure coincided with 373 
gradients in salinity and nutrients. 63% of the variability within August communities was explained by 374 
these variables. However, this gradient was almost non-existent in June, although salinity and NO2-375 
+NO3- concentration significantly explained the variability within June samples (data not shown). 376 

The inclusion of river samples in the analysis (Supplementary Figure S4B) showed that the variability 377 
between river, August, and June communities, was explained by salinity (p ≤ 0.001), SPM, turbidity 378 
(p < 0.05), DOC (p ≤ 0.001), and SiO2 (p < 0.05), linking seasonal and spatial gradients. These 379 
variables explained 85% of the variability within the river-fjord system communities, of which 66% 380 
explained the river-fjord transition. Hence, the observed changes in microbial community structure 381 
coincided with environmental variables influenced by terrestrial inputs, both for the seasonal and 382 
spatial gradient. 383 

Correlations between highly abundant indicators and physico-chemical variables corroborated 384 
these results (Figure 7). June indicator taxa correlated with conditions representing marine and 385 
terrestrial sources of carbon (positive correlations with DOC concentration, negative correlations with 386 
𝛿13C of POC and SUVA254). This was especially verified for highly abundant and very specific 387 
indicators (e.g. Sulfitobacter, Octadecabacter; Figure 7). They also correlated negatively with 388 
temperature. August indicator taxa correlated with conditions representing late melt season (positive 389 
correlation with temperature), and were negatively correlated to carbon indicators (DOC, POC). They 390 
also correlated with a marine source of carbon (positive correlations with 𝛿13C of POC). Finally, 391 
numerous August indicators positively correlated with silicate and ammonia concentrations, nutrients 392 
which were associated with riverine inputs.  393 
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4 Discussion 394 

4.1 Environmental Compartments Shape Microbial Community Structure 395 

We observed variations in microbial community structure in Isfjorden both between and among 396 
environmental compartments. Rivers, sediments and fjord water communities showed clear differences 397 
in their diversity pattern and microbial community structure. Furthermore, we observed seasonal and 398 
spatial variations in microbial community structure within fjord waters, where June and August 399 
communities differed, in relation to freshwater influence (Figure 8). 400 

The lower OTU richness and higher OTU evenness observed in August compared to June have 401 
been documented in other Arctic coastal environments (Kellogg et al., 2019) and can be explained by 402 
several potential drivers. The high load of freshwater that enters the fjord in June with the spring freshet 403 
(McGovern et al., 2020) might temporally boost the richness in June, as allochthonous taxa from the 404 
rivers enter the fjord as part of the rare biosphere, but do not survive until summer. This is supported 405 
by June waters sharing a greater amount of OTUs with the rivers than August waters, and more 406 
generally, with the demonstrated influence of river taxa in estuaries (Fortunato et al., 2013; Hauptmann 407 
et al., 2016). However, given that this effect should be amplified nearshore in the estuaries, which was 408 
not the case in June, we suggest that additional environmental variables explain this pattern. We 409 
observed differences in functional diversity between the early and late melt season, although a strong 410 
redundancy existed between June and August communities, ensuring functional redundancy and 411 
resilience of the ecosystem (Walker, 1992). We suggest that other differences account for seasonal 412 
variations. Some functions are phylogenetically widespread (e.g. heterotrophic metabolism) and persist 413 
despite variation in microbial community composition (Langenheder et al., 2006). This explains the 414 
low variation in our functional analysis in comparison to greater variations observed in community 415 
composition. However, specific functions can show high variations with small differences in microbial 416 
community composition (Balser and Firestone, 2005; Bell et al., 2005; Balmonte et al., 2019), 417 
suggesting that these differences could lead to differential realization of element cycling in June and 418 
August, such as different efficiencies in the realization of the carbon, nitrogen, sulfur and phosphorus 419 
cycles. 420 

Sediment microbial communities differed from all other communities in terms of diversity and 421 
function. However, they shared similarities with the rivers in terms of diversity and composition, which 422 
could be attributed to the particle-attached bacteria that enter the fjord via runoff and settle out. 423 
However, sediment communities also shared taxa with fjord waters, especially June waters, although 424 
they were collected in August. This can be explained by high sedimentation rates observed in June, 425 
subsequent to high loads of freshwater that enter the fjord (McGovern et al., 2020). However, the 426 
functional pattern in the sediments was more related to rivers and August fjord communities. This 427 
suggests that sinking particles are colonized by unique microbial assemblages with overlap from both 428 
rivers and fjord communities, that later constitute sediment communities. Particles indeed act as a direct 429 
substrate for bacterial utilization and select particle-attached microbial communities with specific 430 
structure and function (Jain et al., 2019), and can cause significant differences between free-living and 431 
particle-attached bacteria as has been observed in Kongsfjorden (Jain and Krishnan, 2017). 432 

While we observed strong microbial community reorganization between the early and late melt 433 
season in relation to physical and biogeochemical drivers, other potentially relevant explanatory 434 
variables, i.e. protistan or metazoan grazing, virus lysis, or bacteria-bacteria relationships, were not 435 
measured in this study. Hence, environmental compartments play a key role in shaping microbial 436 
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communities, but other environmental and biological variables might explain within-compartment 437 
variations in community structure and functional characteristics.  438 

4.2 River Runoff Drives Seasonal Changes in Water Column Community Structure 439 

Our study revealed seasonal and spatial shifts in microbial community structure in Isfjorden in 440 
relation to physical and geochemical gradients related to freshwater influence. 441 

Stratification and temperature of the water column were the two main physical drivers. The 442 
observed spatial gradient in August was related to sampling depth, with a stratification of the microbial 443 
communities between SW and AdW. The stratification of freshwater-influenced SW and warm, saline 444 
AdW might create separate niches for August communities. Galand et al. (2009) suggest that rare and 445 
abundant phylotypes follow different patterns of dispersion, with a more limited dispersal potential for 446 
the rare biosphere. Physical boundaries like water masses might thus lead to changes in the repartition 447 
of the rare biosphere. A reduction in the rare biosphere in August compared to June could thus be 448 
explained by a retention of the rare biosphere in the SW. As shown by McGovern et al. (2020), there 449 
was a stronger freshwater retention in the SW and a deeper influx of AdW from the shelf in August, 450 
enhancing stratification throughout the fjord. This likely creates separate habitats distinguished by 451 
physical boundaries in August, potentially limiting the dispersion of the rare biosphere in the water 452 
column, and also explaining the higher evenness and stratification of the communities. Hence, the 453 
different patterns observed in June and August could result from differences in the water column 454 
structure. 455 

Seasonal changes in community structure were also related to water column temperature. 456 
Increased surface water temperature from June to August can partly be explained by expected seasonal 457 
increases in temperature, but also by the terrestrial inputs. River water temperatures were higher in 458 
August, and the associated high particle load (reduced Secchi depth nearshore) absorbs solar radiation 459 
creating a warmer environment locally in rivers and freshwater impacted parts of the fjord (McGovern 460 
et al., 2020). Although temperature was a strong driver differentiating microbial community structure 461 
between early and late melt season, we suggest it was not the main driver here. Firstly, removing 462 
temperature from the constraining variables did not suppress the observed seasonality. Moreover, 463 
seasonal variation in functional composition was unrelated to changes in temperature, suggesting that 464 
even though microbial metabolic changes can occur with temperature (Kirchman et al., 2005), other 465 
environmental variables explained differences between June and August communities and functional 466 
diversity. 467 

Indeed, this study also suggests a geochemically driven seasonal shift, separating June from 468 
August microbial communities. We identified 𝛿13C of POC, DOC, chlorophyll a and SUVA254 as main 469 
geochemical drivers for the seasonal shift from June to August. Low 𝛿13C of POC in June indicates a 470 
higher contribution of terrestrial carbon compared to August, but chlorophyll a, which mostly 471 
represents biomass coming from the water column, was also higher, suggesting that June communities 472 
respond to both autochthonous and allochthonous sources of carbon. The degradation of marine and 473 
terrestrial sources of carbon during the summer months could explain why DOM was more humic and 474 
refractory in August (higher SUVA254), and of lower molecular weight (McGovern et al., 2020). 475 
Although previously considered refractory to microbial processes, recent studies demonstrated that 476 
microbial communities can degrade humic DOM to a greater degree than previously expected (Paulsen 477 
et al., 2019). The fact that DOC, 𝛿13C of POC and SUVA254 explained the seasonal gradient suggests 478 
that June and August microbial communities partly differed depending on the source of carbon, 479 
corroborating previous findings that terrestrial DOM (tDOM) amendments induce changes in microbial 480 
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community composition (Mccarren et al., 2010; Sipler et al., 2017; Müller et al., 2018; Balmonte et 481 
al., 2019; Cerro-Gálvez et al., 2019). 482 

The spatial gradient in microbial community structure identified in the water column in August, 483 
resulting in community stratification and separating inner from outer fjord samples was explained by 484 
NO2-+NO3-, particulate P, particulate N, and POC concentrations, which are strongly influenced by 485 
river runoff in this system (McGovern et al., 2020). Together with the fact that runoff influenced 486 
variables (temperature, carbon source, nutrients) explain both seasonal and spatial gradients, this 487 
suggests that the spatial gradient is also related to the seasonality in terrestrial runoff. 488 

Thus, microbial community structure in the water column was related to physical and biogeochemical 489 
gradients. These main underlying gradients are tightly related to terrestrial inputs, which explained 490 
both seasonal and spatial gradients in microbial community structure. Hence, we suggest that between 491 
early and late melt season, communities undergo changes resulting from the intertwining of the strictly 492 
seasonal shift and the stratification of the microbial communities. In the open ocean, seasonal 493 
successions in microbial communities are explained by changes in temperature, stratification of the 494 
water column, and depletion in macronutrients (phosphorus, combined nitrogen) (Treusch et al., 2009). 495 
Here, these gradients are driven by the physical and chemical effects of terrestrial runoff, suggesting 496 
their overwhelming effect in shaping coastal microbial communities compared to seasonal succession. 497 

The spatial effects of the terrestrial runoff were also observed in the sediments. Within this 498 
compartment, microbial communities showed differences in structure according to their location in the 499 
fjord. This suggests that either the bottom water physico-chemical variables induce a selection in the 500 
communities that colonize the sediments; or that the communities that colonize the sediments already 501 
reflect a spatial gradient before marine and terrestrial particle-attached communities settle out. The two 502 
hypotheses are not mutually exclusive, but both are related to the spatial gradient created by 503 
environmental variables influenced by the runoff. Although no study of a potential seasonality in the 504 
sediment microbial communities could be carried out, the coincidence of the spatial groupings between 505 
the water column and the sediments supports the hypothesis that Isfjorden microbial communities are 506 
responsive to the environmental gradients related to terrestrial runoff. Previous studies have already 507 
correlated changes in the geochemistry and benthic microbial community changes (Bertics and Ziebis, 508 
2009; Abell et al., 2013), but measurements of environmental variables at a scale that allows 509 
microniche resolution would be needed to investigate the correlations between specific environmental 510 
variables and benthic microbial community structures along the gradient. 511 

4.3 Seasonality and Water Column Stratification Influence Bacterial Functional Repartition 512 

While functional inferences from taxonomy could be misleading and cannot replace whole 513 
metagenome profiling (Aßhauer et al., 2015), they can be useful to study potential impacts of the 514 
taxonomic differences on the functions, for further in-depth studies (e.g. Laroche et al., 2018). The 515 
results can aid metagenomics, metabolomics and in situ activity measurements for future studies. We 516 
hypothesize that the shift in microbial communities is reflected in their potential functions, similarly 517 
affected by seasonal environmental changes.  518 

We observed lower relative abundances of taxa capable of chemotrophic or phototrophic 519 
inorganic carbon fixation in August, suggesting that the community is shifting to fewer phototrophic 520 
taxa. In both months, taxa with the potential for N2 fixation, nitrification, and denitrification were 521 
found, but taxa with the potential for N2 fixation were more abundant in June, suggesting that N2 522 
fixation may be a useful strategy under nitrogen limitation in coastal systems, but may also be related 523 
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to the import of cyanobacteria, which are often abundant in Arctic terrestrial systems (Kim et al., 2008; 524 
Komárek et al., 2012). In fact, the higher prevalence of potential N2 fixers and phototrophs points to a 525 
higher fraction of cyanobacteria, potentially related to a higher surface runoff with snow melt 526 
incorporating cyanobacterial communities, such as soil crusts and cyanobacterial mats (Vonnahme et 527 
al., 2016). Both potential sulfur-oxidizers (SOB) and potential anaerobic sulfate-reducers (SRB) have 528 
been found in all systems. SRB (e.g. Thiobacillus sp.) were most abundant in rivers, but surprisingly 529 
also relatively abundant in August fjord water column, potentially related to increased river inputs, 530 
considering that sulfate reduction is an anaerobic process. This difference was also mostly driven by 531 
AdW, which harbored more of these taxa. Hence, this higher input of taxa most likely associated with 532 
terrestrial anoxic habitats, shows that inputs of river taxa seem to increase in August leading to the 533 
increased stratification. Besides, potentially anaerobic bacteria may hint to a change in hydrology with 534 
groundwater and thawing of deeper soil layers as source, in contrast to snow melt as the main source 535 
in June. SRB have been associated with mercury methylation, a process creating methylmercury, a 536 
highly toxic compound for higher trophic levels (Ekstrom et al., 2003; Merritt and Amirbahman, 2009; 537 
Podar et al., 2015). However, the degree to which the functions linked to anoxic conditions are realized 538 
in the studied communities are unclear, given the oxic conditions in the water column and sediments 539 
for these shallow coastal waters. The requirement for anoxic environments makes reduces the potential 540 
for mercury methylation in the water column, but previously produced methylmercury originating from 541 
terrestrial systems may be imported to the fjord together with the SRB. This makes SRB candidates 542 
for biomarkers associated with methylmercury. It also suggests that many of the taxa found in the fjord 543 
are likely not active, but passively imported via rivers. Similarly to SRB, bacteria potentially capable 544 
of other functions related to anoxic environments, such as methane oxidation are more abundant in the 545 
brackish surface layer in August. 546 

In summary, August communities are characterized by taxa capable of functions that are either 547 
more related to terrestrial systems (N2 fixation, sulfate reduction, methane oxidation), or simply not 548 
likely in oxygenated fjord water (sulfate reduction), showing that bacteria are transported into the fjord 549 
together with the freshwater leading to the observed stratification. As these bacteria were not dominant 550 
in their abundance, we suggest they can provide insight into the future of this rare biosphere. Besides, 551 
these bacteria are not necessarily active, but may be useful as biomarkers for terrestrial inputs, or 552 
contaminants (e.g. methymercury). Direct activity measurements or metatranscriptomics are necessary 553 
to study the actual functions important in the fjord. Besides, these results, although unable to predict 554 
exact changes in biogeochemical cycling, support our hypothesis that amplification of seasonal 555 
processes and a long lasting melt season due to increasing runoff, while leading to freshening of the 556 
SW, stratification of coastal waters, and a higher load of nutrients and particulate matter, could disrupt 557 
biogeochemical cycling driven by microorganisms in Arctic coastal waters. 558 

4.4 Microbial Community Composition Responds to Seasonal Changes in Carbon Availability 559 

Given the high load of terrestrial DOC delivered to the fjord during spring freshet, we 560 
hypothesized that June waters provide a niche for copiotrophic bacteria that rapidly thrive and deplete 561 
water in DOC. The resulting waters, with lower DOC concentrations, and lower light availability due 562 
to higher sediment loads, along with nutrient additions from the rivers, could then allow heterotrophs 563 
(high nutrient concentrations: particulate matter, combined nitrogen, phosphate, silicate) and 564 
oligotrophic marine clades (less available DOC) to outcompete autotrophs. 565 

We identified potential sentinels for the observed changes in DOM source and higher nutrient 566 
concentrations. For example, Alphaproteobacteria were abundant in June and August communities, but 567 
diverged in their abundant members. In June they were dominated by Sulfitobacter sp., a 568 
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chemoorganotrophic aerobic and sulfur oxidizing clade (Sorokin, 1995), that has been reported in 569 
highly productive environments, mostly following phytoplankton blooms (Lee et al., 2019), and 570 
Octadecabacter sp., a typical polar marine species (Gosink et al., 1997). Octadecabacter sp. is 571 
psychrophilic and heterotrophic (Gosink et al., 1997), but lacks the machinery needed to degrade 572 
aromatics (Newton et al., 2010), which is likely why it was less abundant in August, when the DOM 573 
shifted to a higher aromaticity. In August, Alphaproteobacteria were dominated by the heterotrophic 574 
SAR11 Clade Ia. SAR 11 is an abundant clade in oligotrophic ocean systems (Rappé and Giovannoni, 575 
2003; Malmstrom et al., 2007; Straza et al., 2010), and has also been described as abundant in stratified 576 
water columns (Field et al., 1997; Morris et al., 2002; Lee et al., 2019), typically in the end of a spring 577 
bloom associated bacterial succession (Treusch et al., 2009). In contrast to open ocean systems, where 578 
the presence of SAR11 is related to nutrient poor waters in summer stratified periods (Treusch et al., 579 
2009; Bakenhus et al., 2018), fjords receive constant inputs of freshwater, DOM, and nutrients from 580 
the nearby terrestrial environment. Nevertheless, we found SAR11 Clade Ia to correlate positively with 581 
silicate, temperature and marine organic matter. The highest abundances were also observed later in 582 
the season, indicating that SAR11 may benefit from stratified oligotrophic waters, or from the river 583 
inputs. Overall, these results could suggest that, in August, a more diverse environment in Arctic 584 
coastal waters allows for more diverse and widely spread taxa, either because of stratified, warming 585 
waters or DOC-poor but nutrient-enriched waters. However, SAR11 consists of several subgroups that 586 
cannot be all related to specific environmental variables. 587 

In August, alongside the reduction in DOC, a population of Cellvibrionales outnumbered the 588 
population of Oceanospirillales and Alteromonadales that was abundant in June, mostly with 589 
oligotrophic marine clades (OM60, SAR92). SAR92 is common in coastal waters at high (Ghiglione 590 
et al., 2012) and low (Teeling et al., 2012) latitudes. This supports the hypothesis that fresher stratified, 591 
terrestrial DOM influenced and warmer waters in Arctic coastlines could be a niche for pervasive 592 
marine clades that would outcompete Arctic specific marine clades in oligotrophic waters. 593 

Finally, the genus Polaribacter was abundant in June and August coastal waters, and was slightly more 594 
abundant in June. This is not surprising given that these waters were enriched in DOC, and because 595 
Polaribacter sp. is known as a copiotrophic species thriving in environments with high concentrations 596 
of terrestrial DOM and phytoplankton degradation products (Sipler et al., 2017; Underwood et al., 597 
2019). Its high abundance in both months supports the hypothesis that this genus may be resilient to 598 
the ongoing changes and increasing terrestrial inputs, with the ability to utilize a spectrum of terrestrial 599 
DOM quality (Sipler et al., 2017). Hence, the changes in microbial community composition observed 600 
in between early and late melt season follow the changing environmental conditions related to river 601 
runoff. 602 

We suggest that the observed changes in microbial community composition of this abundant 603 
biosphere were independent from the transport of allochthonous freshwater-taxa from the rivers. 604 
Indeed, we identified taxa of the Verrucomicrobiae class as potential sentinels for August waters, 605 
notably of the Roseibacillus and Luteolibacter spp. Although known to be abundant in soils, they can 606 
be found in marine environments. Previous studies found that transport from terrestrial runoff is not 607 
the main cause for their abundance in marine coastal environments (Freitas et al., 2012), supporting 608 
our hypothesis that the composition shift in August is rather due to the load of nutrients from the rivers 609 
and subsequent environmental changes than to the transport of freshwater-taxa. Roseibacillus and 610 
Luteolibacter were observed in another Svalbard fjord (Cardman et al., 2014) in the water column, and 611 
reported to colonize, along with taxa from the Bacteroidetes phylum, particulate OM, because of their 612 
ability to degrade complex carbohydrates (Jain et al., 2019). Our observation supports the hypothesis 613 
that the dominance of these bacterial groups indicates availability of complex organic substrates (Jain 614 
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et al., 2019). Other August indicator taxa were not abundant in the rivers, suggesting that their presence 615 
was unrelated to a transport of freshwater-taxa. In this study, rivers were not a source of abundant taxa, 616 
but this observation does not exclude the possibility that terrestrial inputs might directly affect the rare 617 
biosphere, which is known to play an important role in biogeochemical cycles (Galand et al., 2009; 618 
Balmonte et al., 2019) and to respond to seasonal changes (Alonso‐Sáez et al., 2015).  619 

While assigning specific taxa to environmental characteristics could be misleading, our study 620 
suggests a reorganization of microbial communities in response to river runoff, in addition to expected 621 
microbial seasonal successions occurring during summer stratified periods — characterized by the 622 
prevalence of phototrophs such as the SAR11 clades Ia and Ib, and the SAR86 and SAR116 clades 623 
(Carlson et al., 2009; Treusch et al., 2009). Correlations between seasonal indicators and environmental 624 
variables of the Isfjorden system corroborated these hypotheses, as some of June water column 625 
indicators were related to higher DOC concentrations, a terrestrial signal of the POC and a low 626 
aromaticity of the DOM, whereas many August indicators correlated with low DOC concentrations, 627 
and a marine signal of the POC. Higher temperature in August coastal waters often correlated with 628 
Arctic non-specific taxa, which suggests that warming coastal waters could leave a niche for pervasive 629 
marine clades. Some indicators also correlated with concentrations in silicates and ammonia, again 630 
suggesting an indirect effect of the terrestrial runoff on shaping microbial communities in the late melt 631 
season. 632 

4.5 Outlook and Perspectives 633 

Whereas the relative importance of top-down and bottom-up effects on bacterial communities is 634 
still discussed, studies have demonstrated that bottom-up effects might be prevalent in post-bloom 635 
conditions in the Arctic, when bacterioplankton communities are stimulated by resource supply (Vaqué 636 
et al., 2008). The overwhelming role of seasonality in environmental conditions in the Arctic may also 637 
favor bottom-up regulation of microbial communities (Gilbert et al., 2012). In this study, we find an 638 
important role of the environmental compartment and the environmental conditions in shaping 639 
microbial communities during the melt season. Hence, our study is another illustration of the concept 640 
“everything is everywhere – the environment selects” – the ‘Baas-Becking’ hypothesis (Baas-Becking, 641 
1934). Nevertheless, it also shows that the source of the bacteria and the environmental conditions are 642 
not mutually exclusive, as suggested by Langenheder et al. (2006). Consistent with previous findings 643 
(e.g. Crump et al., 2004), we find an overwhelming role of the environment in shaping microbial 644 
community structure. In the Isfjorden system, bacteria may come from the open ocean, the fjord, the 645 
rivers, the land, or the glaciers. While the environmental compartment determines the type of 646 
assemblage within each compartment, the physical and chemical conditions selected for or against 647 
some taxa, ensuring seasonal transition in response to a changing environment. The role of both the 648 
source of bacteria and environmental conditions have to be taken into consideration when it comes to 649 
determining the drivers of microbial community structures, as discussed in Bertics and Ziebis (2009). 650 
Our study thus suggests the presence of both autochthonous and allochthonous taxa within the water 651 
column, but a selection against or for them through the environment. 652 

In the Arctic, and in particular in coastal environments, environmental conditions are highly 653 
variable both seasonally and over short time scales. However, our data suggest that the amplitude and 654 
time-scale of these changes were sufficient to engender detectable changes in the communities. Here 655 
within one compartment, with similar sources of bacteria, the environment plays a key role in shaping 656 
different microbial communities, and even though very small variability in potential functionality was 657 
revealed, these seasonal variations could be enhanced in response to projected changes in Arctic 658 
terrestrial and marine systems. We thus suggest that in response to climate change and amplified 659 
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seasonal processes, early summer, post-bloom microbial communities might be reorganized towards 660 
more copiotrophic taxa that will rapidly deprive coastal waters in organic and bioavailable carbon. 661 
Meanwhile, late melt season microbial communities may arise after those very specific taxa. Hence, 662 
microbial communities are likely to play a role in the amplification of seasonal processes, and with 663 
expected increases in terrestrial runoff in response to climate change, this study provides insight into 664 
the potential changes in microbial communities that could occur subsequently to these environmental 665 
changes. 666 

As one of the first studies of this scale in an Arctic fjord system, it is a first step in understanding 667 
possible future effects of increased terrestrial inputs on microbial communities along Arctic coastlines. 668 
Amplicon sequencing provided an in-depth overview of the variants in our system and identified 669 
potential sentinels for the observed changes in the water column biogeochemistry between the early 670 
and late melt season. However, it is not deprived of biases, from the extraction protocol, the PCR biases 671 
engendered by the primers for certain taxa (Wear et al., 2018), the gene copy number, and informatic 672 
processing. The abundances provide relative knowledge but absolute quantification with e.g. CARD-673 
FISH (Kubota, 2013) would be needed to compare among other studies. Although amplicon 674 
sequencing is unreliable for powerful functional analyses, which require targeting key genes using 675 
metagenomics or quantitative PCR, it could aid in developing further hypotheses on expected changes 676 
in element cycling. To test for taxonomic and functional differences, an integrated “-omics” study 677 
would be needed, as well as activity measurements. Here, amplicon sequencing is useful to predict 678 
possible seasonal changes, but does not identify sentinels of seasonal changes and terrestrial inputs, or 679 
exact perturbations of the biogeochemical cycles. Bioassay experimentations using an integrated 680 
approach with amplicon sequencing and DOM characterization with FT-ICR MS (Sipler et al., 2017) 681 
would facilitate characterization of specific changes in response to DOM availability. Finally, the 682 
“snap-shot” nature of our study design can engender bias because of short-term variability in the 683 
oceanographic conditions in stratified Arctic fjords, especially during the summer months (Skarðhamar 684 
and Svendsen, 2010). Future studies should include high spatial, seasonal and interannual resolution 685 
to provide a strong background for predicting future changes, as well as benthic community analyses 686 
and eukaryotic microbial community analyses, to provide an in-depth overview of the system. 687 
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 1026 

Figure 1. Station map of Isfjorden. Samples were collected from two depths in June and August 2018. 1027 
Color of the symbols indicates the location in the fjord. An asterisk indicates sites where only sediments 1028 
were collected. Other stations include both water column samples and sediment samples. Glaciers are 1029 
represented in white. The insert indicates where the fjord is located in Svalbard. Details of the sample 1030 
names, coordinates, location and type are available in Supplementary Table S1. The map was made 1031 
using PlotSvalbard (v0.8.11) in R (Vihtakari, 2019). The Svalbard map originates from the Norwegian 1032 
Polar Institute and the bathymetry shapefile from the Norwegian Mapping Authority.  1033 
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 1034 

Figure 2. Boxplots showing mean alpha diversity indices according to water type and seasonal 1035 
groupings. Alpha diversity indices (indicated on the left axis) were calculated as number of OTUs (A), 1036 
Chao1 (B) an ACE abundance-based richness, Pielou’s index for evenness (C), Shannon (D) and 1037 
inverse Simpson (E) diversity indices, and rare biosphere as singletons (SSO) (F) calculated relative 1038 
to all groups. ACE (not shown) followed the same trend as Chao1. The bottom axis indicates the habitat 1039 
(sediment, river) or the water type (water column). Estuary, glacier and fjord refer to the SW sub-1040 
groupings. A postHoc Dunn’s test was performed on a Kruskal-Wallis test to test for differences 1041 
between seasonal groups and water type groups (Supplementary Figure S1 and Supplementary 1042 
Table S2)  1043 
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Figure 3. Non-metric multidimensional scaling (NMDS) 1044 
plots showing bacterial beta diversity based on Bray-1045 
Curtis distances of (A) microbial community structure in 1046 
the fjord (stress value = 0.15) (B) functional composition 1047 
based on KEGG metabolic pathways (stress 1048 
value = 0.06) and (C) sediment microbial community 1049 
structure (stress value = 0.07).  1050 

●

●

●

●

●
●

● ●

●

●

●

●

●

●

●

●
●

●

●●

●

●
●

●

●

●

●●●

●

●

●

●

●

NMDS1

N
M

D
S2

Habitat and Water type
●

●

●

●

●

●

Sediment
River

Estuary SW
Glacier SW

Fjord SW
AdW

Month
● June

August

● ●

●

●

●

●

●

●

●

●●
●

●

●

●

●

●

●

●

●

●

●

● ●

●

● ●
●● ●●

●

●

●

NMDS1

N
M

D
S2

Habitat and Season
●

●

●

●

Sediment
River

June
August

Month
● June

August

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

NMDS1

N
M

D
S2

Location in the fjord
●

●

●

●

Estuary
Fjord transect

Glacier
Outer fjord

B 

C 

A 



 Terrestrial Inputs Shape Microbial Communities 

 
31 

 1051 

Figure 4. Taxonomic affiliation of the abundant biosphere. (A) Bacterial relative abundance of the 1052 
most abundant classes. Assignment of a sample to a seasonal group is indicated above the plot, and 1053 
samples are further classified according to their water type for the water column, to their location for 1054 
the sediments, and to their month for the rivers, indicated above the plot. Estuary, glacier and fjord 1055 
refer to the SW sub-groupings. Details of the samples corresponding to each bar is available in 1056 
Supplementary Figure S2. (B) Heatmap of the mean relative abundances for the most abundant 1057 
genera for habitat and seasonal groupings. Relative abundances are shown on a log-scale for higher 1058 
resolution. A high relative abundance is indicated by a blue color, a lower abundance is indicated by a 1059 
red color, and a grey color indicates the absence of the taxon. Taxa were pooled by seasonal group 1060 
prior to analysis.  1061 
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 1062 

Figure 5. Heatmap of the principal functions in element cycling. Relative abundances were z scaled to 1063 
be comparable and samples ordered by habitat and seasonal groups. Assignment of a sample to a habitat 1064 
or seasonal group is indicated above the plot. Water column samples are further classified according 1065 
to their water type, sediments according to their location in the fjord, and rivers according to sampling 1066 
month. For the water column, estuary, glacier (G) and fjord refer to the SW sub-groupings. Blue 1067 
indicates a high abundance, and red a low abundance. Metabolic functions were determined with 1068 
KEGG Orthologs genes or enzymes related to the KEGG reaction or pathway (Table 1). * Carbon 1069 
fixation in photosynthetic organisms. Details of each sample station and depth are available in 1070 
Supplementary Figure S3.  1071 
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 1072 

Figure 6. Redundancy analysis (RDA) with environmental drivers of community structure for different 1073 
sampling groups: (A) highlighting seasonal gradients in the fjord, and (B) the spatial gradient in the 1074 
fjord in August. Constraining variables are indicated in red. Only species with an RDA score > 0.08 1075 
are represented on (A) and with an RDA score > 0.07 on (B), and are scaled by 3. Percentages indicate 1076 
the amount of variation explained by each axis.  1077 
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 1078 

Figure 7. Heatmap of significant Spearman correlations between seasonal indicator taxa and Isfjorden 1079 
physico-chemical variables. The seasonal group is indicated above the plot and the taxonomic 1080 
affiliations are indicated beneath the plot. Indicators are ordered by decreasing abundance for each 1081 
month. Relevant indicators were chosen among highly abundant indicators. For a full overview of 1082 
indicator species, see Supplementary Table S3. Only significant correlations are shown. A blue color 1083 
indicates a positive correlation and a red color indicates a negative correlation. p-values were FDR-1084 
corrected with the BH correction.  1085 
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 1086 

Figure 8. Conceptual figure depicting major seasonal changes in the microbial communities in relation 1087 
to changing physico-chemical variables between the early and late melt season, in response to 1088 
terrestrial runoff. This figures includes components of conceptual figures presented by McGovern et 1089 
al. (2020) and Kellogg et al. (2019), and some symbols are courtesy of the Integration and Application 1090 
Network (ian.umces.edu/symbols/). For detailed information on biogeochemistry of the system, see 1091 
McGovern et al. (2020). 1092 
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Abstract. Arctic coastal ecosystems are rapidly changing due to climate warming, which makes 
modelling their productivity crucially important to better understand future changes. System primary 
production in these systems is highest during the pronounced spring bloom, typically dominated by 
diatoms. Eventually the spring blooms terminate due to silicon or nitrogen limitation. Bacteria can play 
an important role for extending bloom duration and total CO2 fixation through ammonium regeneration. 20 
Current ecosystem models often simplify the effects of nutrient co-limitations on algal physiology and 
cellular ratios and simplify nutrient regeneration, leading to an underestimation of primary production. 
Detailed biochemistry- and cell-based models can represent these dynamics but are difficult to tune in the 
environment. We performed a cultivation experiment that showed typical spring bloom dynamics, such 
as EXT algal growth via bacterial ammonium remineralisation, reduced algal growth and inhibited 25 
chlorophyll synthesis under silicate limitation, and gradually reduced nitrogen assimilation and 
chlorophyll synthesis under nitrogen limitation. We developed a simplified dynamic model to represent 
these processes. Overall, model complexity (number of parameters) is comparable to the phytoplankton 
growth  and nutrient biogeochemistry formulations in common ecosystem models used in the Arctic while 
improving the representation of nutrient co-limitation related processes. Such model enhancements that 30 
now incorporate increased nutrient inputs and higher mineralization rates in a warmer climate will 
improve future predictions in this vulnerable system.   
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1 Introduction 

Marine phytoplankton are responsible for half of the CO2 fixation on Earth (Field et al., 1998; Westberry 40 
et al., 2008). In high latitude oceans, diatoms are an important group contributing 20-40% of the global 
CO2 fixation (Nelson et al., 1995; Uitz et al., 2010). Marine primary production can be bottom-up limited 
by light and/or nutrients like nitrogen (N), phosphorous (P), silicon (Si), and iron (Fe) with pronounced 
geographical and seasonal variations in their availability (Eilertsen et al., 1989; Loebl et al., 2009; Iversen 
and Seuthe, 2011; Moore et al., 2013). Arctic coasts are one of the fastest changing systems due to climate 45 
change and modelling their dynamics is difficult but crucial for predictions of primary production with 
climate change (e.g. Slagstad et al., 2015; Fritz et al., 2017; Lannuzel et al., 2020). In Arctic coastal 
ecosystems primary production is typically highest in spring, after winter mixing supplied fresh nutrients, 
sea ice has melted, and combined with increasing temperatures, caused the formation of a stratified 
surface layer with sufficient light (Sverdrup, 1953; Eilertsen et al., 1989; Eilertsen and Frantzen, 2007; 50 
Iversen and Seuthe, 2011). With increasing temperatures and runoff, stratification in coastal Arctic 
systems is expected to increase, leading to decreased mixing and nutrient upwelling in autumn and winter 
and an earlier stratified surface layer in spring (Tremblay and Gagnon, 2009). The spring bloom typically 
consists of chain-forming diatoms and is terminated by Si or N limitation (Eilertsen et al., 1989; Iversen 
and Seuthe, 2011). Zooplankton grazing is typically of low importance for terminating blooms (e.g. Saiz 55 
et al., 2013), while inorganic nutrients are considered driving bloom termination (Krause et al. 2019, Mills 
et al. 2018).  Heterotrophic bacteria remineralisation of organic matter may supply additional N and Si 
(Legendre and Rassoulzadegan, 1995; Bidle and Azam, 1999; Johnson et al., 2007). N regeneration has 
been described as a mostly bacteria-related process (Legendre and Rassoulzadegan, 1995), while Si 
dissolution is mainly controlled by abiotic dissolution of silica (Bidle and Azam, 1999). Zooplankton may 60 
also release some ammonium after feeding on phytoplankton, but we suggest that this process is likely 
far less important than bacterial regeneration (e.g. Saiz et al., 2013). Previously measured ammonium 
exrection of Arctic mesozooplankton is typically low compared to bacterial remineralization (Conover 
and Gustavson, 1999), with the exception for one study in summer in a more open ocean setting (Alcaraz 
et al., 2010).  A warmer climate will increase both bacteria-related remineralisation rates (Legendre and 65 
Rassoulzadegan, 1995; Lannuzel et al., 2020) and abiotic silica dissolution (Bidle and Azam, 1999), but 
the magnitude is not well understood. 
Phytoplankton blooms may be dominated by a single or a few algal species, often with a similar 
physiology during certain phases of the bloom (e.g. Eilertsen et al., 1989; Degerlund and Eilertsen, 2010; 
Iversen and Seuthe, 2011). Chain-forming centric diatoms, sharing physiological needs and responses to 70 
nutrient limitations (e.g. Eilertsen et al., 1989; von Quillfeldt, 2005), typically dominate these blooms. In 
some Arctic and sub-Arctic areas the Arctic phytoplankton species chosen for this model, Chaetoceros 
socialis, can be dominant during spring blooms (Rey and Skjoldal, 1987; Eilertsen et al., 1989; Booth et 
al., 2002; Ratkova and Wassmann, 2002; von Quillfeldt, 2005; Degerlund and Eilertsen, 2010). Such 
spring phytoplankton blooms are accompanied by heterotrophic bacterioplankton blooms also showing 75 
typical succession patterns and distinct re-occurring taxa that dominate the community (Teeling et al., 
2012; Teeling et al., 2016). The importance of bacterial nutrient recycling for regenerated production has 
been recognized in several ecosystem models (e.g. van der Meersche et al., 2004; Vichi et al., 2007; Weitz 
et al., 2015) and algae bioreactor models focussing on nutrient conversions (e.g. Zambrano et al., 2016), 
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but is typically highly simplified or omitted in more sophisticated dynamic multi-nutrient, quota based 80 
models (e.g. Flynn and Fasham, 1997b.; Wassmann et al., 2006; Ross and Geider, 2009). These latter 
models have been often developed and tuned based on cultivation experiments in which microbial 
remineralization reactions were assumed to be absent (e.g. Geider et al., 1998; Flynn, 2001) despite the 
fact that most algae cultures, likely including Geider et al., (1998) and Flynn (2001) are not axenic. 
Parameters estimated by fitting axenic models on non-axenic experiment may be misleading, mostly by 85 
an inflated efficiency of DIN uptake. Additional positive effects of bacteria include vitamin synthesis 
(Amin et al., 2012), trace metal chelation (Amin et al., 2012), the scavenging of oxidative stressors 
(Hünken et al., 2008), and exchange of growth factors (Amin et al., 2015). However, especially in the 
stationary algal growth phase, Christie-Oleza et al. (2017) found that marine phototrophic cyanobacteria 
cultures are dependent on heterotrophic bacteria contaminants mainly due to their importance in 90 
degrading potentially toxic DOM exudates and regenerating ammonium. The current study aimed to 
bridge the gap between detailed representations of algae physiology and the role of microbial activity in 
an accurate way while keeping model complexity low.  
Most ecosystem models consider only a single limiting nutrient to control primary production after 
Liebig’s Law of the minimum (Wassmann et al., 2006; Vichi et al., 2007).  Yet we know that nutrient co-95 
limitation is more complex; for example ammonium and glutamate can inhibit nitrate uptake (Morris, 
1974; Dortch, 1990; Flynn et al., 1997), C and N uptake is reduced under Fe limitation, while Si uptake 
continues, leading to increasing Si:C/N ratios (Werner, 1977; Firme et al., 2003), and the effects on 
photosynthesis differs for nitrogen and silicon limitations also for different algal groups (Werner, 1977; 
Flynn, 2003; Hohn et al., 2009). Complex interaction models considering intracellular biochemistry 100 
(NH4-NO3 co-limitation, Flynn et al., 1997) and cell cycles (Si limitation, Flynn, 2001) can accurately 
describe these dynamics (Flynn, 2003), but are ultimately too computationally expensive to be integrated 
and parameterized in large scale ecosystem models. Some models (Hohn et al., 2009, Le Quéré et al., 
2016) implemented multinutrient (Hohn et al., 2009) and heterotrophic bacterial dynamics (Le Quéré et 
al., 2016) in Southern Ocean ecosystem models, but have their limitations in representing bacterial 105 
remineralisation (Hohn et al., 2009), or ammonium and silicate co-limitations (Le Quéré et al., 2016). In 
contrast to Antarctica, DIN is the primary limiting nutrient for phytoplankton growth while iron is not 
limiting in most Arctic systems (Tremblay and Gagnon, 2009; Moore et al., 2013).  
While simple lab experiments cannot represent all nutrient dynamics found in the environment (e.g. N 
excretion by zooplankton), they can focus on the quantitatively most important dynamics, to facilitate the 110 
development of simple, but accurate multinutrient models scalable to larger ecosystem models. The 
current study investigated the relevance of silicate, ammonium - nitrate co-limitation, bacterial nutrient 
regeneration and changes in photosynthesis, nitrogen assimilation, and cellular quotas in response to the 
changing nutrient limitations based on data from a culture based Arctic spring bloom system. The culture 
consisted of an axenic isolate of Chaetoceros socialis, dominating a phytoplankton net haul of a Svalbard 115 
fjord, used experimentally either under axenic conditions or after inoculation with bacteria cultures, 
isolated beforehand from the non-axenic culture. Parametrization and insights from these incubations 
were then used to develop and parameterize a simple Carbon quota based dynamic model (based on 
Geider et al., 1998), aiming to keep the number of parameters, and computational costs low to allow its 
use in larger ecosystem models. 120 
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The aims of the study was I) to study the bloom dynamics of simplified Arctic coastal pelagic system in 
a culture experiment consisting of one Arctic diatom species and co-cultured bacteria,  II) to develop a 
simple dynamic model representing the observed interactions, and III) to discuss the importance of more 
complex bloom dynamics and their importance for an accurate ecosystem model.  
We hypothesize that: I) Bacterial regeneration extends a phytoplankton growth period and gross carbon 125 
fixation; II) Diatoms continue photosynthesis under silicate limitation at a reduced rate if DIN is available; 
III) Cultivation experiments are powerful for understanding the major spring bloom dynamics.  

2 Methods 

2.1 Cultivation experiment 

The most abundant phytoplankton species from a net haul (20µm mesh size) in April 2017 in van 130 
Mijenfjorden (Svalbard) Chaetoceros socialis was isolated via the dilution isolation method (Andersen 
et al., 2005) on F/2 medium (Guillard, 1975). Bacteria were isolated on LB-medium (evaluated by 
Bertani, 2004) Agar plates using the algae culture as inoculum and sequenced at GENEWIZ LLC using 
the Sanger method and standard 16S rRNA primers targeting the V1-V9 region (Forwards 5’- 
AGAGTTTGATCCTGGCTCAG -3’, Reverse 5’- ACGGCTACCTTGTTACGACTT -3’) provided by 135 
GENEWIZ LLC for identification via blastn (Altschul et al., 1990). Two strains of Pseudoalteromonas 
elyakovii, a taxon previously isolated from the Arctic (Khudary et al., 2008) and known to degrade algae 
polysaccharides (Ma et al., 2008) and to excrete polymeric substances (Kim et al., 2016), were 
successfully isolated and used for the experiments. Before the start of the experiment, all bacteria in the 
algae culture were killed using a mixture of the antibiotics penicillin and streptomycin. The success was 140 
confirmed via incubation of the cultures on LB-Agar plates and bacterial counts after DAPI staining 
(Porter et al., 1980). The axenic cultures were diluted in fresh F/2 medium lacking nitrate addition 
(Guillard,  1975) using sterile filtered seawater of Tromsø sound (Norway) as basis. The algae cultures 
were transferred into 96 200ml sterile cultivation bottles with three replicates for each treatment. Half of 
the incubations were inoculated with bacteria cultures (BAC+), while the other half was kept axenic 145 
(BAC-). The cultures were incubated at 4°C and 100 µE m-2 s-1 continuous light and mixed 2-3 times a 
day to keep the algae and bacteria in suspension. We ensured sterile conditions during the experiment by 
keeping the cultivation bottles closed until sampling. However, endospores may survive the antibiotic 
treatment in low numbers and start growing especially towards the end of the experiment. Over 16 days 
three axenic and three BAC+ bottles were sacrificed daily for measurements of chlorophyll a (Chl), 150 
particulate organic carbon (POC) and nitrogen (PON), bacterial and algal abundances, nutrients (nitrate, 
nitrite, ammonium, phosphate, silicate), dissolved organic carbon (DOC), and the maximum quantum 
yield (QY) of PSII (Fv/Fm) as a measure of healthy photosystems.  
Chlorophyll a was extracted from a GF/F (50ml filtered at 200mbar) filter at 4C° for 12-24h in 98% 
methanol in the dark before measurement in a Turner Trilogy™ Fluorometer (evaluated by Jacobsen and 155 
Rai, 1990). POC and PON were measured after filtration onto precombusted (4h at 450°C) GF/F 
(Whatman) filters (50ml filtered at 200mbar), using a Flash 2000 elemental analyser (Thermo Fisher 
Scientific, Waltham, MA, USA) and Euro elemental analyser (Hekatech) following the protocol by Pella 
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and Colombo (1973) after removing inorganic carbon by fuming with saturated HCl in a desiccator. 
Bacteria were counted after fixation of a water sample for 3-4h with 2% Formaldehyde (final 160 
concentration), filtration of 25ml on 0.2µm pore size Polycarbonate filter, washing with filtered Seawater 
and Ethanol, DAPI staining for 7 minutes after Porter et al. (1980), and embedding in Citifluor-
Vectashield (3:1). Bacteria were counted in at least 20 grids under an epifluorescence microscope (Leica 
DM LB2, Leica Microsystems, Germany) at 10x100 magnification. In the same sample the average 
diameter of diatom cells at the start and end of the experiment was measured. Algae were counted in 2ml 165 
wells under an inverted microscope (Zeiss Primovert, Carl Zeiss AG, Germany) at 20x10 magnification 
after gentle mixing of the cultivation bottle. Algae cells incorporated in biofilms after day 9 in the BAC+ 
cultures were counted after sonication in a sonication bath until all cells were in suspension. Nutrient and 
DOC samples were sterile filtered (0.2µm) and stored at -20°C before measurements. Nutrients were 
measured in triplicates after using standard colorimetric on a nutrient analyser (QuAAtro 39, SEAL 170 
Analytical, Germany) using the protocols No. Q-068-05 Rev. 12 for nitrate (detection limit = 0.02 µmol 
L-1), No. Q-068-05 Rev. 12 for nitrite (detection limit = 0.02 µmol L-1), No. Q-066-05 Rev. 5 for silicate 
(detection limit = 0.07 µmol L-1), and No. Q-064-05 Rev. 8 for phosphate (detection limit = 0.01 µmol L-

1). The data were analysed using the software AACE. The nutrient analyzer was calibrated with reference 
seawater (Ocean Scientific International Ltd., United Kingdom). Ammonium was measured manually 175 
using the colorimetric method after McCarthy et al., (1977) on a spectrophotometer (Shimadzu UV-1201, 
detection limit = 0.01 µmol L-1). DOC was measured by high temperature catalytic oxidation (HTCO) 
using a Shimadzu TOC-5000 total C analyser following methods for seawater samples (Burdige and 
Homstead, 1994). The photosynthetic quantum yield was determined using an Aquapen PA-C 100 
(Photon Systems Instruments, Czech Republic). 180 
Certain factors, such as grazing, settling out of the euphotic zone, and bacterial and algae succession were 
not included into the experimental set-up to reduce complexity, and focus on nutrient dynamics. Trace 
metals, phosphate, and Vitamin B12 in coastal systems are assumed to be not limiting in Arctic coastal 
systems and were supplied in excess to the culture medium. Realistic pre-bloom DOC concentrations 
were present in the medium as it was prepared with sterilized seawater from the Fjord outside Tromsø 185 
before the onset of the spring bloom (March 2018). 
All plots were done in R. The f-ratio as indication for the importance of regenerated production (Eppley, 
1981) was calculated based on the average PON fixation in the last three days of the experiment (Eq C1). 
Here, nitrogen assimilation in the BAC- culture was assumed to be based on new (nitrate based) 
production, while fixation in the BAC+ experiment was assumed to also be based on regenerated 190 
(ammonium based) production.  

2.2 Model structure 

This section outlines the overall model structure followed by a description of the chosen parametrization 
approach for each relevant process. Details regarding model equations are provided in the Appendix 
(Table A1) and a schematic representation of the models is given in Figure 1. We used a dynamic cell 195 
quota model by Geider et al. (1998) to describe the BAC- experiment (G98). We then extended the G98 
model to represent the role of silicate limitation, bacterial regeneration of ammonium, and different 
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kinetics for ammonium and nitrate uptake (EXT) and fitted it to the BAC+ experiment while retaining 
the parameter values estimated for G98.  
The Geider et al. (1998) model (G98) describes the response of phytoplankton to different nitrogen and 200 
light conditions and is based on both intracellular quotas and extracellular dissolved inorganic nitrogen 
(DIN) concentrations, allowing decoupled C and N growth (Fig. 1). Within this model, light is a control 
of photosynthesis and chlorophyll synthesis. C:N ratios and DIN concentrations control nitrogen 
assimilation, which is coupled to chlorophyll synthesis and photosynthesis. Chl:N ratios are controlling 
photosynthesis and chlorophyll synthesis. G98 has been used in a variety of large scale ecosystem models 205 
with some extensions representing the actual conditions in the environment or mesocosms (e.g. Moore et 
al., 2004; Schartau et al., 2007; Hauck et al., 2013). Photoacclimation dynamics in Geider type models 
have been evaluated as quick and robust (Flynn et al., 2001), while the N-assimilation component has 
some shortcomings in regard to ammonium-nitrate interactions. The original model of Geider et al. (1998) 
for C and N was corrected for minor typographical errors (see Ross and Geider, (2009); Appendix Tables 210 
A6 A7).  
One aim of the study was to develop a model (EXT) with simplified dynamics of nutrient co-limitation, 
which is suitable for future implementation in coupled biogeochemistry-circulation models. The EXT 
model keeps all formulations of the G98 and adds dynamics and interactions of silicate, nitrate and 
ammonium uptake, carbon and nitrogen excretion and bacterial remineralisation (Fig. 1). The aim of the 215 
model was to describe the response in photosynthesis, chlorophyll synthesis and nitrogen assimilation 
with a minimal number of parameters. Hence, dynamics in silicate cycling and bacterial physiology were 
highly simplified. The limitations of these simplifications and the potential need for more complex models 
are discussed later.  
Silicate uptake was modelled using Monod kinetics after Spilling et al. (2010). The response of silicate 220 
limitation on photosynthesis and chlorophyll synthesis was implemented after findings by Werner (1978), 
Martin-Jézéquel et al. (2000), and Claquin et al. (2002). Werner (1978) found that silicate limitation can 
lead to a 80% reduction in photosynthesis and a stop of chlorophyll synthesis in diatoms within a few 
hours. Hence, we added a parameter for the reduction of photosynthesis under silicate limitation (SiPS) 
and formulated a stop of chlorophyll synthesis under silicate limitations.  225 
N and Si metabolism have different controls and intracellular dynamics, with N uptake fuelled by 
photosynthesis (as PCref in G98) and Si mainly fuelled by heterotrophic respiration (Martin-Jezequel et 
al., 2000). In general, we assume that nitrogen metabolism is not directly affected by silicate limitation 
(Hildebrand 2002, Claquin et al., 2002), but we expect cellular ratios to be affected by reduced 
photosynthesis and chlorophyll synthesis under Si limitation (Hildebrand, 2002; Gilpin, 2004). 230 
The algal respiration term included both respiration and excretion of dissolved organic nitrogen and 
carbon as a fraction of the carbon and nitrogen assimilated. For testing the importance of DON excretion 
we also ran the EXT model without DON excretion (EXT–excr).  Dissolved organic nitrogen (DON) was 
recycled into ammonium via bacterial remineralisation. It was assumed that this process is faster for 
freshly excreted DON compared to DON already present in the medium. Thus, we implemented a labile 235 
(DONl) and refractory (DONr) DON pool with different remineralization rates (rem, remd). We also 
assumed that excreted DON and DOC do not coagulate as extracellular polymeric substances (EPS) 
during the course of the experiment. After Tezuka (1989), net bacterial regeneration of ammonium occurs 
at DOM C/N mass ratio below 10 and is proportional to bacterial abundances. Higher thresholds up to 29 
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have been found (e.g. Kirchmann, 2000), but we selected a lower number to stay conservative. DOM C/N 240 
ratios are assumed to be proportional to algae C/N ratios (van der Meersche et al., 2004), with algal C/N 
ratios below 10 representing substrate (DOM) C/N ratios below 10.5. Hence, we assume net bacterial 
ammonium regeneration to occur at POC/PON ratios below 10, while higher ratios lead to bacteria 
retaining more N for growth than they release. Bacteria abundance change was estimated using a simple 
logistic growth curve as a function of DOM since the number of parameters is low (2) and the fit sufficient 245 
for the purpose of modelling algae physiology. Michaelis-Menton kinetics based on bacteria growth on 
DOM with different labilities kinetics could give a more accurate representation of bacterial growth, but 
would not change the fit of the other model parameters aiming for the best fit of the model output to algal 
PON, POC, Chl, and DIN. Algal nitrate uptake was modelled after the original model by Geider et al. 
(1998) and ammonium assimilation was based on the simplified SHANIM model by Flynn and Fasham 250 
(1997b), excluding the internal nutrient and glutamine concentrations. Ammonium uptake is preferred 
over nitrate (lower half saturation constant) and reduces nitrate assimilation if available above a certain 
threshold concentration of ammonium (Dortch, 1990; Flynn, 1999). Ammonium is the primary product 
of bacterial regeneration N-compound after remineralization of DON. Nitrification was assumed to be 
absent, since the bacteria in our experiment are not known to be capable of nitrification. 255 

2.3 Model fitting 

The model was written as a function of differential equations in R. All model equations are provided in 
the Appendix (Table A6) and the R code is available in the supplement. The differential equations were 
solved using the ode function of the deSolve package (Soetart et al., 2010) with the 2nd-3rd order Runge-
Kutta method with automated stepsize control. deSolve is one of the most widely used packages for 260 
solving differential equations in R.  
Parameter of the G98 model were fitted to the BAC- experiment data and the EXT model was fitted to 
the BAC+ experiment data. The G98 parameter values were fitted first and retained without changes for 
the EXT model fitting. The maximum Chl:N ratio (θNmax), minimum and maximum N:C ratios (Qmin, 
Qmax), and irradiance (I) are given by the experimental data and needed no further fitting (Table A2). The 265 
start values and constraints for the remaining six variables (ζ, RC, αChl, n, Kno3, PCref, Table A3)   were 
based on model fits of G98 to other diatom cultures in previous studies (Geider 1998, Ross and Geider 
2009). The parameters were first fitted manually via graphical comparisons with the experimental data 
(POC, PON, Chl, DIN, Fig. 5 and 5), and via minimizing the model cost calculated as the root of the sum 
of squares normalized by dividing the squares with the variance (RMSE Eq. C2, Stow et al., 2009). The 270 
initial manual tuning approach allowed control of the model dynamics, considering potential problems 
with known limitations of the G98 model (e.g lag phase not modelled; Pahlow, 2005). The manual tuning 
also allowed obtaining good start parameters for the automated tuning approach and sensitivity/ 
collinearity analyses, which are sensitive to the start parameters. 
After the manual tuning, an automated tuning approach was used to optimize the fits. The automated 275 
tuning was done using the FME package (Soetart et al., 2010b), a package commonly used for fitting 
dynamic and inverse models based on differential equations (i.e. deSolve) to measured data. The 
automated analyses were based on minimizing the model cost calculated as the sum of squares of the 
residuals (SSR, Fitted vs measured data). The experimental data were normalized so that all normalized 
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data were in a similar absolute range of values. This involved increasing Chl and PON values by an order 280 
of magnitude while decreasing DIN (NH4 + NO3) data by one order of magnitude The data were not 
weighted, assuming equal data quality and importance. Prior to the automated fitting, parameters were 
tested for local sensitivity (SensFun) and collinearity, or parameter identifiability (collin; e.g. Wu et al., 
2014). sensFun tests for changes in output variables at each time point based on local perturbations of the 
model parameter. The sensitivity is calculated as L1 and L2 norms (Soetart et al. 2009; Soetart et al., 285 
2010b). The sensFun output is further used as input for the collinearity, or parameter identifiability 
analyses. Parameters were considered collinear and not identifiable in combination with a collinearity 
index higher than 20 (Brun et al., 2001). In this case, only the more sensitive parameter was used for 
further tuning. Eventually, RC, Kno3, n, and αChl were subject to the automated tuning approach using the 
modfit function, based on minimizing the SSR within the given constraints. Parameters were first fitted 290 
using a Pseudorandom search algorithm (Price, 1977) to ensure a global optimum. The resulting 
parameters were then fine-tuned using the Nelder-Mead algorithm (Soetart et al., 2010b ) for finding a 
local optimum. A model run with the new parameters was then compared to the initial model via graphical 
comparisons of the model fit to the experimental data, and via the RMSE value.  
The parameter values obtained for the G98 fit to the BAC- experiment were retained without changes or 295 
further fitting in the EXT model. The additional parameters of the EXT model were then fitted to the 
BAC+ experimental data (POC, Chl, PON, DIN). The model was only fitted to total DIN, due to the 
potential uncertainties related to ammonium measurements on frozen samples. In fact, a test run, fitting 
the EXT model to NO3 and NH4 separately lead to a substantially worse overall fit (RMSE=8.79). 
Otherwise, the data were not weighted. Since the aim of the study was to model the effects of silicate and 300 
bacteria on algae growth and not to develop an accurate model for bacteria biomass and silicate 
concentrations, the parameters μbact, bactmax, Ksi, and Vmax were only fitted to the corresponding data 
(Bacteria, Silicate) prior to fitting the other parameters of the Ext model. Bacterial growth parameters 
(μbact, bactmax) were fitted to the bacterial growth curve. Silicate related parameters (Ksi, Vmax) were 
constrained by the study of Werner (1978) and fitted to the measured silicate concentrations. The 305 
remaining parameters were subject to the tuning approach described for G98. Ammonium related 
parameters (Knh4, nh4thres) were constrained by measured ammonium concentrations, and constants 
available for other diatom taxa described by Eppley et al. (1969). Remineralization parameters for 
excreted (rem) and background (remd) DOM were constrained by the data with the limitation of rem > 
remd, assuming that the excreted DOM is more labile. The parameters related to the effect of silicate 310 
limitation on photosynthesis and chlorophyll production (smin, SiPS) were constrained by the study of 
Werner (1978) and fitted as described for G98. None of the added parameters were collinear/ 
unidentifiable or given by the measured data and thus retained for the automated tuning approach. 
Eventually, the 15 parameters (Table A3) were fitted against 160 data points (Table A1).  
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3 Results 315 

3.1 Cultivation experiment 

The concentrations of nitrate and silicate declined rapidly over the course of the experiment (Fig. 2). After 
eight days, silicate decreased to concentrations below 2 µmol L-1 a threshold known to limit diatom 
dominance in phytoplankton (Egge and Aksnes, 1992), while inorganic nitrogen (nitrate, nitrite, and 
ammonium) became limiting (<0.5 µmol L-1 , POC:PON >8-9 DIN:DIP<16) only in the BAC- culture.  320 
DIN:DIP ratios far below 16, or DIN concentrations below 2 µmol L-1 have been described as indication 
for DIN limitation (Pedersen and Borum, 1996), as well as POC:PON ratios >9 (Geider and La Roche, 
2002). Phosphate was not potentially growth limiting with molar DIN to PO4 ratios consistently far below 
16 (Redfield, 1934) and concentrations around 15 µmol L-1. Typically phosphate concentrations below 
0.3 µmol L-1 are typically considered limiting (e.g. Haecky and Andersson, 1999). Regeneration of 325 
ammonium and phosphate were important after eight days as seen by increasing concentrations of both 
nutrients and showed higher concentrations in the BAC+ experiments compared to the BAC- cultures 
(Fig. 2a,b). Ammonium concentrations were consistently higher, and nitrate was removed more slowly 
in the presence of bacteria, especially during the exponential phase. With the onset of the stationary phase 
in the BAC+ experiment, PO4 and NH4 concentrations doubled within 2 to 4 days and stayed high with 330 
variations in phosphate concentrations, while they stayed low in BAC-. With depletion of NO3 in BAC+, 
NH4 concentrations remained high, while PO4 concentrations dropped. 
DOC values were very high from the start (approx. 2-4 mmol L-1) and remained largely constant 
throughout the experiment (Table A8). 
The diatom Chaetoceros socialis grew exponentially in both treatments until day 8 before reaching a 335 
stationary phase with declining cell numbers (Fig. 3). The growth rate of the BAC- culture (0.36 d-1) was 
slightly lower than in the treatment with bacteria present (0.42 d-1) during the exponential phase. Algal 
cellular abundance was higher in the BAC+ cultures. Towards the end of the exponential phase, the 
diatom started to form noticeable aggregates in cultures with bacteria present, but only to a limited extent 
in the BAC- cultures. Such aggregate formation with associated EPS production is typical for C. socialis. 340 
With the onset of the stationary phase in the BAC+ cultures about 30% of the cells formed biofilms on 
the walls of the cultivation bottles (estimated after sonication treatment). Bacteria (Fig. 3) continued to 
grow throughout the entire experiment, but growth rates slowed down from 0.9 to 0.6 after day 8. In the 
BAC- cultures, bacterial numbers increased after 8 days, but abundances remained two order of 
magnitude below the BAC+ cultures and effectively BAC- over the experimental incubation period.  The 345 
maximum photosynthetic quantum yield (Fv/Fm) is commonly used as a proxy of photosynthetic fitness 
(high QY), indicating the efficiency of energy transfer after adsorption in photosystem II.  Low values 
are typically related to stress, including for example nitrogen limitation (Cleveland and Perry, 1987). We 
found an increase in QY from approx. 0.62 to 0.67 d-1 in the exponential phase and a decrease to approx. 
0.62 in the BAC+ treatment after 8 days and to approx. 0.58 in the BAC- treatment (Table A8). 350 
During algal exponential growth, POC and PON concentrations followed changes in algal abundances 
increasing four, seven, and 19-fold respectively, within 8 days (Fig. 3a, 4). Interestingly, with the 
beginning of the stationary phase, POC and PON continued to increase in the BAC+ cultures, while their 
concentrations stayed constant (POC), or decreased due to maintenance respiration (PON) in BAC- 
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cultures. POC and PON concentrations were consistently higher (1.2 times POC, 1.4 times PON) in 355 
BAC+ cultures during the exponential phase. gC : gN ratios decreased in both cultures, but increased 
again after 11 days in the BAC- culture. Chlorophyll a concentrations also increased exponentially over 
the first eight days in both treatments, and thereafter decreased within the stationary phase in the BAC- 
cultures.  In contrast, cell numbers remained nearly constant in the BAC+ cultures, before declining at 
the last sampling day.  360 
Overall, both experimental cultures showed similar growth dynamics until day 8, with silicate becoming 
limiting for both treatments and nitrogen only limiting in BAC- cultures. Algal growth with bacteria 
present was slightly, but consistently higher during this phase. After eight days, algae growth stopped in 
both treatments, but nitrogen and carbon were continuously assimilated in BAC+ cultures. BAC- cultures 
started to degrade chlorophyll, while it stayed the same in BAC+ cultures. Algal abundances in the BAC+ 365 
treatment at the end of the experiment were ca 30% higher due to biofilm formation, and considerably 
more carbon (2x total POC, or 10-20% per cell) and nitrogen (3x total PON)  per cell had been assimilated, 
and considerably more chlorophyll (2-3x total chlorophyll) produced at day 16. Cell size differences were 
not detectable (ca 4µm diameter, Table A8). POC to PON ratios increased after 11 days in BAC- cultures 
to maximum values of 7.2 and 1.3 mmol L-1, respectively, but showed no change in BAC+ cultures. POC 370 
to Chl ratios were comparable in both treatments (Fig. 5). Assuming BAC- N fixation was mostly based 
on new production (nitrate as N source), while the algal N fixation in bacterial enriched treatments was 
based on new and regenerated (ammonium as N source) production, two-thirds of the production was 
based on regenerated production (f-ratio = 0.31). 

3.2 Modelling  375 

A comparison of the traditional G98 model with the EXT model allowed an estimate of importance of 
bacterial DIN regeneration and Si co-limitations for describing the experimental growth dynamics.  The 
EXT model led to a slightly improved fit to the BAC- experiment (RMSEG98 = 3.64 RMSEEXT = 3.17, 
Fig. 5 & 6). The real strength of the EXT model was in representing growth dynamics with bacteria 
present (Fig. 5 & 6). Here, the fitted lines mostly overlapped with the range of measured data and the 380 
RMSE was reduced by 55% from RMSEG98 = 4.57 down to RMSEEXT = 2.04.  
Both, the G98 and EXT model fits of the BAC- experiment were equally good for POC and PON with a 
slightly lower modelled growth rate. However, both models had limitations in modelling chlorophyll 
production, which was underestimated by about 20% at the onset of the stationary phase (Fig. 5c). The 
degradation of chlorophyll a in the stationary phase was not modelled either (Fig. 5c). PON in the BAC+ 385 
experiment was poorly modelled without consideration of silicate limitation or regenerated production 
specifically towards the end of the exponential phase and during the stationary phase. Maximum PON 
values were about 3 times lower using the G98 model (Fig. B3). In addition, the start of the stationary 
phase in the BAC+ experiment was estimated 3 days too late via G98, even though modelled DIN was 
depleted 2 days too soon (Fig. B3).  Under BAC- conditions, where silicate limitation does not play a 390 
major role the G98 model appears sufficient.  
The EXT model allowed representing detailed dynamics in a bacteria influenced system such as the 
responses to silicate limitation with a decrease in POC production, continued PON production, and the 
stagnation of Chl synthesis (Fig. 5). Apart from the lag phase, the mass ratios of C:N and C:Chl were 
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represented accurately (Fig. 5). The model fits without the separate carbon excretion term (xf) were overall 395 
similar to the model with excretion, indicating the importance of the high background dissolved organic 
matter (DOM) concentrations, rather than excreted DOM for the regenerated ammonium, and the lack of 
significant aggregation of excreted DOM (RMSEEXT-exr of 2.32). 
Fine scale DIN dynamics caused by ammonium – nitrate interactions were represented well (Fig. 6a). 
However, at the onset of the stationary phase, ammonium concentrations of the model were one order of 400 
magnitude lower than in the experiment, showing a major weakness (Fig. 6c). Increased weighting of 
ammonium during the model fitting led to a slightly better fit to ammonium, but a substantially worse fit 
of the model to POC, PON, and Chl (RMSEEXT=8.79), indicating that the problem lies with the 
ammonium data, which were done on filtered and frozen samples. The silicate uptake estimation was 
highly simplified using simple Monod kinetics, leading to too high modelled values in the stationary 405 
phase and a too quick depletion in the start (Fig. 6d). Carbon excretion (xf) did not have any effect on the 
model fit to nutrients. 
The sensitivity analysis (Fig. B1, Table A1) revealed that the sensitivity of the added parameters in EXT 
is overall comparable to the sensitivity of the original parameters in G98. The model outputs were most 
sensitive to PCRef (L1=0.8, L2=1.5), which is a parameter in both G98 and EXT. The most sensitive added 410 
parameters in EXT were the remineralisation rate of refractory DON (remd, L1=0.24), the half saturation 
constant for ammonium (Knh4, L1=0.1) and the inhibition of photosynthesis under Si limitation (SiPS, 

L1=0.07), which was comparable to other sensitive parameters of the G98 model (Qmax, RC, αChl, ζ, n, I, 
ΘNmax, Table A1). Small perturbations of the parameters only indirectly related to the fitted output 
variables did not lead to changes in POC, PON, Chl, or DIN. 415 

4 Discussion 

The experimental incubations represented typical spring bloom dynamics for coastal Arctic systems, 
including an initial exponential growth phase terminated by N and Si limitation and the potential for an 
extended growth period via regenerated production. Our model incorporating these results was able to 
reflect these dynamics by adding NH4-NO3-Si(OH)4 co-limitations and bacterial NH4 regeneration to the  420 
widely used G98 model. In addition, bacteria-algae interactions and DOC and biofilm dynamics were 
important in the experiment, but those were not crucial for quantitatively modelling algal C:N:Chl quotas. 
While C. socialis may not be the dominant species in all coastal Arctic phytoplankton blooms, we argue 
that it is representative for chain-forming diatoms typically dominating these systems due to their shared 
needs and responses to nutrient limitations (e.g. Eilertsen et al., 1989; von Quillfeldt, 2005). 425 

4.1 Silicon-nitrogen regeneration 

Spring phytoplankton dynamics in Arctic and sub-Arctic coastal areas is typically characterised by an 
initial exponential growth of diatoms, followed by peaks of other taxa (like Phaeocystis pouchetii) soon 
after the onset of silicate limitation (Eilertsen et al. 1989). Thus, a shift in species composition for the 
secondary bloom is linked to silicate limitation prior to final bloom termination caused by inorganic 430 
nitrogen limitation. Photosynthesis was reduced by approx. 70% after silicate became limiting, which is 
comparable to earlier experimental studies (Tezuka, 1989). However, the secondary bloom was extended 
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in time by bacterial regeneration of ammonium, allowing regenerated production to contribute about 69% 
of the total production (f-ratio=0.31) even during the diatom dominated scenario in our experimental 
incubation. With the start of the stationary phase, NH4 and PO4 concentrations doubled, presumably due 435 
to decreased assimilation by the silicate starved diatoms and increased regeneration by bacteria, supplied 
with increasing labile DOM (doubled remineralisation rate in EXT) excreted by the stressed algae. After 
NO3 depletion at day 15, also PO4 concentrations drop, indicating a coupling of N:P metabolism and 
issues with the absolute measured NH4 values. Excretion of organic phosphate by diatoms is also common 
in cultures with surplus orthophosphate (Admiraal and Werner, 1983), which can be another explanation 440 
of the phosphate peak after silicate becomes limiting. The presence of bacteria and thus regenerated 
production allowed diatom growth to continue 8 days after silicate became limiting (Figs. 2, 3 & 4), nearly 
doubling the growth period similar to observations in the field (e.g. Legendre and Rassoulzadegan, 1995; 
Johnson et al., 2007).  
The G98 model has its most severe limitation, the modelling of PON, simply due to the lack of the 445 
ammonium pool, supplied via bacterial regeneration. The substantially better fit of PON in the EXT model 
shows therefore clearly that bacterial remineralisation is crucial to successfully model spring bloom 
dynamics, especially near bloom termination. Many biogeochemical models used in the Arctic include 
remineralisation, but rely on fixed or temperature dependent rates and do not consider them bacteria-
dependent (MEDUSA, LANL, NEMURONPZD, see Table 1). While this simplification allows 450 
modelling regenerated production, using bacteria-independent remineralisation rates does have 
limitations under spring bloom scenarios, where bacteria biomass can vary over orders of magnitudes 
(e.g. Sturluson et al., 2008) as also seen in our experimental study. 
While we do not expect the f-ratio in our bottle experiment to be directly comparable to open ocean 
system, which does include a variety of algal taxa beyond C. socialis, a comparison can aid to identify 455 
limitations in our experiment and model. Regenerated production is significant in polar systems and our 
estimated experimental f-value of 0.31 is slightly below the average for polar systems (Harrison and Cota, 
1990, mean f-ratio=0.54). Nitrification is a process supplying about 50% of the NO3 used for primary 
production in the oceans, which may lead to a substantial underestimation of regenerated production 
(Yool et al., 2007), inflating the f-ratio interpreted as estimate for new production, potentially also in the 460 
study by Harrison and Cota (1990). The absence of vertical PON export in our experiment may be another 
explanation for the above average fraction of regenerated production. In the ocean environment, 
regenerated production is also affected by vertical export (sedimentation) and grazing which are not 
represented in the experimental incubations. Via sedimentation, a fraction of the bloom either in the form 
of direct algal sinking of fecal pellets is typically exported to deeper water layers, reducing the potential 465 
for N regeneration within the euphotic zone (e.g. Keck and Wassmann, 1996). Larger zooplankton grazing 
can lead to increased export of PON via fecal pellet aggregation, or diel vertical migration (Banse, 1995). 
In contrast, bacterial death by microflagellate grazing and viral lysis may supply additional nutrients, or 
DON available for N regeneration in the euphotic zone (e.g. Goldman and Caron, 1985), which potentially 
leads to an overestimation of regenerated production. Hence, ecosystem scale models will need to 470 
consider these dynamics regarding bacterial abundances, microbial networks and particle export in 
addition to bacterial remineralization in order to model realistic ammonium regeneration in the euphotic 
zone.  
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Bacteria-mediated silicate regeneration is absent from the modelling approach, as indicated by the 
identical silicate concentrations in both treatments (Fig. 2). In the environment silicate dissolution is, in 475 
fact, mostly described as an abiotic process with temperature as the main control, and a minor contribution 
by bacterial remineralisation (Bidle and Azam, 1999). Our experiment indicates that silicate dissolution 
for Chaetoceros socialis was negligible at cold temperatures and the time scale of the incubations and 
typical for bloom durations and residence times of algae cells in the euphotic zone (Eilertsen et al., 1989, 
Keck and Wassmann, 1996). We conclude that silicate dissolution in coastal Arctic systems happens most 480 
likely in the sediment or deeper water layers and is only supplied via mixing in winter. In Antarctica 
substantial silicate dissolution has been observed but not in the upper 100 m, which has been related to 
the low temperatures (Nelson and Gordon, 1981) in agreement with our conclusion. Hence, modelling 
silicate regeneration in the euphotic zone is not necessary in these systems. 

4.2 Algal growth response to Si and N limitation 485 

The response of diatoms to Si or N limitation is based on different dynamics and different roles of N and 
Si in diatom growth. N is needed for proteins and nucleic acids and its uptake is mainly fueled by 
phototrophic reactions (Martin-Jézéquel et al., 2000). Si is only needed for frustule formation, mostly 
during a specific time in the cell cycle (G2 and M phase, Hildebrand, 2002) and the assimilation mostly 
fueled by heterotrophic reactions (Martin-Jézéquel et al., 2000). Once N is limiting, growth rapidly stops 490 
(Geider et al. 1998).  In the case of Si limitation, however, growth can continue with a slower rate if N is 
still available (Werner, 1978; Gilpin et al., 2004). Several studies found a reduced growth rate with weaker 
silicified cell walls (Hildebrand, 2002; Gilpin, 2004), but unaffected nitrogen assimilation under silicate 
limitation (Hildebrand 2002, Claquin et al., 2002) in accordance with our study. Claquin et al. (2002) 
found variable Si:C and Si:N ratios and highly silicified cells under nitrogen limitation, indicating 495 
uncoupled Si and N:C metabolism. 
Nitrogen is a crucial element as part of amino acids and nucleic acids, which are necessary for cell activity 
and growth. If N becomes limiting major cellular processes are affected and growth or chlorophyll 
synthesis is not possible. Photosynthesis can continue for a while leading to carbon overconsumption 
(Schartau et al., 2007), which is well modelled by G98 for both BAC+ and BAC-. A part of the excess 500 
carbon can be stored as intracellular reserves, and a part is excreted as DOC, which may aggregate as 
EPS, contributing to the total POC pool. The excess carbon can potentially be toxic for the algae and 
excretion and extracellular degradation by bacteria may be crucial for algal survival (Christie-Oleza et 
al., 2017). Quantitatively, N limitation is well modelled by G98 under BAC- conditions, if only one 
nitrogen source plays a role. However, under longer nitrogen starvation times or higher light intensities, 505 
alternative models that include carbon excretion and aggregation (Schartau et al., 2007) or intracellular 
storage in reserve pools (Ross & Geider 2009) might be needed. Our growth experiment shows clearly, 
that C:N ratios are not fixed and variable quotas are needed. Vichi et al. (2007) estimated that Carbon 
based models may underestimate net primary production (NPP) by 50%, arguing for the importance of 
quota based models (Fransner et al., 2018). However, most ecosystem scale models are simplified by 510 
using fixed C:N ratios (Table 1).  
The type of inorganic nitrogen available also affects nitrogen uptake. Due to the metabolic costs related 
to nitrate reduction to ammonium, ammonium uptake is preferred over nitrate, potentially leaving more 
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energy for other processes (Lachmann et al., 2019). Ammonium can even inhibit or reduce nitrate uptake 
over certain concentrations (Morris, 1974). The dynamics are mostly controlled by intracellular processes, 515 
such as glutamate feedbacks on nitrogen assimilation, cost for nitrate conversion to ammonium, or lower 
half saturation constants of ammonium transporters (Flynn et al., 1997). The most accurate representation 
of these dynamics are given in the ANIM model by Flynn et al. (1997), but the model is too complex for 
implementations in larger ecosystem models. The number of parameters is difficult to tune with the 
typically limited availability of measured data and its complexity makes it also computationally costly to 520 
scale the models up. Typically, modelling ammonium-nitrate interactions by different half-saturation 
constants and inhibition of nitrate uptake by ammonium appears sufficient (e.g. BFM, LANL, NEMURO, 
Table 1) and has been adapted in our model.  
Studies on the coupling of silicate limitation on C, N, and Chl show inconclusive patterns, including a 
complete decoupling (Claquin et al., 2002), a relation of N to Si (Gilpin et al., 2004) and reduction of 525 
photosynthesis (Werner, 1978; Gilpin et al., 2004) while no new chlorophyll is produced (Werner, 1978; 
Gilpin et al., 2004). Cell size is limited by the frustules, but cells may become more nutritious (higher 
N:C ratio), or simply excrete more DOM, which may aggregate and contribute to the PON and POC 
pools. A detailed cell-cycle based model has been suggested by Flynn (2001), but the number of 
parameters (30) make the model too complex for ecosystem scale models. In ecosystem scale models Si 530 
limitation is modelled in various simplifications, such as thresholds triggering a stop  (MEDUSA), or  
reduction (e.g. BFM, MEDUSA, SINMOD)of the Si dependent production (Table 1), or Si:N ratio scaled 
production (NEMURO, Table 1).  
Our cultivation study shows i) that a threshold value, leading to a stop or solely Si dependent 
photosynthesis has its limitations, since DIN controlled photosynthesis continues at lower rates, and ii) 535 
that coupling of Si:N:C:Chl is present. We do not expect a direct Si:N coupling, due to different controls 
of Si and N metabolism (Martin-Jézéquel et al., 2000.), but suggest indirect coupling via reduced 
photosynthesis. Thus, we modelled the response of diatom growth to silicate limitation by reducing 
photosynthesis through a parameterized fraction (SiPS) and a stop of chlorophyll synthesis below a certain 
threshold, based on experimental studies (Werner, 1978; Gilpin et al., 2004) and in accordance to other 540 
ecosystem scale approaches. Automated fitting showed the same 80 % reduction of photosynthesis as 
described by Werner (1978). We suggest that this extension is more accurate than the typical threshold 
based dynamics, with one limiting nutrient controlling the growth equally for POC and Chl production 
(e.g. SINMOD by Wassmann et al., 2006; BFM by Vichi et al., 2007), while still keeping the number of 
parameters low compared to very detailed cell-cycle based models (Flynn, 2001). 545 

4.3 Importance of algae-bacteria interactions and DOC excretion 

As described above, N or Si limitation can lead to excretion of DON and DOC, which can aggregate as 
EPS and be available for bacterial regeneration of ammonium. For including EPS dynamics in the model 
additional data would be needed. However, the importance of EPS formation is clear in the end of the 
BAC+ experiment. Firstly, a biofilm was clearly visible containing about 30% of the algae cells. While 550 
we would not expect biofilms in the open ocean, aggregation of algae cells, facilitated by EPS is common 
towards the end of spring blooms, increasing vertical export fluxes (e.g. Thornton, 2002). Chaetoceros 
socialis is in fact a colony forming diatom building EPS-rich aggregates in nature (Booth et al., 2002). 
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Secondly, POC and PON concentrations increased, while cell numbers and sizes stayed constant, showing 
that the additional POC and PON was most likely part of an extracellular pool. Silicate limitation could 555 
be one trigger for enhanced exudation. Interestingly, algae – bacteria interactions can be species specific 
with specific organic molecules excreted by the algae to attract specific beneficial bacteria (Mühlenbruch 
et al., 2018). Thereby bacteria are crucial for recycling ammonium, but also to degrade potentially toxic 
exudates (Christie-Oleza et al., 2017).  
In the BAC- experiment, Carbon excretion after Carbon overconsumption could be expected after 560 
Schartau et al. (2007), but no indications, such as biofilm formation, or increased POC per cell were 
found. This indicates that carbon overconsumption has been of minor importance likely due to the low 
light levels. An alternative explanation is that bacteria and potentially chemotaxis are important controls 
on algal carbon excretion (Mühlenbruch et al., 2018). Overall, DOM excretion and EPS dynamics appear 
to play a minor role in quantitatively modelling C:N:Chl quotas in our experiment, with similar RMSEEXT-565 
excr=2.32, RMSEEXT=2.04) for a model run with and without the excretion term xf. However, in systems 
with less allochthonous DOM inputs, such as open oceans compared to coastal sites, these dynamics will 
most likely play a more important role.  

4.4 Considerations in a changing climate 

Due to a rapid changing climate, especially in Arctic coastal systems, the dynamics addressed in this 570 
study will change (Tremblay and Gagnon 2009). With warmer temperatures, heterotrophic activities, and 
thereby bacterial recycling will increase (Kirchman et al., 2009). Our study showed that regenerated 
production is crucial for an extended spring bloom. Hence, higher heterotrophic activities may lead to 
extended blooms (increased bacterial regeneration). At the same time, higher temperatures and increased 
precipitation will lead to stronger and earlier stratified water columns, which will lead to less nutrients 575 
reaching the surface by winter mixing, reducing new production (decreased bacterial 
regeneration)(Tremblay and Gagnon, 2009; Fu et al., 2016). Consequently, the phenology of Arctic 
coastal primary production in a warmer climate will likely be increasingly driven by bacterial 
remineralization, showing the necessity to include this process into biogeochemical models. An earlier 
temperature driven water column stratification will also lead to an earlier bloom however with potentially 580 
lower light intensities. In this case, less light is available earlier in the Arctic spring season and carbon 
overconsumption as described by Schartau et al. (2007) may become less important. An earlier 
phytoplankton bloom can lead to a mismatch with zooplankton grazers (Durant et al., 2007; Sommer et 
al., 2007), which could decrease the fecal pellet driven vertical export and thereby increase the residence 
time of POM in the euphotic zone and the potential for ammonium regeneration, making the incorporation 585 
of bacterial recycling into ecosystem models even more imporatant as also evident from our experimental 
data and model output. In fact, global climate change models agree that vertical carbon export is 
decreasing overall (Fu et al., 2016). Silicate regeneration is thought to be mostly controlled abiotically by 
temperature (Bidle and Azam, 1999). Thus, increasing temperature and a stronger stratification will allow 
recycling of silicate in the euphotic zone before sinking out and thus could cause a shift in the algal 590 
succession observed during spring with prolonged contributions of diatoms (Kamatani, 1982). Thus, a 
temperature dependent silica dissolution may need to be included for models in a substantially warmer 
climate in further model developments. Increased precipitation will also lead to increased runoff and 
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allochthonous DOM inputs, increasing the importance of terrestrial DOM degradation and decreasing the 
relative importance of algal exudate regeneration (Jansson et al., 2008). The high fraction of regenerated 595 
production mostly based on allochtonous DOM degradation, the limited role of excreted DOM 
degradation, low light levels, and the absence of grazing and export fluxes are simplifications of our study, 
which are, however, expected to be realistic scenarios under climate change. Hence, we suggest that our 
experiment and model are well suited as a baseline for predictive ecosystem models investigating the 
impacts of climate change on coastal Arctic spring blooms. However, climate change may lead to shifts 600 
in algae communities with non-silicifying algae dominating over diatoms (e.g. Falkowski and Oliver, 
2007), reducing the importance of silicate limitation. Thus, conducting similar experiments and modelling 
exercises with a wider range of algal taxa and different temperature and nutrient regimes is suggested. 
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Figures 910 

 
Figure 1. Schematic representation of the state variables and connections and controls in the G98 model 
(blue) and EXT model (purple). The EXT model has the same formulations as G98 with the additions 
shown in purple. 
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 915 
Figure 2. Nutrient measurements over the experimental incubations of a) NOx, (NO3- + NO2-) b) NH4+, 
c) PO42- with a potential outlier at day 14 leading to a negative peak, d) Silicate, red circles are BAC- 
cultures and green symbols are BAC+ cultures. Circles show median values (blue = BAC-, red = 
BAC+) and the colored polygons show maximum and minimum of measured data (n=3). The grey line 
shows the beginning of the stationary growth phase of Chaetoceros socialis. 920 
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Figure 3. Abundances of a) Chaetoceros socialis and b) bacteria over the 14 day experimental period. 
Blue data are from BAC- cultures and red from BAC+ cultures. Circles represent median values (blue= 
BAC-, red = BAC+) and the colored polygons show maximum and minimum of measured data (n=3) 
(Not visible for bacteria counts in BAC- cultures due to very small range). The maximum values of the 925 
BAC+ experiment includes algae cells in the biofilm (after day 9).  
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Figure 4. Total particulate organic a) Carbon (POC) b) Nitrogen (PON), c) C : N ratios, and d) 
Chlorophyll a concentration in experimental cultures with a potential outlier at day 8, presumably due to 
photodegradation, causing a negative spike. Blue symbols are BAC- cultures and red show BAC+ 930 
cultures. Circles show median values (blue = BAC-, red = BAC+) and the colored polygons show the 
maximum and minimum of measured data (n=3). The grey line indicates the start of the stationary 
phase.  
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 935 

 
 
Figure 5. Model fit of the EXT model to the BAC- (blue) and BAC+ (red) experiment. Circles show 
median values and the colored polygons show the maximum and minimum of measured data (n=3). 
Solid lines show the model outputs of a) POC, b) PON, c) Chl (including an outlier at day 9 BAC+), d) 940 
C:N, e) C:Chl, and f) N:Chl. Dotted lines show the model fit without additional Carbon excretion term 
xf. At day 8 the threshold for silicate limitation is reached leading to reduced photosynthesis (by the 
factor given by SiPS) and inhibited Chl synthesis, which is visible as sharp transitions in POC and Chl. 
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Figure 6. Model fit of the EXT model to the BAC- (blue) and BAC+ (red) experiment. Circles show 945 
median values and the colored polygons show the maximum and minimum of measured data (n=3). 
Solid lines show the model outputs of a) DIN (NOX and NH4), b) NOX, c) NH4, and d) Si(OH)4 (All 
model fits overlap). 
 

 950 
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Table 

Table 1. A comparison of major components contributing to the complexity of different models 
discussed. #param is the number of parameters. In case of ecosystem models (SINMOD, BFM, 
MEDUSA, LANL, NEMURO, NPZD only the model formulations representing the components of the 955 
current model (phytoplankton growth, remineralisation, nutrient dynamics) are considered.  While the 
full ecosystem scale models may have more recent versions with updated formulations, we give the 
original reference to the biogeochemical compartment of the ecosystem scale models. REM designates 
those models that include Remineralisation (Rem) marked with V is present and X is absent. Ratios 
shows if the stoichiometry in the model considers variable or fixed ratios of intracellular elements 960 
(C:N:Si:P:Fe). The Nutrients considered are given under Nutrients. If DIN is considered as both NH4 
and NO3, N is shown as N2. MEDUSA has Fe dependent Si:N ratios, which makes them fixed in the 
Arctic (fixed*).  
Model Reference #param Rem ratios Nutrients 

Culture scale 
EXT This study 21*1 V variable N2, Si 
G98 Geider et al., 1998 10*2 X variable N 
ANIM Flynn, 1997  30 V variable N2 

SHANIM 
Flynn and Fasham, 
1997  23  X variable N2 

Flynn01 Flynn, 2001 54 X variable N2, Si, P, Fe 
Ecosystem  scale 

BFM  Vichi et al., 2007 54 V variable N2, Si, P, Fe 
REcoM‐2 Hauck et al., 2013 28 X variable N, Si, Fe 
MEDUSA Yool and Popova, 2011 21 V fixed* N, Si, Fe 
LANL Moore et al., 2004 15 V fixed N2, Si, P, Fe 
NEMURO Kishi et al., 2007 21 V fixed N2, Si 
NPZD Gruber et al., 2006 9 V fixed N2 
SINMOD Wassmann et al., 2006 12 X fixed N2, Si 

Degrees of freedom after constraints by the measured data are *114 and *26 
 965 
 
 
 
 
 970 
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Appendix 

Tables 

Table A1. State variables of the G98 model and the EXT model (marked with V if present and X if 
absent) with units and designation if these state variables had been measured in the experiment. 
 975 
variable Description G98 EXT Measured Unit 

DIN Dissolved inorganic nitrogen V V V mgN m-3 

C Particulate organic carbon V V V mgC m-3 

N Particulate Nitrogen V V V mgN m-3 

Chl Chlorophyll a V V V mgChl m-3 

Sid Dissolved Silicate X V X µmol L-1 

Sip Particulate/biogenic Silicon X V V mgSi m-3 

Bact Bacteria cells X V V 10r. cells mL-1 

DONr refractory dissolved organic nitrogen X V V mgN m-3 

DONl labile dissolved organic nitrogen X V X mgN m-3 

NH4 Ammonium X V V µmol L-1 

NO3 Nitrate X V V µmol L-1 

Q Particulate N : C ratio X V X gN gC-1 

θC Chl to POC ratio X V X gChl gC-1 

θN Chl : phytoplankton nitrogen ratio X V X gChl gN-1 
 
 
 
 
 980 
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Table A2. parameters of the original G98 model and the model extension with associated units. 
parameter Unit 

G98 
ζ cost of biosynthesis gC gN-1 
RC The carbon-based maintenance metabolic rate d-1 
θNmax Maximum value of Chl:N ratio gChl gN-1 
Qmin Min. N:C ratio  gN gC-1 
Qmax Max. N:C ratio  gN gC-1 
αChl Chl-specific initial C assimilation rate gC m2 (gChl μmol photons)-1 
I Incident scalar irradiance μmol photons s-1 m-2 
n Shape factor for VNmax max photosynthesis - 
Kno3 Half saturation constant for nitrate uptake μmol L-1 
PCref Value of max C specific rate of photosynthesis' d-1 

Extension 
xf Carbon excretion fraction - 
Ksi Half saturation constant for Si uptake μmol L-1 
Vmax maximum Si uptake rate mol Si d-1 mg C-1 
smin minimum Si required for uptake μmol L-1 
rem remineralisation rate of excreted don bact-1 d-1 
remd remineralisation rate of refractory don bact-1 d-1 
µbact bacteria growth rate mio. cells mL-1 d-1 
bactmax Carrying capacity for bacteria mio. cells mL-1 
Knh4 Half saturation constant for ammonium uptake μmol L-1 
nh4thres threshold concentration for ammonium uptake μmol L-1 
SiPS Fraction of photosynthesis possible after Si lim. - 
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Table A3. Parameters of the original G98 model and the EXT model with initial values used in the 
model and the lower and upper value constraints used for model fitting, unless the parameter was 
already defined by the data (measured). The constraints are either based on G98 fits to other diatom 
species, to present experimental data, or to typical values found in the literature. 
parameter value lower upper constrained by 
G98         
ζ 1 1 2 G98 
RC 0.01 0.01 0.05 G98 
θNmax 1.7 measured Data 
Qmin 0.05 measured Data 
Qmax 0.3 measured Data 
αChl 0.076 0.075 1 G98 
I 100 measured Data 
n 3.45 1 4 G98 
Kno3 2 1 10 G98 
PCref 0.8 0.5 3.5 G98 
Extension         
xf 0.06 0.01 0.3 Schartau et al., 2017 
Ksi 7.6 0.5 8 Werner 1978 
Vmax 0.1 0.05 0.9 Data 
smin 1.82 1.5 6 Werner 1978 
rem 10 10 20 open (rem > remd) 
remd 4.86 0.1 10 open (remd < rem) 
µbact 0.04 0.01 0.79 Data 
bactmax 0.015 0.005 0.1 Data 
Knh4 6.97 0.5 9.3 Eppley 1969 
nh4thres 1.19 0.1 10 open 
SiPS 0.2 0 0.5 Werner 1978 

 1000 
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Table A4. Output of the sensitivity analysis (senFun of the FME package in R) with the value for each 
parameter and different sensitivity indices obtained after quantifying the effects of small perturbations 
of the parameters.on the output variables (POC, PON, Chl, DIN). The L1 and L2 norms are normalized 

sensitivity indices defined as 𝐿𝐿1 = ∑ �𝑆𝑆𝑖𝑖,𝑗𝑗�
𝑛𝑛

 and 𝐿𝐿2 = �𝑆𝑆𝑖𝑖,𝑗𝑗
2

𝑛𝑛
  with 𝑆𝑆𝑖𝑖,𝑗𝑗 being the the sensitivity of parameter 

i for model output j.  1010 
 
 
par value L1 L2 Mean Min Max 

G98 
ζ 1.00 0.10 0.19 -0.02 -0.15 0.98 
RC 0.07 0.04 0.05 -0.03 -0.08 0.14 
θNmax 1.70 0.23 0.34 0.14 -1.00 0.58 
Qmin 0.05 0.06 0.08 -0.04 -0.14 0.22 
Qmax 0.30 0.34 0.47 -0.24 -1.90 0.28 
αChl 0.08 0.20 0.29 -0.10 -1.10 0.20 
I 100 0.20 0.29 -0.10 -1.10 0.20 
n 3.40 0.33 0.75 0.03 -0.47 4.07 
Kno3 2.00 0.01 0.02 0.00 -0.01 0.09 
PCref 0.80 0.82 1.48 0.16 -7.70 1.04 

EXT 

xf 0.06 0.18 0.25 -0.10 -0.36 0.91 
Ksi 7.6 0.00 0.00 0.00 0.00 0.00 
Vmax 0.1 0.00 0.00 0.00 0.00 0.00 
smin 1.82 0.00 0.00 0.00 0.00 0.00 
rem 10 0.00 0.00 0.00 0.00 0.00 
remd 4.86 0.24 0.31 0.24 0.00 0.59 
µbact 0.04 0.00 0.00 0.00 0.00 0.01 
bactmax 0.015 0.00 0.00 0.00 0.00 0.01 
Knh4 6.97 0.08 0.11 -0.03 -0.25 0.43 
nh4thres 1.19 0.00 0.00 0.00 0.00 0.00 
SiPS 0.2 0.07 0.21 -0.01 -1.20 0.30 
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Table A5. Other parameters calculated and used in the model equations 
parameter Description Unit 
PCphot C-specific rate of photosynthesis d-1 
PCmax Maximum value of PCphot at temperature T d-1 
RChl Chl degradation rate constant d-1 
RN N remineralization rate constant d-1 
VCnit Diatom carbon specific nitrate uptake rate gN (gC d)-1 
VCref Value of VCmax at temperature T gN (gC d)-1 
pChl Chl synthesis regulation term - 
μ specific growth rate of algae cells d-1 

 
 1020 
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Table A6. Model equations from G98 (Geider et al., 1998) corrected for typographical errors by Ross 
and Geider (2009) with extensions. 
1) Carbon synthesis 

(C originates from 
unmodelled excess pool 
of DIC) 

𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= �𝑃𝑃𝐶𝐶 − 𝜁𝜁𝑉𝑉𝑁𝑁𝐶𝐶 − 𝑅𝑅𝐶𝐶�𝐶𝐶 = 𝜇𝜇𝜇𝜇 

2) Chl synthesis 𝑑𝑑𝑑𝑑ℎ𝑙𝑙
𝑑𝑑𝑑𝑑

= �
𝜌𝜌𝐶𝐶ℎ𝑙𝑙𝑉𝑉𝑁𝑁𝐶𝐶

Θ𝐶𝐶
− 𝑅𝑅𝐶𝐶ℎ𝑙𝑙�𝐶𝐶ℎ𝑙𝑙 

   

3) Nitrogen uptake 𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= �
𝑉𝑉𝑁𝑁𝐶𝐶

𝑄𝑄
− 𝑅𝑅𝑁𝑁�𝑁𝑁 

4) from Eq. (1) and (2) 𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= 𝑉𝑉𝑁𝑁𝐶𝐶 − 𝜇𝜇𝜇𝜇 

5) from Eq. (1) and (2) 𝑑𝑑Θ𝐶𝐶

𝑑𝑑𝑑𝑑
= 𝑉𝑉𝑁𝑁𝐶𝐶𝜌𝜌𝐶𝐶ℎ𝑙𝑙 − Θ𝐶𝐶𝜇𝜇 

6) Photosynthesis 𝑃𝑃𝐶𝐶 = 𝑃𝑃𝑚𝑚𝑚𝑚𝑚𝑚
𝐶𝐶 �1 − 𝑒𝑒𝑒𝑒𝑒𝑒 �−

𝐼𝐼
𝐼𝐼𝐾𝐾
�� 

   

7) Max. N uptake 𝑉𝑉𝑁𝑁𝐶𝐶 = 𝑉𝑉𝑟𝑟𝑟𝑟𝑟𝑟𝐶𝐶 �
𝑄𝑄𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑄𝑄

𝑄𝑄𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑄𝑄𝑚𝑚𝑚𝑚𝑚𝑚
�

𝐷𝐷𝐷𝐷𝐷𝐷
𝐷𝐷𝐷𝐷𝐷𝐷 + 𝐾𝐾𝑛𝑛𝑛𝑛3

 

8) with 𝜌𝜌𝐶𝐶ℎ𝑙𝑙 = Θ𝑚𝑚𝑚𝑚𝑚𝑚𝑁𝑁 �1 − 𝑒𝑒𝑒𝑒𝑒𝑒 �−
𝐼𝐼
𝐼𝐼𝐾𝐾
�� 

9)  𝑉𝑉𝑟𝑟𝑟𝑟𝑟𝑟𝐶𝐶 = 𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟𝐶𝐶 𝑄𝑄𝑚𝑚𝑚𝑚𝑚𝑚 

10)  𝑃𝑃𝑚𝑚𝑚𝑚𝑚𝑚𝐶𝐶 = 𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟𝐶𝐶
𝑄𝑄 − 𝑄𝑄𝑚𝑚𝑚𝑚𝑚𝑚

𝑄𝑄𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑄𝑄𝑚𝑚𝑚𝑚𝑚𝑚
 

11)  
𝐼𝐼𝐾𝐾 =

𝑃𝑃𝑚𝑚𝑚𝑚𝑚𝑚
𝐶𝐶

𝛼𝛼𝐶𝐶ℎ𝑙𝑙Θ𝐶𝐶
 

   



37 
 

 
 1050 
Table A7. Model equations of the EXT model based on G98 
1a) Carbon synthesis 

(Reduced C 
synthesis under 
Si limitation after 
Werner 1978) 

𝐼𝐼𝐼𝐼 (𝑆𝑆𝑆𝑆𝑑𝑑 <  2 𝑠𝑠𝑚𝑚𝑚𝑚𝑚𝑚) 

𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃 = 𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃 

𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 

𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃 = 1 

1b)  𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= 𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃�𝑃𝑃𝐶𝐶 − 𝜁𝜁𝑉𝑉𝑁𝑁𝐶𝐶 − 𝑅𝑅𝐶𝐶 − 𝑥𝑥𝑥𝑥�𝐶𝐶 = 𝜇𝜇𝜇𝜇 

2) Chl synthesis 

(Chl synthesis 
stops under Si 
limitation after 
Werner 1978) 

𝐼𝐼𝐼𝐼 (𝑆𝑆𝑆𝑆𝑑𝑑 <  2 𝑠𝑠𝑚𝑚𝑚𝑚𝑚𝑚) 

𝑑𝑑𝑑𝑑ℎ𝑙𝑙
𝑑𝑑𝑑𝑑

= 0 

𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 

𝑑𝑑𝑑𝑑ℎ𝑙𝑙
𝑑𝑑𝑑𝑑

= �
𝜌𝜌𝐶𝐶ℎ𝑙𝑙𝑉𝑉𝑁𝑁𝐶𝐶

Θ𝐶𝐶
− 𝑅𝑅𝐶𝐶ℎ𝑙𝑙� 𝐶𝐶ℎ𝑙𝑙 

3) from Eq. (1 & 2) 𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= 𝑉𝑉𝑁𝑁𝐶𝐶 − 𝜇𝜇𝜇𝜇 

4) from Eq. (1 & 2) 𝑑𝑑Θ𝐶𝐶

𝑑𝑑𝑑𝑑
= 𝑉𝑉𝑁𝑁𝐶𝐶𝜌𝜌𝐶𝐶ℎ𝑙𝑙 − Θ𝐶𝐶𝜇𝜇 

   

5) Nitrogen uptake 𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= �
𝑉𝑉𝑁𝑁𝐶𝐶

𝑄𝑄
− 𝑅𝑅𝑁𝑁 − 𝑥𝑥𝑥𝑥�𝑁𝑁 

6) Bacteria biomass 
production 

(Logistic growth) 

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 𝜇𝜇𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵  (𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑚𝑚𝑚𝑚𝑥𝑥 − 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵) 
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7a) Silicate uptake 

(Monod kinetics 
after Spilling et 
al., 2010) 

𝑑𝑑𝑆𝑆𝑆𝑆𝑑𝑑
𝑑𝑑𝑑𝑑

= 𝑉𝑉𝑆𝑆𝐶𝐶 = �𝑉𝑉𝑚𝑚𝑚𝑚𝑚𝑚𝑆𝑆𝑆𝑆𝑑𝑑  
𝑆𝑆𝑆𝑆𝑑𝑑 −  𝑆𝑆𝑚𝑚𝑚𝑚𝑚𝑚
𝐾𝐾𝑠𝑠𝑠𝑠  𝑆𝑆𝑚𝑚𝑚𝑚𝑚𝑚

� 𝐶𝐶  

7b)  𝑑𝑑𝑆𝑆𝑆𝑆𝑝𝑝
𝑑𝑑𝑑𝑑

= −
𝑑𝑑𝑆𝑆𝑆𝑆𝑑𝑑
𝑑𝑑𝑑𝑑

 14 

8)  Ammonium 
uptake and 
production 

(Threshhold after 
Tezuka 1989, and 
Gilpin 2004) 

𝐼𝐼𝐼𝐼 (
𝐶𝐶
𝑁𝑁

< 10) 

𝑑𝑑𝑑𝑑𝑑𝑑4
𝑑𝑑𝑑𝑑

=
−�𝑉𝑉𝑁𝑁𝑁𝑁4

𝐶𝐶

𝑄𝑄 �𝑁𝑁 + 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 𝑥𝑥𝑥𝑥 𝑁𝑁 𝑟𝑟𝑟𝑟𝑟𝑟 + 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 𝐷𝐷𝐷𝐷𝐷𝐷 𝑟𝑟𝑟𝑟𝑟𝑟𝑑𝑑 −
𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵

16 )

14 103
   

𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 

𝑑𝑑𝑑𝑑𝑑𝑑4
𝑑𝑑𝑑𝑑

=
−�𝑉𝑉𝑁𝑁𝑁𝑁4

𝐶𝐶

𝑄𝑄 �𝑁𝑁 + 𝐵𝐵𝑎𝑎𝑐𝑐𝑐𝑐 𝑥𝑥𝑥𝑥 𝑁𝑁 𝑟𝑟𝑟𝑟𝑟𝑟 − 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵
16 )

14 103
   

 

9) DON uptake and 
production 

𝐼𝐼𝐼𝐼 (
𝐶𝐶
𝑁𝑁

< 10) 

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= −
𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 𝑥𝑥𝑥𝑥 𝑁𝑁 𝑟𝑟𝑟𝑟𝑟𝑟 + 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 𝐷𝐷𝐷𝐷𝐷𝐷 𝑟𝑟𝑟𝑟𝑟𝑟𝑑𝑑 + 𝑥𝑥𝑥𝑥 𝑁𝑁

14 103
 

𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= −
𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 𝑥𝑥𝑥𝑥 𝑁𝑁 𝑟𝑟𝑟𝑟𝑟𝑟 + 𝑥𝑥𝑥𝑥 𝑁𝑁

14 103
 

   

10) DIN uptake 𝐼𝐼𝐼𝐼 (𝑁𝑁𝑁𝑁4 >  𝑛𝑛ℎ4𝑡𝑡ℎ𝑟𝑟𝑟𝑟𝑟𝑟ℎ) 

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

=
−�𝑉𝑉𝑁𝑁𝑁𝑁3

𝐶𝐶

𝑄𝑄 �𝑁𝑁 −  𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵16
14 103

 

𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 
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𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

=
−0.2 �𝑉𝑉𝑁𝑁𝑁𝑁3

𝐶𝐶

𝑄𝑄 �𝑁𝑁 −  𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵16
14 103

 

11) Photosynthesis 𝑃𝑃𝐶𝐶 = 𝑃𝑃𝑚𝑚𝑚𝑚𝑚𝑚
𝐶𝐶 �1 − 𝑒𝑒𝑒𝑒𝑒𝑒 �−

𝐼𝐼
𝐼𝐼𝐾𝐾
�� 

12a) Max NO3 uptake 𝑉𝑉𝑁𝑁𝑁𝑁3𝐶𝐶 = 𝑉𝑉𝑟𝑟𝑟𝑟𝑟𝑟𝐶𝐶 �
𝑄𝑄𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑄𝑄

𝑄𝑄𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑄𝑄𝑚𝑚𝑚𝑚𝑚𝑚
�

𝑁𝑁𝑁𝑁3
𝑁𝑁𝑁𝑁3 + 𝐾𝐾𝑛𝑛𝑛𝑛3

 

12b) Max NH4 uptake 

 (based on 
SHANIM Eq4 by 
Flynn and 
Fasham, 1997) 

𝑉𝑉𝑁𝑁𝑁𝑁4𝐶𝐶 =  (0.01 𝑄𝑄) 0.0021 
𝑁𝑁𝑁𝑁4

𝑁𝑁𝑁𝑁4 +  𝐾𝐾𝑛𝑛ℎ4
 

13)  Max N uptake 

(Based on Flynn 
and Fasham, 
1997 and Flynn, 
1999 showing no 
total inhibition in 
cold water) 

𝐼𝐼𝐼𝐼 (𝑁𝑁𝑁𝑁4 >  𝑛𝑛ℎ4𝑡𝑡ℎ𝑟𝑟𝑟𝑟𝑟𝑟ℎ) 

                                  𝑉𝑉𝑁𝑁𝐶𝐶 = 𝑉𝑉𝑁𝑁𝑁𝑁4𝐶𝐶 + 0.2 𝑉𝑉𝑁𝑁𝑁𝑁3𝐶𝐶   

𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 

𝑉𝑉𝑁𝑁𝐶𝐶 = 𝑉𝑉𝑁𝑁𝑁𝑁4𝐶𝐶 + 𝑉𝑉𝑁𝑁𝑁𝑁3𝐶𝐶  

 

14) with 𝜌𝜌𝐶𝐶ℎ𝑙𝑙 = Θ𝑚𝑚𝑚𝑚𝑚𝑚𝑁𝑁 �1 − 𝑒𝑒𝑒𝑒𝑒𝑒 �−
𝐼𝐼
𝐼𝐼𝐾𝐾
�� 

15)  𝑉𝑉𝑟𝑟𝑟𝑟𝑟𝑟𝐶𝐶 = 𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟𝐶𝐶 𝑄𝑄𝑚𝑚𝑚𝑚𝑚𝑚 

16)  𝑃𝑃𝑚𝑚𝑚𝑚𝑚𝑚
𝐶𝐶 = 𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟𝐶𝐶

𝑄𝑄 − 𝑄𝑄𝑚𝑚𝑚𝑚𝑚𝑚
𝑄𝑄𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑄𝑄𝑚𝑚𝑚𝑚𝑚𝑚

 

17)  
𝐼𝐼𝐾𝐾 =

𝑃𝑃𝑚𝑚𝑚𝑚𝑚𝑚
𝐶𝐶

𝛼𝛼𝐶𝐶ℎ𝑙𝑙Θ𝐶𝐶
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Table A8. Output of the collinearity or parameter identifiability analysis using the collin function of the 1055 
FME R package (Soetart et al., 2010b). A subset of any combinations of two parameter with a 
collinearity above 20, indicating non-identifiable parameter combinations is given (Brun et al., 2001).  

ζ RC θNmax Qmin Qmax αChl I n Kno3 PCref collinearity 
1 0 1 0 0 0 0 0 0 0 31 
1 0 0 0 1 0 0 0 0 0 59 
1 0 0 0 0 1 0 0 0 0 42 
1 0 0 0 0 0 1 0 0 0 42 
1 0 0 0 0 0 0 1 0 0 74 
0 1 0 0 0 0 0 0 0 1 22 
0 0 1 0 1 0 0 0 0 0 32 
0 0 1 0 0 1 0 0 0 0 26 
0 0 1 0 0 0 1 0 0 0 26 
0 0 1 0 0 0 0 1 0 0 41 
0 0 0 0 1 1 0 0 0 0 49 
0 0 0 0 1 0 1 0 0 0 49 
0 0 0 0 1 0 0 1 0 0 81 
0 0 0 0 0 1 1 0 0 0 1756319 
0 0 0 0 0 1 0 1 0 0 60 
0 0 0 0 0 0 1 1 0 0 60 

 

 

 1060 

 

 

 

 

 1065 
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Figure 

 

Figure B1: Model fit of the G98 model to the BAC- (blue) and BAC+ (red) experiment. Circles show 1070 
median values and the colored polygons show the minimum and maximum of the measured data (n=3). 
Solid lines show the model outputs of a) POC, b) PON, c) Chl (including outlier at day 8 in BAC+), d) 
C:N, e) C:Chl, and f) N:Chl.  
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Equations 

Equation C1. F-ratio estimation in the cultivation experiments with the average PON concentrations at 1075 
day 13 to 15 (PONd13-15) for the BAC- and BAC+ treatments. 

𝑓𝑓 − 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 =
𝑃𝑃𝑃𝑃𝑃𝑃𝐵𝐵𝐵𝐵𝐵𝐵−𝑑𝑑13−15

𝑃𝑃𝑃𝑃𝑃𝑃𝐵𝐵𝐵𝐵𝐵𝐵−𝑑𝑑13−15 +  𝑃𝑃𝑃𝑃𝑃𝑃𝐵𝐵𝐵𝐵𝐵𝐵+𝑑𝑑13−15 

 
 
Equation C2. normalized RMSE with i being the different variables (POC, PON, Chl, DIN), and j the 1080 
different values of each state variable. Predicted values are given as P and observed values as O. 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 =  ��
(𝑃𝑃𝑖𝑖,𝑗𝑗 − 𝑂𝑂𝑖𝑖,𝑗𝑗)2

𝑉𝑉𝑉𝑉𝑉𝑉(𝑂𝑂𝑖𝑖)

𝑛𝑛,𝑝𝑝

𝑖𝑖=1
𝑗𝑗=1
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Subglacial upwelling in winter/spring increases under-ice primary 
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Abstract. Subglacial upwelling of nutrient rich bottom water is known to sustain elevated summer primary production in 

tidewater glacier influenced fjord systems. However, during the winter/spring season, the importance of subglacial upwelling 

has not been considered yet. We hypothesized that subglacial upwelling under sea ice is present in winter/spring and sufficient 

to increase phytoplankton primary productivity. We evaluated the effects of the subglacial upwelling on primary production 

in a seasonally fast ice covered Svalbard fjord (Billefjorden) influenced by a tidewater outlet glacier in April/May 2019. We 15 

found clear evidence for subglacial upwelling. Although the estimated entrainment factor (1.6) and total fluxes were lower 

than in summer studies, we observed substantial impact on the fjord ecosystem and primary production. The subglacial 

meltwater leads to a salinity stratified surface layer and sea ice formation with low bulk salinity and permeability. The 

combination of the stratified surface layer, a two-fold higher under-ice irradiance, and higher N and Si concentrations at the 

glacier front supported two orders of magnitude higher primary production (42.6 mg C m-2 d-1) compared to a marine reference 20 

site at the fast ice edge. The nutrient supply increased primary production by approximately 30 %. The brackish water sea ice 

at the glacier front with its low bulk salinity contained a reduced brine volume, limiting the inhabitable place and nutrient 

exchange with the underlying seawater compared to full marine sea ice. Microbial and algal communities were substantially 

different in subglacial influenced water and sea ice compared to the marine reference site, sharing taxa with the subglacial 

outflow water. We suggest that with climate change, the retreat of tidewater glaciers could lead to decreased under-ice 25 

phytoplankton primary production, while sea ice algae production and biomass may become increasingly important, unless 

sea ice disappears before, in which case spring phytoplankton primary production may increase. 

 

 

 30 
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1 Introduction 

Tidewater glacier fronts have recently been recognized as hotspots for marine production including top trophic levels, such as 

marine mammals, birds and piscivorous fish (Lydersen et al., 2014, Meire et al., 2016b), but also primary producers (Meire et 

al., 2016b; Hopwood et al., 2020). During summer, large amounts of freshwater are released below the glacier and entrap 35 

nutrient rich bottom water, sediments and zooplankton during the rise to the surface (Meire et al., 2016a, b, Moon et al., 2018). 

Together with katabatic winds pushing the surface water out of the fjords, it creates a strong upwelling effect (Meire et al., 

2016b). The biological response to this upwelling will depend on the characteristics of the upwelling water. Summer primary 

production is typically low in direct proximity to the glacier front due to high sediment loads of the plumes absorbing light, 

but potentially also due to lateral advection (Meire et al., 2016b, Halbach et al., 2019). The light absorbing effect of the plumes 40 

is highly dependent on the glacial bedrock (Halbach et al., 2019). However, the high nutrient concentrations supplied to the 

surface increase summer primary production at some distance from the initial upwelling event, once the sediments settled out 

(Meire et al., 2016, Halbach et al., 2019). These tidewater upwelling effects have been described in a variety of different Arctic 

fjords including deep glacier termini in western Greenland (Meire et al., 2016), eastern Greenland (Cape et al., 2019), and 

north-western Greenland (Kanna et al., 2018), but also in shallower fjords on Svalbard (Halbach et al., 2019). Studies of the 45 

effect of potential subglacial upwelling in winter/spring on sea ice and pelagic primary productivity are rare (e.g. Fransson et 

al., 2020, Schaffer et al., 2020), making quantification of subglacial outflow difficult.  

In addition to subglacial discharge at the grounding line, tidewater glacier related upwelling mechanisms can also be caused 

by the melting of deep icebergs (Moon et al., 2018), or the melting of the glacier terminus in contact with warm seawater 

(Moon et al., 2018, Sutherland et al., 2019). A seasonal study within an East Greenland fjord showed high melt rates of icebergs 50 

throughout the year, while subglacial runoff had been detected as early as April, but with substantially higher freshwater inputs 

in summer (Moon et al., 2018). Glacier terminus melt rates are low compared to the subglacial outflow but can be present 

throughout the year (Chandler et al., 2013, Moon et al., 2018). In fact, Moon et al. (2018) found higher terminus melt rates 

below 200 m in winter than in summer, which may allow winter upwelling. Svalbard glaciers are typically shallower and deep 

terminus melt (below 200 m) and iceberg induced upwelling are less important (Dowdeswell, 1989). However, subglacial 55 

outflows can persist throughout winter and specifically in early spring through the release of subglacial meltwater stored from 

the previous melt season (Hodgkins, 1997), or through constant supply from groundwater, temperate parts of the glacier, 

geothermal heat, or frictional dissipation (Schoof et al., 2014). While studies on upwelling in winter and spring are limited to 

oceanographic observations, the biological effects on e.g. primary production have been neglected (Chandler et al., 2013, 

Moon et al., 2018). We hypothesize that even low rates of subglacial outflows can be sufficient to supply nutrients to the 60 

surface, while at the same time entrapping considerably less light absorbing sediments compared to the summer situation. We 

suggest, that in the absence of wind induced mixing due to the seasonal presence of a fast ice cover, upwelling of subglacial 

outflows could be a mechanism increasing primary production in tidewater fjords compared to similar fjords without these 

glaciers, especially towards the end of the ice algal/phytoplankton spring bloom when nutrients become limiting (Leu et al. 
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2015). With climate change, these dynamics are expected to change substantially (e.g. Błaszczyk et al., 2009, Holmes et al., 65 

2019). Higher glacial melt rates and earlier runoffs may initially increase tidewater glacier induced upwelling, due to increased 

subglacial runoff (Amundson and Carroll, 2018). However, their retreat and transformation into shallower tidewater glacier 

termini may lead to less pronounced upwelling, unless the shallower grounding line is compensated by the increased runoff 

(Amundson and Carroll, 2018). Eventually, the tidewater glaciers transform into land terminated glaciers, where wind induced 

mixing is still possible, but subglacial upwelling is eliminated (Amundson and Carroll, 2018) – potentially reducing the 70 

primary production.  

Due to high inputs of freshwater in the autumn preceding the onset of sea ice formation, tidewater glacier influenced fjords are 

often sea ice covered in spring, mainly by coastal fast ice. Within the sea ice, ice algae start growing, once sufficient light is 

penetrating the snow and ice layers with the onset varying between March and April, depending on latitude and local ice 

conditions (Leu et al., 2015). While the beginning of the ice algal blooms is typically related to light, the magnitude depends 75 

on the initial nutrient concentration and nutrient additions from the water column into the brine channel network (Gradinger, 

2009). Thus, subglacial upwelling has the strong potential to extend the duration and increase the magnitude of the ice algal 

blooms. Similar control mechanisms apply to phytoplankton bloom formation and duration. Under-ice phytoplankton blooms 

are thought to be light limited if the ice is snow covered and substantial blooms have been described in areas with lack of snow 

cover (e.g. melt ponds, after rain events, Fortier et al., 2002, Arrigo et al., 2014) or at the ice edge related to ice edge induced 80 

upwelling (Mundy et al., 2009). On Svalbard, low precipitation rates and strong katabatic winds (Esau & Repina, 2012) often 

limit snow coverage also on the fast ice near glacier fronts (Braaten, 1997), potentially allowing enough light for under-ice 

phytoplankton blooms to occur. Once sufficient light reaches the water column, typically a diatom dominated bloom starts 

along the receding ice edge or even below the sea ice (e.g. Hodal et al., 2012; Lowry et al., 2017). Once silicate becomes 

limiting for diatom growth, other taxa like Phaeocystis pouchetii dominate the next stage of the seasonal succession (von 85 

Quillfeldt, 2000). This succession pattern can be significantly influenced by tidewater glacier related spring upwelling. Sea ice 

formed from brackish water has relatively low bulk salinity, low brine volume and low total ice algal biomass as observed e.g. 

in the Baltic Sea (Haecky & Andersson, 1999). Brackish ice conditions with low algal biomass will reduce light absorption 

allowing more light to reach the water column to potentially fuel under-ice phytoplankton blooms. We suggest that higher 

nutrient levels supplied via slow subglacial upwelling in the absence of wind mixing may enhance algal growth and cause 90 

different succession patterns for phytoplankton and sea ice algae. 

We used the natural conditions in a Svalbard fjord as a model system contrasting the biological response at two glacier fronts 

with different freshwater inputs during the winter/spring transition period while a fast ice cover was present. The aim of the 

study was to investigate the effect of the glacier terminus, and subglacial outflow related upwelling on winter/spring primary 

productivity and algae community structures both in and under the sea ice. We hypothesized that; 1) subglacial upwelling 95 

throughout winter and spring supplies nutrient rich meltwater and bottom water to the surface, 2) subglacial upwelling 

increases primary production near the glacier front, 3) biomass of sea ice algae is lower at glacier fronts as a result of low 

permeability sea ice. 
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2 Methods 

2.1 Field work and physical properties 100 

Fieldwork was conducted on Svalbard in Billefjorden (Fig. 1) between 22nd of April and 5th of May 2019, when most samples 

were collected. For comparison, some samples had been already taken in April 2018 (subglacial outflow water for DNA 

analyses) and July 2018 (glacier ice and supraglacial runoff). Billefjorden is fed by a few streams, rivers and the tidewater 

glacier Nordenskiöldbreen and partly fast ice covered from January to June. Nordenskiöldbreen has an estimated grounding 

depth of 20 m at its southern margin (personal observation). Tidal currents are very slow with under 0.1 cm s-1, which translates 105 

to advection below 22 m per tidal cycle (Kowalik et al., 2015). Katabatic winds can be strong due to several glaciers and 

valleys leading into the fjord system (Láska et al., 2012). Together with low precipitation, this leads to a thin snow depth on 

the sea ice. Bare sea ice spots are often present in the sea ice season (personal observations). The fjord is separated from 

Isfjorden, a larger fjord connected to the West Spitsbergen current, by a shallow approximately 30 to 40 m sill (Norwegian 

Polar Institute, 2020) making Billefjorden an Arctic fjord with limited impacts of Atlantic water inflows. This character is 110 

shown in water masses, circulation patterns and animal communities including the presence of polar cod (Maes, 2017, Skogseth 

et al., 2020). 

Samples were taken at three stations 1) at the fast ice edge (IE) – a full marine reference station (78°39'09N, 16°34'01E); 2) at 

the southern site of the ocean terminated glacier terminus (SG) (approx. 20 m water depth) with freshwater outflow observed 

during the sampling period (78°39'03N, 16°56'44E) and; 3) at the northern site of the glacier terminus (NG) with no clear 115 

freshwater outflow observed and a mostly land-terminating glacier front (78°39'40N, 16°56'19E).  

Snow depth and sea ice thickness around the sampling area were measured with a ruler. Sea ice and glacier ice samples were 

taken with a Mark II ice corer with an inner diameter of 9 cm (Kovacs Enterprise, Roseburg, OR, USA). Temperature of each 

ice core was measured immediately by inserting a temperature probe (TD20, VWR, Radnor, PA, USA) into 3 mm thick pre-

drilled holes. For further measurements the ice cores were sectioned into the following sections: 0–3 cm, 3–10 cm and 120 

thereafter in 20 cm long pieces from the bottom to the top, packed in sterile bags (Whirl-Pak™, Madison, WI, USA) and left 

to melt at about 4–15 ˚C for about 24–48 h in the dark. Sections for chlorophyll a (Chl) measurements, DNA extractions, and 

algae and bacteria counts were melted in 50 % vol/vol sterile filtered (0.2 µm Sterivex filter, Sigma-Aldrich, St. Louis, MO, 

USA) seawater to avoid osmotic shock of cells (Garrison and Buck 1986), while no seawater was added to the sections for 

salinity and nutrient measurements. Salinity was measured immediately after melting using a conductivity sensor (YSI Pro 30, 125 

YSI, USA). Brine salinity and brine volume fractions were calculated after Cox et al. (1983) for sea ice temperatures below -

2 °C and after Leppäranta and Manninen (1988) for sea ice temperatures above.  

Samples of under-ice water were taken using a pooter (Southwood and Henderson, 2000) connected to a hand-held vacuum 

pump (PFL050010, Scientific & Chemical Supplies Ltd., UK). Deeper water at 1 m, 15 m, 25 m depths and bottom water at 

IE station were taken with a water sampler (Ruttner sampler, 2 L capacity, Hydro-Bios, Germany). Glacial outflow water was 130 

sampled in April 2018 close to SG station using sterile Whirl-Pak™ bags. No outflow water was found around NG station. 
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Cryoconite hole water (avoiding any sediment) was sampled in July 2018 with a pooter on sites known to differ in their 

biogeochemical settings (Nordenskiöldbreen main cryoconite site (NC), and Nordenskiöldbreen near Retrettøya (NR) sites 

characterized by Vonnahme et al., 2016). One metre long glacier surface ice samples were taken with the Mark II ice corer at 

the southern side of the glacier on the NC site. 135 

CTD profiles were taken at each station by a CastAway™ (SonTek/-Xylem, San Diego, CA, USA). At the SG station an 

additional CTD profile was taken with a SAIV CTD SD208 (SAIV, Lakselv, Norway) including turbidity and fluorescence 

sensors. Unfortunately, readings at the other stations failed due to sensor freezing at low air temperatures. Surface light data 

were obtained from the photosynthetic active radiation (PAR) sensor of the ASW 1 weather station in Petuniabukta (23 m 

a.s.l), operated by the University of South Bohemia (Láska et al., 2012; Ambrožová and Láska, 2017). 140 

During the sampling days, Billefjorden and Adventdalen were overcast. The light regime under the ice was calculated after 

Masicotte et al. (2018) with a snow albedo of 0.78, a snow attenuation coefficient of 15 m-1 (Mundy et al., 2005), ice attenuation 

coefficients of 5.6 m-1 for the upper 15 cm and 0.6 m-1 below (Perovich et al., 1998). For sea ice algae, an absorption coefficient 

of 0.0025 m2 mg-1 Chl was used. The fraction of fjord water vs subglacial meltwater for the water samples was calculated 

assuming linear mixing of the two salinities (glacial meltwater salinity = 0 PSU, average seawater salinity at IE=34.7 ± 0.03 145 

standard deviation), since no other water masses in regard to temperature or salinity signature were present (Table 1). The 

variabiltiy of the IE sea water salinity leads to a small (< 1%) uncertainty in the estimated value of the relative contributions 

of sea water vs subglaical meltwater. 

2.2 Chemical properties 

Nutrient samples of water and melted sea ice and glacier ice were sterile filtered as described above, stored in acid washed 150 

(rinsed in 5 % vol/vol HCl) and MQ rinsed 50 ml falcon tubes and kept at -20 °C until processing. Total alkalinity (TA), 

Dissolved inorganic carbon (DIC), and pH samples were sampled in 500 ml borosilicate glass bottles avoiding air 

contamination and fixed within 24 h with 2 % (fin. con.) HgCl2 and stored at 4 °C until processing. 

Nutrients were measured in triplicates using standard colorimetric methods with a nutrient autoanalyser (QuAAtro 39, SEAL 

Analytical, Germany) using the instrument protocols: Q-068-05 Rev. 12 for nitrate (detection limit = 0.02 µmol L-1), Q-068-155 

05 Rev. 12 for nitrite (detection limit = 0.02 µmol L-1), Q-066-05 Rev. 5 for silicate (detection limit = 0.07 µmol L-1), and Q-

064-05 Rev. 8 for phosphate (detection limit = 0.01 µmol L-1). The data were analysed using the software AACE v5.48.3 

(SEAL Analytical, Germany). Reference seawater (Ocean Scientific International Ltd., United Kingdom) was used as blanks 

for calibrating the nutrient analyser. The maximum differences between the measured triplicates were 0.1 µmol L-1 for silicate 

and nitrate and 0.05 µmol L-1 for nitrite and phosphate. Concentrations of nitrate and nitrite (NOX) were used to estimate the 160 

fraction of bottom water reaching the surface at SG assuming linear mixing of bottom water (at station IE) and surface water 

concentration using the NOX concentration measured at IE (Table 1). 

DIC and TA were analyzed within 6 months after sampling as described by Jones et al. (2019) and Dickson et al. (2007). DIC 

was measured on a Versatile Instrument for the Determination of Titration carbonate (VINDTA 3C, Marianda, Germany), 
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following acidification, gas extraction, coulometric titration, and photometry. TA was measured with potentiometric titration 165 

in a closed cell on VINDTA Versatile INstrument for the Determination of Titration Alkalinity, VINDTA 3S, Marianda, 

Germany). Precision and accuracy was ensured via measurements of Certified Reference Materials (CRM, obtained from 

Dickson, Scripps Institution of Oceanography, USA). Triplicate analyses on CRM samples showed mean standard deviations 

below ±1 μmol kg−1 for DIC and AT.  

2.3 Biomass and communities 170 

For determination of algal pigment concentrations about 500 ml sea water or melted sea ice were filtered onto GF/F filter 

(Whatman plc, Maidstone, UK) in triplicates using a vacuum pump (max 200 mbar vacuum) before storing the filter in the 

dark at -20 °C. Water and melted sea ice for DNA samples were filtered onto Sterivex filter (0.2 µm pore size) using a peristaltic 

pump and stored at -20 °C until extraction. Algae were sampled in two ways; 1) a phytoplankton net (10 µm mesh size) was 

pulled up from 25 m and the samples fixed in 2 % (final conc.) neutral Lugol and stored at 4 °C in brown borosilicate glass 175 

bottles before processing; and 2) water or melted sea ice was fixed and stored directly as described above. For later bacteria 

abundance estimation, 25 ml of water was fixed with 2 % (final con.) formaldehyde for 24–48 h at 4 °C before filtering onto 

0.2 µm polycarbonate filters (Isopore™, Merck, US) and washing with filtered seawater and 100 % ethanol before freezing at 

-20 °C. 

Algal pigments (Chl, phaeophytin) were extracted in 5 ml 96 % ethanol at 4 °C for 24 h in the dark. The extracts were measured 180 

on a Turner Trilogy AU-10 fluorometer (Turner Designs, 2019) before and after acidification with a drop of 5 % HCl. 96 % 

ethanol was used as a blank and the fluorometer was calibrated using a chlorophyll standard (Sigma S6144). For estimations 

of algae derived carbon a conversion factor of 30 g C (g Chl)-1 was applied (Cloern et al., 1995). The maximum differences 

(max-min) between the measured triplicates were under 0.05 µg Chl L-1 unless stated otherwise. 

DNA was isolated from the Sterivex filter cut out of the cartridge using sterile pliers and scalpels, using the DNeasy® 185 

PowerSoil® Kit following the kit instructions with a few modifications. Solution C1 was replaced with 600 μL 

Phenol:Chloroform:Isoamyl Alcohol 25:24:1 and washing with C2 and C3 was replaced with two washing steps using 850 μL 

chloroform. Before the last centrifugation step, the column was incubated at 55 °C for 5 min to increase the yield. For microbial 

community composition analysis, we amplified the V4 region of a ca. 292 bp fragment of the 16S rRNA gene using the primers 

(515F, GTGCCAGCMGCCGCGGTAA and 806R, GGACTACHVGGGTWTCTAAT, assessed by Parada et al., 2016). For 190 

eukaryotic community composition analyses, we amplified the V7 region of ca 100-110 bp fragments of the 18S rRNA gene 

using the primers (Forward 5’-TTTGTCTGSTTAATTSCG-3’ and Reverse 5’-GCAATAACAGGTCTGTG-3’, assessed by 

Guardiola et al., 2015). The Illumina MiSeq PE library was prepared after Wangensteen et al. (2018).  

For qualitative counting of algal communities, the phytoplankton net and bottom sea-ice samples were counted under an 

inverted microscope (Zeiss Primovert, Carl Zeiss AG, Germany) with 10x40 magnification. For quantitative counts, 10-50 ml 195 

of the fixed water samples were settled in an Utermöhl chamber (Utermöhl, 1958) and counted. Algae were identified using 

identification literature by Tomas (1997), and Throndsen et al. (2007). For bacteria abundance estimates, bacteria on 
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polycarbonate filter samples were stained with DAPI (4,6-diamidino-2-phenylindole) as described by Porter and Feig (1980), 

incubating the filter in 30 µl DAPI (1 μg ml-1) for 5 min in the dark before washing with MQ and ethanol and embedding in 

Citifluor:Vectashield (4:1) onto a microscopic slide. The stained bacteria were counted using an epifluorescence microscope 200 

(Leica DM LB2, Leica Microsystems, Germany) under UV light at 10x100 magnification. At least 10 grids or 200 cells were 

counted. The community structure of the phytoplankton net haul was used for estimating the contribution of sea ice algae to 

the settling community based on typical Arctic phytoplankton (Von Quillfeldt, 2000) and sea ice algal species (von Quillfeldt 

et al., 2003) described in literature. 

2.4 In situ measurements and incubations 205 

Vertical algal pigment fluxes were measured using custom made (Faculty of Science, Charles University, Prague, Czech 

Republic) short-term sediment traps (6.2 cm inner diameter, 44.5 cm height) at 1 m, 15 m, and 25 m under the sea ice anchored 

to the ice at SG and IE, as described by Wiedmann et al. (2016). Sediment traps were left for 24 h at the SG station and 37 h 

at the IE station. After recovery, samples for algal pigments were taken, fixed and analysed as described above.  

Primary production (PP) was measured based on 14C-DIC incorporation. Samples were incubated in situ in 100 ml polyethylene 210 

bottles attached to the rig of the sediment trap giving identical incubation times. Seawater or bottom sea ice melted in filtered 

seawater (ca 20 °C initial temperature to ensure fast ice melt) on site were incubated with 14C sodium bicarbonate at final 

concentration of 1 µCi ml-1 (PerkinElmer Inc., Waltham, USA). PP samples were incubated in triplicates for each treatment 

with two dark controls for the same times as the sediment traps. Samples were filtered onto precombusted Whatman GF/F 

filters (max 200 mbar vacuum) and acidified with a drop of 37 % fuming HCl for 24 h for removing remaining inorganic 215 

carbon. The samples were measured in Ultima Gold™ Scintillation cocktail on a liquid scintillation counter (PerkinElmer Inc., 

Waltham, USA, Tri-Carb 2900TR) and PP was calculated after Parsons et al., (1984). Dark carbon fixation (DCF) rates were 

used to estimate bacterial biomass production using a conversion factor of 190 mol POC (mol CO2)-1 fixed (Molari et al., 

2013). 

A reciprocal transplant experiment was conducted in water from 1 m and 15 m depth under the sea ice to test for fertilizing 220 

effects of glacial front water at stations SG and IE. At each site, incubations were made where half of the initial water volume 

was replaced with sterile filtered (0.2 μm) seawater of either the same station or the other station, excluding physical effects 

(light, temperature, sediment load). These samples were incubated and processed together with the other PP incubations at the 

adequate depths as described above. 

2.5 Statistics and bioinformatics  225 

Silicate, phosphate and NOX concentrations were plotted against salinities and correlation were tested via linear regression 

analysis using the lm function in R (R Core Team, Vienna, Austria). P values were corrected for multiple testing using the 

false discovery rate. Since the primary production estimates of the reciprocal transplant experiments were not normally 

distributed, came from a nested design, and had heterogeneous variance, a robust nested Analysis of variance (ANOVA) was 



8 
 

performed to test for significant treatment effects of incubation water with water depth as nested variable. The map was created 230 

in R using the PlotSvalbard v0.9.2 package (Vihtakari, 2020). The Svalbard basemap was retrieved from the Norwegian Polar 

institute (2020, CC BY 4.0 license), the pan-Arctic map was retrieved from Natural Earth (2020, CC Public domain license), 

and the bathymetric map was retrieved from the Norwegian mapping authority (Kartverket, 2020, CC BY 4.0 license). 

16S sequences were analysed using a pipeline modified after Atienza et al. (2020) based on OBITools v1.01.22 (Boyer et al., 

2014). The raw reads were demultiplexed and trimmed to a median phred quality score minimum of 40 and sequence lengths 235 

between 215bp and 299bp (16S rRNA) or between 90 and 150bp (18S rRNA) and merged. Chimaeras were removed using 

uchime with a minimum score of 0.9. The remaining merged sequences were clustered using swarm (Mahe et al., 2014). 16S 

swarms were classified using the RDP classifier (Wang et al., 2007) and 18S swarms using the sina aligner (Pruesse et al., 

2012) with the silva SSU 138.1 database (Quast et al., 2012). Further multivariate analyses were done in R using the vegan 

package. The non-metric multidimensional scaling (NMDS) plots are based on Bray-Curtis dissimilarities and were used to 240 

visualize differences between groups (brackish water at SG – Fjord water, sea ice – seawater). Analysis of Similarities 

(ANOSIM) were done to test for differences of the communities between the groups (999 permutations, Bray-Curtis 

dissimilarities). 

3 Results 

3.1 Physical parameters 245 

The physical conditions of sea ice (temperature T/bulk salinity S) and surface water (uppermost 4 m under the sea ice, T and 

S) at the freshwater inflow impacted site SG differed substantially from NG and IE. The sea ice and the upper 4 m under the 

sea ice were having consistently lower salinities (<8 PSU) and higher temperatures (-0.4 ˚C to -0.2 ˚C) at SG compared to NG 

and IE and also compared to the deeper water masses at SG (salinity > 34.6 PSU, temperature < -1.4 ˚C)(Fig. 2c,d). Sea ice 

melt was unlikely because the measured water temperatures and sea ice temperatures were below freezing point considering 250 

the sea ice bulk salinity. The water column at SG was highly stratified with a low salinity 4 m thick layer under the sea ice, 

separated by a sharp ca 1 m thick pycnocline (Fig. 2c,d). In contrast, the water column at IE was fully mixed and at NG only 

a minor salinity drop from 34.6 to 33.6 PSU occurred within the the upper 50 cm under the sea ice (Fig. 2c,d). Sea ice 

temperature and salinity showed similar variations between the three sites with SG ice having lower salinities and higher 

temperatures relative to sea ice at the other stations (Fig. 2a,b). At SG, bulk salinities were mostly below 0.7 PSU and calculated 255 

brine salinities below 14 PSU, except for the uppermost 40 cm where bulk salinities reached around 1.5 PSU and a brine 

salinity of 32 PSU (Fig. 2). This resulted in very low brine volume fractions below 5 %, except for the lowermost 10 cm with 

brine volume fractions up to 9 % (Supplementary table S1). At IE and NG, bulk salinities are mostly above 5 PSU (>40 PSU 

brine salinity) and temperatures were below -0.4 ˚C, which led to brine volume fractions above 6 % in all samples and above 

10 % in the bottom 30 cm. 260 
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The homogenous temperature and salinity water column profiles at IE and NG stations indicate the presence of only one water 

mass (Local Arctic water, Skogseth et al., 2020). The only additional water mass was subglacial meltwater (salinity of 0 PSU) 

mixed into the surface layer of SG. Applying a simple mixing model based on the two salinities (IE= 34.6 PSU, Glacier= 0 

PSU) provide an estimation of the fraction of glacially derived water in the surface layer of ca. 85 % in the uppermost 2 m 

under the sea ice, before decreasing to 0 % at 4 m under the sea ice below the strong halocline. The water sample taken 1 m 265 

under the sea ice had a fraction of 32 % glacial meltwater (Table 1). For NG, glacial derived water contributed only 3 % in the 

first 50 cm under the sea ice. 

The SG station was 33 m deep and about 180 m away from the glacier front. The sea ice was 1.33 m thick and covered by 3 

cm of snow. The ice appeared clear with some minor sediment and air bubble inclusions and missed a skeletal bottom layer. 

In the water column, a higher potential sediment load was observed as a turbidity peak at the halocline (Fig. 3). Direct evidence 270 

of subglacial outflow had been observed at the southern site of the glacier in form of icing and liquid water flowing onto the 

sea ice in April 2018, April 2019 and October 2019, but this form of subglacial outflow froze before reaching the fjord, which 

was additionally blocked by sea ice. The sea ice temperature was between -0.4 ˚C at the bottom and -1.7 ˚C at the top (Fig. 

2b). 

NG was 27 m deep and about 360 m away from the glacier front. The sea ice was thinner (0.92 m) and the snow cover thicker 275 

(6 cm) compared to SG. The ice had a well developed skeletal layer at the bottom with brown coloration due to algal biomass. 

The ice temperature ranged between -2 ˚C at the bottom to -2.7 ˚C at the top (Fig. 2b). The IE station was about 75 m deep 

and 50 m away from the ice edge. The sea ice was thinnest (0.79 m) and the snow cover thickest (10 cm). Sea ice temperatures 

were coldest ranging from -2.2 ˚C at the bottom to -3.1 ˚C on the top (Fig. 2b). Loosely floating ice algae aggregates were 

present in the water directly under the ice. The recorded surface PAR irradiance were similar during the primary production 280 

incubation times at SG and IE (SG: average=305 µE m-2 s-1, min=13 µE m-2 s-1, max=789 µE m-2 s-1; IE: average=341 µE m-2 

s-1, min=37 µE m-2 s-1, max=909 µE m-2 s-1). Using published attenuation coefficients irradiance directly under the ice was 5 

µE m-2 s-1 at IE and higher at SG with 9 µE m-2 s-1 due to the thinner snow cover.  

3.2 Nutrient variability in sea ice and water 

Overall, nutrient concentrations were highest in the bottom water (4.0- 4.5 µmol L-1 Si(OH)4, 9.1- 9.6 µmol L-1 NOX, 0.7-0.8 285 

µmol L-1 PO4) and depleted at the surface and in the sea ice with the exception of the under-ice water (UIW, 0- 1 cm under the 

sea ice) of SG, where NOX (10 µmol L-1) and silicate (19 µmol L-1) levels were exceptionally high (Fig. 4). We cannot exclude 

anomalies or sampling artifacts to be responsible for the high values, and therefor used the values measured 1 m under the sea 

ice for further calculations in this manuscript as surface water reference. SG had overall higher levels of silicate and NOX 

compared to the IE at both 1 m below the sea ice (factors of  3 for Si(OH)4 and 2 for NOX) and bottom ice (factor of 18 for  290 

Si(OH)4 and 3 for NOX compared to IE bottom ice) (Fig. 4). Silicate concentrations deeper in the water column were similar 

at all the stations with values of ca 4 µmol L-1  . Close to the surface silicate was reduced to 1.6 µmol L-1 at 1 m at the IE, while 

it stayed at 4.3 µmol L-1 at SG (Fig. 4a). In the water column, NOX and phosphate gradients were similar between the sites. 
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However in sea ice, NOX concentrations were more than two times higher at SG than at the IE. In the bottom 30 cm of sea ice 

all nutrients had higher concentrations at SG, except for phosphate, which was depleted in the bottom 3 cm of SG, but not in 295 

the bottom of IE sea ice. In the ice interior in 50- 70 cm distance from the ice bottom, also the other nutrients were depleted at 

SG, before rising slightly towards the surface of the ice. N:P ratios were generally highest at SG with values above 40, 

exceeding Redfield ratios in the surface water and sea ice. N:P ratios at the IE were below Redfield in the entire water column 

and bottom sea ice with values ranging from 10 to 13. A slight increase in NOX was observed at the sea ice-atmosphere 

interface at NG and SG. Subglacial outflow water and glacial ice had relatively low nutrient levels (in glacial ice: Si(OH)4 < 300 

0.3 µmol L-1, NOX < 0.9 µmol L-1, PO4 < 0.75 µmol L-1, in outflow: Si(OH)4 <1.5- 2.0, NOX 1.8- 2.3 µmol L-1, PO4 < 0.1 µmol 

L-1), but the nutrient concentrations in subglacial outflow water were higher than in most sea ice samples and the depleted 

surface water (1 m under the sea ice) at the IE.  

Nutrient versus salinity profiles can give indications of the endmembers (sources) of the nutrients (Fig. 5). In general, a linear 

correlation indicates conservative mixing. A positive correlation indicates higher concentrations of the nutrients of the saline 305 

Atlantic water endmember, while a negative correlation points to a higher concentrations in the fresh glacial meltwater 

endmember. Biological uptake and remineralisation could eliminate the correlation, indicating non-conservative mixing. In 

the water column at NG and IE silicate (R2=0.66, p=0.008), NOX (R2=0.62, p=0.01) and phosphate (R2=0.69, p=0.005) showed 

conservative positive mixing patterns with a higher contribution of Atlantic water (Fig. 5a-c). SG showed a negative correlation 

for silicate pointing to a higher contribution of glacial meltwater (R2=0.86, p<0.0001) and no correlations for NOX and PO4 310 

indicating non-conservative mixing (Fig. 5d-f). At SG, silicate concentrations were higher with lower salinities. The same 

pattern was observed in sea ice, scaled to brine salinities, with higher silicate and NOX concentrations in the fresher SG ice, 

compared to NG and IE (Fig. 5g-i). However, the R2 value were lower in particular for Si(OH)4 (NOX: R2=0.18, p=0.059; 

Si(OH)4: R2=0.41, p=0.002).  

The contribution of nutrients by upwelling as well as freshwater inflow from glacial meltwater was estimated by linear mixing 315 

calculations. At 1 m below the sea ice, about 32 % of the water was derived from glacial meltwater based on salinity-based 

mixing of glacial meltwater and local Arctic water (Table 1). The remaining 68 % came from either bottom water upwelling 

(25 m at SG as reference) or entrained surface water (IE values at 1 m under the sea ice as reference). Based on a similar 

estimation for inorganic nutrients, 58 % of NOX and 48 % of PO4 was provided by subglacial upwelling (Table 1). For silicate, 

higher concentrations were required in the bottom water of subglacial meltwater at the glacier front to explain the very high 320 

surface concentrations measured. Considering the estimated NOX and PO4 fractions, the overall fraction of nutrients derived 

from upwelling was about 53 %. The overall budget 1 m under the sea ice is was 32 % glacial meltwater, 53 % subglacial 

upwelling (deep water), and 15 % horizontal transport (surface water).  

3.3 Carbon cycle  

Net primary productivity (NPP) was overall one order of magnitude higher at SG than at IE, with the highest production value 325 

occurring within the brackish layer under the ice at SG (5.27 mg m-3 d-1, Fig. 6, 7). Within this layer, also Chl values were 
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about two times higher compared to IE (21 mg m-3 at SG, 9.1 mg m-3 at IE), and also the Chl-specific productivity in this layer 

exceeded values at the other stations (Table 2). Within sea ice, a slightly different pattern emerged. While the primary 

productivity in the bottom sea ice (0–3 cm) was two times higher at SG compared to IE, Chl values were two order of 

magnitudes lower (Fig. 6). This indicates high Chl-specific production at SG (5.6 mg C mg Chl d-1 in the sea ice and 11.4 mg 330 

C mg Chl d-1 integrated over 25 m depth). At the IE, the contribution of released ice algae to algal biomass in the water column 

was higher and the overall vertical Chl flux was about 1.5 times higher than at SG at 25 m depth. Bacterial biomass was 

comparable at both stations with higher biomass concentrations within the ice than in the water column. Bacterial activity 

(based on DCF) was comparable in the bottom sea ice at the two sites; however, it was 63x higher in the brackish surface water 

of SG leading to very high growth rate estimates (Table 2) of 6 mg C m-3 d-1. 335 

Integrated Chl values over the uppermost 25 m of the water column were nearly identical for SG and IE with values of about 

3.75 mg Chl m-2 (Table 2). The fraction of Chl was highest at IE (85 %) and lowest at the SG (30 %) (Table 2). The integrated 

NPP was considerably higher at SG (42.6 mg C m-2 d-1 at SG, 0.2 mg C m-2 d-1 at IE), while the vertical export of Chl was 

about three times higher at IE than SG. This leads to more (14 times) vertical export based on the sediment trap measurements 

than production at IE and considerably lower (5 %) export than production at SG (Table 2). Relative to the standing stock 340 

biomass of Chl at IE, 0.2 % of the Chl was renewed daily by NPP at IE and 3 % was vertically exported daily at IE, which 

would relate - assuming absence of grazing and advection – a daily loss of 3 % of the standing stock Chl. At SG, 38 % was 

renewed per day, while 2 % were exported. This leads to an accumulation of biomass of 38 % per day, and a doubling time of 

about 2.6 days. Bacterial growth doubling times were estimated to be between minutes (SG water) and days (IE water), but 

within hours in sea ice (Table 2). 345 

Considering the N demand based on the carbon based PP measurement (16 mol C mol N-1 after Redfield, 1934), about 2 µmol 

N L-1 month-1 (equivalent to 32 % of 1 m value for NOX) was needed to sustain the PP measured at SG. Assuming constant PP 

and steady state nutrient conditions, 32 % of the surface water had to be replaced by subglacial upwelling per month to supply 

this N demand via upwelling. Since only 62 % of the upwelling water was entrained bottom water the actual vertical water 

replenishment rate would be 52 % per month. Assuming a 2 m freshwater layer under the ice, this translates to flux of about 350 

1.1 m3 m-2 month-1. Considering the distance of 250 m to the glacier front and a width of 1.6 km of the SG bay, this translates 

to a minimum of about 422,000 m3 month-1. 

The results from the reciprocal transplant experiment (Fig. 7) showed clearly that the higher NPP at SG, compared to NG was 

related to the nutrient concentrations (nested ANOVA, p=0.0038, F=10.88). In any combination, sterile filtered water from the 

SG had a fertilising effect, increasing PP of IE communities by approx. 30 %. SG communities of the most active fresh surface 355 

layer fixed twice as much CO2 when incubated in the same water, compared to incubations in the IE water. 

3.4 Bacterial, archaeal and eukaryotic communities 

After bioinformatic processing 13,043 bacterial and archaeal (16S rRNA) OTUs, belonging to 1,208 genera with between 

9,708 and 331,809 reads were retained. Differences between the bacterial 16S sequences of the various sample types indicated 
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that they can be used as potential markers for the origin of the water (Fig. 8). The first non-metric multidimensional scaling 360 

(NMDS1) axis separated sea ice from water communities (ANOSIM, p=0.004, R=0.35) with no overlapping samples (Fig. 

8a). Generally IE and NG communities were very similar, while sea ice and under-ice water communities at SG were 

significantly different (ANOSIM, p=0.001, E=0.593) from the other fjord samples. The second NMDS2 axis separated 

communities along a gradient from subglacial communities towards fjord communities, with SG communities being in between 

fjord and subglacial communities (Fig. 8a). Bacterial communities at SG in the bottom layer of the sea ice and the brackish 365 

water layer were more similar to subglacial outflow communities than the other samples in both 2018 and 2019. Six OTUs 

were unique to the glacial outflow and SG surface (Fluviimonas, Corynebacterineae, Micrococcinae, Hymenobacter, 

Dolosigranuum), which are 6.6 % of their OTUs. The community structure of supraglacial ice samples was very different from 

any other sample. Also in the most abundant genera clear differences can be detected (Fig. S1). Flavobacterium sp. was most 

abundant in sea ice and UIW samples in both 2018 and 2019 at SG, but rare or absent in the other samples. Aliiglaciecola sp. 370 

was characteristic for NG sea ice and UIW samples. Paraglaciecola sp. was abundant in NG and IE sea ice and UIW samples, 

and Colwellia sp. was abundant in all sea ice and UIW samples. In sea water samples the genus Amphritea sp. was more 

abundant. Pelagibacter sp. was abundant in all samples. Glacial outflow water was dominated by Sphingomonas sp. and glacier 

ice by Halomonas sp., which were rare or absent in the other samples. 

The eukaryotic community (18S rRNA) consisted of 4,711 OTUs, belonging to 535 genera, with between 2,204 and 15,862 375 

reads. Overall, the same NMDS clustering has been found as for the 16S rRNA sequencing. We found distinctive communities 

in the sea ice and 1 m layer under the sea ice at SG being significantly different (ANOSIM, p=0.001, R=0.456) to the other 

samples (Fig. 8c). In fact, the SG surface communities were more similar to the outflow community (Fig. 8c). The clear 

differentiation between all sea ice and water column communities was also visible in the 18S rRNA samples (ANOSIM, 

p=0.005, R=0.192). As for the 16S communities, also the abundant genera differed between the groups (Fig. S2). The 380 

cryptophytes Hemiselmis sp. and Geminigeraceae were abundant at SG, but rare at the other sites. Dinophyceae, Imbricatea 

(Thaumatomastix sp.) and Bacillariophyceae were abundant in all samples with diatoms being mostly more abundant in sea 

ice or UIW. The Chytridiomycota family of Lobulomycetaceae were abundant in water samples from 2018, but not 2019. 

Subglacial outflow water was dominated by unclassified Cercozoa and Bodomorpha sp.. 

In total 22 different taxa were detected by microscopy. The communities composition was clearly separated between sea ice 385 

and water samples. Furthermore species composition at SG station differed from NG and IE (Fig. 8b). SG sea ice was 

completely dominated by unidentified flagellates (potentially Hemiselmis sp., Geminigeraceae, and Thaumatomastix sp. based 

on 18S sequences), with the exception of the 70–90 cm layer with high abundances of Leptocylindrus minimus. Sea ice samples 

at NG and IE were dominated by Navicula sp. and Nitzschia frigida. Water samples were more diverse with abundance of 

Fragillariopsis sp., Coscinodiscus sp., and Chaetoceros sp.. Overall, diatoms dominated most samples at NG and IE in sea ice 390 

and water samples.  
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4 Discussion 

The hydrography, sea ice properties, water chemistry and bacterial communities at SG provide clear evidence for subglacial 

upwelling at a shallow tidewater outlet glacier under sea ice, a system previously not considered for subglacial upwelling 

processes. Briefly, our first hypothesis that subglacial upwelling persists also in winter/spring, supplying nutrient-rich glacial 395 

meltwater and upwelling of bottom fjord water to the surface has been confirmed as discussed in detail below. 

4.1 Indications for subglacial upwelling 

The physical properties at SG were distinctly different to stations NG and IE. In contrast to NG and IE, the marine terminating 

SG site had a brackish surface water layer of 4 m thickness under the sea ice and low sea ice bulk salinities below 1.5 PSU 

comparable to sea ice in the nearby tidewater glacier influenced Tempelfjorden (Fransson et al., 2020) and in brackish Baltic 400 

sea ice (Granskog et al., 2003). We excluded surface melt or river run off as freshwater sources for the following reasons. With 

air temperatures below freezing point during the sampling periods, surface runoff based on snowmelt was not possible and no 

melting was observed during field work. In addition, no major river flow into the main bay studied (Adolfbukta), as indicated 

by small catchment areas (Norsk Polarinstitutt, 2020). We did observe some subglacial runoff at the southern site of the glacier 

(close to SG), however this outflow water froze before it reached the fjord, which was additionally blocked by a 1.33 m thick 405 

sea ice cover. The sea ice cover would also block any inputs by atmospheric precipitation, considering the impermeable sea 

ice conditions especially at SG with brine volume fractions below 5 % (Golden et al., 1998; Fransson et al., 2020). Additional 

potential freshwater sources could be related to basal glacial ice melt of glacier fronts (Holmes et al., 2019; Sutherland et al., 

2019) or icebergs (Moon et al., 2018). However, in the absence of Atlantic water inflow, which is blocked in Billefjorden by 

a shallow sill depth at the entrance of Billefjorden (Skogseth et al., 2020), water temperatures were consistently below freezing 410 

point (max -0.2 ˚C) and no Atlantic inflow water was detected at any station, which does not allow basal glacial ice to melt. 

Subglacial meltwater itself is unlikely to lead to basal ice melting due to its low salinity. However, basal ice melt is likely more 

important in systems with Atlantic water inflows, such as Greenland or Svalbard fjords without a shallow sill (e.g. 

Kongsfjorden and Tunabreen, Holmes et al., 2019). Sea ice may melt at lower temperatures compared to glacial ice, but the 

absence of typical sea ice algae in the water column at SG and the low salinity of the sea ice indicated that this was not the 415 

case. In fact, sea ice with a salinity of 1.5 PSU (measured at SG) would melt at -0.08 ˚C (Fofonoff et al., 1983), but the water 

and ice temperatures did not exceed -0.2 ˚C. Consistent with our study Fransson et al. (2020) also found substantial amount of 

freshwater in the sea ice in Tempelfjorden (approx. 50 % meteoric water fraction) in a year with large glacier meltwater 

contribution further supporting the presence of subglacial upwelling under sea ice. Fransson et al. (2020) suggested the 

combination of low salinities with high silicate concentrations as indicator for glacial meltwater, which was also the case in 420 

our study. In addition, the overall low sea ice salinity and sediment inclusions at SG cannot be explained by sea ice melt, but 

must originate from another source. 
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4.2 Potential magnitude of subglacial upwelling 

Considering the slow tidal currents in our study area (<22 m per 6 h tidal period, Kowalik et al., 2015) and wind mixing 

blocked by sea ice, a potential source of the freshwater within Billefjorden may be remains from the previous melting season. 425 

Hence, the question of how much subglacial meltwater reaches the surface at SG is important. We estimated that the fresh 

surface water was most likely exchanged on time scales of days to weeks. Even slow vertical mixing would be capable to 

erode the halocline in over six months since the last melting season. The turbidity peak we observed at the halocline would 

also settle out in a short time (weeks), if not replenished by fresh inputs (Meslard et al., 2018). Vertical export flux was 

determined to account for approximately 4% of the Chl standing stock at 25 m. Considering that glacial sediment settles 430 

typically substantially faster than phytoplankton due its higher density this suggests that the turbidity peak would erode within 

days to weeks without fresh sediment input via upwelling (Meslard et al., 2018). Furthermore, the inorganic nitrogen demand 

for the measured primary productions would consume the present nutrients in a few (approx. 2) months. Assuming steady 

state, the nutrient uptake by phytoplankton primary production would require an upwelling driven water flux of at least 1.1 m3 

m-2 month-1.  435 

Microbial communities (16S rRNA and 18S rRNA) in SG UIW and sea ice were similar to the subglacial outflow water. 

Bacterial communities (16S rRNA) at SG shared 6.6 % of their OTUs with subglacial outflow communities, which is twice as 

much as NG and IE (3.6 %) shared with the outflow communities. Considering the estimated bacterial growth rates and biomass 

at SG the doubling time of the bacteria would be between 0.5 h and 7 h. However, the use of a conversion factor for biomass 

production based on sediment bacterial data is adding uncertainty to the estimation of the bacterial doubling time. Estimates 440 

reported from Kongsfjorden in April are indeed longer (3-10 days, Iversen & Seuthe, 2010), as are other Arctic 

bacterioplankton doubling time estimates ranging between 1.2 days (Rich et al., 1997), 2.8 days (de Kluijver et al., 2013) and 

weeks (2 weeks, Rich et al., 1997; 1 week, Kirchman et al., 2005).  

Based on the growth in the range of hours to days, the distinctive community at SG would have changed to a more marine 

community on time scales of weeks, assuming only growth of marine OTUs at SG and settling out or grazing of inactive glacial 445 

bacteria taxa. Consequently, the presence of shared OTUs between SG and the glacial outflow indicates a constant supply of 

fresh inoculum to sustain these taxa. The clearest evidence for outflow comes from the visual observations of subglacial 

outflow exiting the southern part of the glacier in October 2019, April 2018 and April 2019 which we assume also occurred 

under the marine terminating front. In fact, subglacial outflows in spring have been observed at various other Svalbard glaciers 

with runoff originating from meltwater stored under the glacier from the last melt season and released by changes in hydrostatic 450 

pressure or glacier movements (Wadham et al., 2001). Active subglacial drainage systems in winter have also been described 

elsewhere, and can be sustained by geothermal heat or frictional dissipation, groundwater inputs, or temperate ice in the upper 

glacier (Wilson 2012; Schoof et al., 2014). This meltwater has also been found to be rich in silicate due to the long contact 

with the subglacial bedrock during its storage over winter (Wadham et al., 2001; Fransson et al., 2020). We therefore suggest 
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that winter and spring subglacial upwelling is not unique to Billefjorden, but likely occurs at all polythermal or warm based 455 

marine-terminating glaciers. 

The amount of upwelling was estimated using hydrographic data. In our study, three water masses were distinguished; i) 

subglacial outflow (SGO) with low salinity (0 PSU) relatively high temperatures (>0 ̊ C) and high silicate concentrations (Cape 

et al.,2019), (ii) deep local Arctic water (DLAW) with low temperatures (-1.7 ˚C) high salinities (34.6 PSU) and high nutrient 

concentrations (Skogseth et al., 2020), and iii) surface local Arctic water (SLAW) with the same temperature and salinity 460 

signature as the DLAW, but depleted in nutrients (Skogseth et al., 2020). Our mixing calculations estimate that 32 % of the 

SG water 1 m under the sea ice was derived by SGO, which pulled 1.6 times more (53 %) DLAW with it during upwelling. 

Fransson et al. (2020) found that 30-60 % of glacier derived meltwater was incorporated in the bottom sea ice at the glacier 

front of Tempelfjorden, again indicating that this is a widespread process at marine terminating glacier fronts.  

4.3 Importance of subglacial upwelling under sea ice 465 

Compared to the massive subglacial plumes of summer systems (250-500 m3 s-1, Carroll et al., 2016), subglacial upwelling in 

spring is a small volume transport with only about >1.1 m3 m-2 month-1 (approx. 2 m3 s−1) upwelling needed to sustain measured 

surface primary production. This rough, but conservative estimate translates to a freshwater input for Billefjorden of at least 

1.76 x 105 m3 day-1, which is one order of magnitude lower than summer values at Kronebreen (2.7 × 106 m3 day−1, Halbach 

et al., 2019), a Svalbard tidewater glacier of similar size. In our study, each volume of SGO water pulled about the same 470 

volume of DLAW with it to the surface (Entrainment factor of 1.6 – see above). This value is low compared to other 

entrainment factor estimates ranging mostly between 6 and 10 (Hopwood et al., 2020). The entrainment factor is mostly 

dependent on the depth of the glacier front (Carroll et al., 2016), which can explain the low rate at Nordenskiöldbreen in 

Billefjorden, with an estimated depth of 20 m at the terminus (based on CTD cast at terminus in April 2018, data not shown). 

Kronebreen with a glacier terminus depth of about 70 m and an entrainment factor of 3 is the most comparable tidewater 475 

glacier to Nordenskiöldbreen, where these fluxes were estimated. Although entrainment rate was low, it substantially increased 

summer primary production in Kongsfjorden (Halbach et al., 2019). In spite of the low discharge and entrainment rate of our 

study, subglacial upwelling appears to be the main mechanism to replenish bottom water with high nutrient concentrations to 

the surface and can substantially increase spring primary production due to; i) the absence of any other terrestrials inputs, ii) 

Atlantic water blocked by a shallow sill (Skogseth et al., 2020), iii) very weak tidal currents (Kowalik et al., 2015), and iv) 480 

wind mixing blocked by sea ice in Billefjorden.  

4.4 Importance for under-ice phytoplankton 

Our main finding was that i) higher irradiance, ii) a stratified surface layer, and iii) increased nutrient supply via subglacial 

upwelling allowed increased phytoplankton primary production at SG. Surprisingly, the ice edge station (IE) was light and 

nutrient limited and supported a lower phytoplankton primary production. 485 
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4.4.1 Increased light 

Despite the substantial subglacial upwelling, the negative effect of light limitation with the massive sediment plumes in 

summer (Pavlov et al., 2019) were not observed in spring. We did measure a small turbidity peak under the SG sea ice, but the 

values were comparable to open fjord systems in summer (Meslard et al., 2018, Pavlov et al., 2019), where light is not 

considered limiting for photosynthesis. Under-ice phytoplankton blooms are typically limited by light, which is attenuated and 490 

reflected by the snow and sea ice cover (Fortier et al., 2002, Mundy et al., 2009, Ardyna et al., 2020). Some blooms have been 

observed, mostly under snow-free sea ice, such as after snow melt (Fortier et al., 2002), under melt ponds (Arrigo et al., 2012, 

Arrigo et al., 2014), after rain events (Fortier et al., 2002), or at the ice edge related to ice edge driven upwelling (Mundy et 

al., 2009). In our study however, light levels available for phytoplankton growth were low compared to other under-ice 

phytoplankton bloom studies (Mundy et al., 2009, Arrigo et al., 2012), but higher at SG than at IE. This can be explained 495 

through the combined effects of sea ice and snow properties at SG. Light attenuation in low salinity sea ice is typically lower 

due to a lower brine volume (Arst and Sipelgas, 2004). Also, lower sea ice algae biomass and thinner snow cover due to snow 

removal with katabatic winds (e.g. Braaten 1997; Laska et al., 2012) leads to less light attenuation and lower albedo. Our 

estimates showed that about twice as much light reached the water at SG compared to the IE, in spite of the thicker sea ice 

cover and the estimated light levels of 5 and 9 µE m-2 s-1 were above the minimum irradiance (1 µE m-2 s-1) required for primary 500 

production (Mock & Gradinger, 1999). Hence, the increased light under the brackish sea ice at SG could be one factor 

explaining the under-ice phytoplankton bloom observed.  

4.4.2 Stratified surface layer 

The strong stratification at SG is another factor; allowing phytoplankton to stay close to the surface, where light is available, 

allowing a bloom to form. In fact, Lowry et al. (2017) found that convective mixing by brine expulsion in refreezing leads can 505 

inhibit phytoplankton blooms even in areas with sufficient under-ice light and nutrients. At the same time, they found moderate 

phytoplankton blooms under snow covered sea ice (1–3 mg Chl m-3), which was, however, still an order of magnitude lower 

than the SG values. Our finding of a higher vertical flux at IE compared to SG shows that stronger stratification may indeed 

be a contributing factor for the higher phytoplankton biomass at SG due to lower loss rate. However, our reciprocal transplant 

experiment clearly showed, that location alone (light, stratification) could not explain the increased primary production, but 510 

that the water properties at SG had a fertilising effect on algal growth, most probable because of higher nutrient levels, which 

were limiting at IE.  

4.4.3 Upwelling of nutrients 

Algal growth at IE was co-limited by lower irradiance as well as nutrient concentrations. Dissolved inorganic nitrogen (DIN) 

to phosphate rations (N:P) at the IE were mostly below Redfield ratios (16:1), especially in sea ice with DIN concentrations 515 

below 1 µmol L-1, indicating potential nitrogen limitations (Ptacnik et al., 2010), while the N:P ratio at SG was balanced and 
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close to Redfield. Silicate concentrations below 2 µmol L-1 are typically considered limiting for diatom growth (Egge & 

Aksnes, 1992) and this threshold had been reached at UIW and sea ice (concentration estimate in brine volume) at IE, but not 

at SG. This indicates that nitrate supplied by deep water upwelling and silicate by combined upwelling and additions from the 

glacial run off had a fertilising effect on the SG water.. High silicate values have been observed at glacier fronts in other areas 520 

such as the Greenland fjords (Azetsu-Scott and Syvitski, 1997) and Tempelfjorden (Fransson et al., 2015:2020). Iron has not 

been measured, but is an essential micronutrient, often enriched in subglacial meltwater (Bhatia et al., 2013, Hopwood et al., 

2020). However, iron limitation is unlikely in these systems (Krisch et al., 2020). Besides the subglacial upwelling, nutrient 

concentrations may simply be higher due to the shallower water depth at SG compared to IE, facilitating vertical mixing down 

to the bottom. However, NG was slightly shallower than SG and algal growth was still limited by nutrients. Besides, silicate 525 

and nitrate showed negative correlations with salinity, when including SG samples. In fact, these nutrients only correlated 

positively with salinity at IE and NG, while at SG, the negative correlations or non-conservative mixing are indicative for 

subglacial upwelling (mainly N and Si) and/or meltwater input (for Si) (Hopwood et al., 2020). Biological nutrient uptake did 

not play a significant role, due to relatively low bacterial and primary production. The subglacial outflow water itself was poor 

in nitrate, but high in silicate due to the interaction with the bedrock and long residence time below the glacier (Wadham et 530 

al., 2001), which was also found in the Tempelfjorden (Fransson et al., 2015; 2020). Nordenskiöldbreen has a mix of 

metamorphic bedrock including silicon rich gneiss, amphibolite, and quartzite, but also carbonate rich marble (Strzelecki, 

2011), which can partly contribute to the high silicate levels observed. The role of bedrock derived minerals and particles for 

composition of sea ice chemistry have been described in detail by Fransson et al. (2020). The values in subglacial outflow 

water were lower (<1.5 – 2 µmol L-1) compared to estimates in Greenland (Meire et al., 2016a, Hawkings et al., 2017, Hatton 535 

et al., 2019), indicating that direct fertilisation in spring may be even more important in other tidewater glacier influenced 

fjords. Another potential source may be higher silicate concentrations in the sediments at SG (Hawkings et al., 2017). However, 

bottom water values were similar between SG and IE, showing a limited role of higher silicate inputs from sediment, 

presumably due to silicate-poor subglacial bedrock.  

Another nitrogen source may be ammonium, which has been related to subglacial upwelling in Kongsfjorden (Halbach et al., 540 

2019). Ammonium regeneration and subsequent nitrification (Christman et al., 2011), may explain the exceptionally high 

nitrate concentration of the UIW at SG, which can be part of the explanation for the high N:P ratios. In fact, bacterial activity 

was higher at SG potentially allowing higher ammonium recycling. Another explanation for the high N:P ratios and low 

phosphate concentrations can be related to phosphate scavenging by iron, as discussed by Cantoni et al. (2020). Atmospheric 

inputs of N have been shown in the Baltic Sea, but thinner sea ice and warm periods with increased sea ice permeability were 545 

needed for the N to reach the brine pockets or water column (Granskog et al., 2003).  Our NOX profiles show some evidence 

of atmospheric N deposition, but only at NG and SG, which may be related to precipitation or surface flooding. For under-ice 

phytoplankton, these atmospheric N inputs play no role, but may have benefitted the high algae biomass layer in the upper ice 

parts of SG. Overall, the clearest evidence of nutrient limitations and fertilisation by subglacial upwelling was demonstrated 

with the reciprocal transplant experiment, which showed an approx. 30 % increase in primary production related to SG water. 550 
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Overall, primary production at SG was an order of magnitude higher than at IE. This indicates that both fertilisation by 

subglacial upwelling and increased light play a role in increasing phytoplankton primary production.  

4.4.4 Increased phytoplankton primary production 

The integrated primary production to 25 m at SG was 42.6 mg C m-2 d-1 which is low compared to other marine terminating 

glacier influenced fjord systems in summer with integrated NPP of 480 ±403 mg C m-2 d-1 (Hopwood et al., 2020). Also studies 555 

in the same month (April) observed higher primary production rates in a marine-terminating glacier influenced fjord system, 

such as Kongsfjorden (405 mg C m-2 d-1, Hopwood et al., 2020). However, none of these systems was sea ice covered during 

the studies and therefore not limited by light compared to our study. Under sea ice, phytoplankton communities have typically 

much lower NPP rates of 20–310 mg C m-2 d-1 with only about 10 % or less light transmission reaching the water column 

(Mundy et al., 2009). These values are more comparable to the SG values, despite the lower light transmission (3 %). In the 560 

central Arctic, higher under-ice NPP has been observed, but always related to high light transmission due to the absence of 

ice, or under melt ponds with light transmissions up to 59 % (Arrigo et al., 2012). However, in the sea ice area north of 

Svalbard, Assmy et al. (2017) found substantial spring PP below relatively thick sea ice caused by leads. This was also 

confirmed by large CO2 decrease due to primary production under the sea ice (Fransson et al., 2017). Phytoplankton production 

under snow covered Arctic sea ice is often considered negligible compared to sea ice algae or summer production. This can be 565 

shown in low biomass, mostly consisting of settling sea ice algae (Leu et al., 2015), or very low NPP rates (e.g. Pabi et al., 

2008). The same has been observed under Baltic sea ice with similar low light levels and primary production between 0.1–5 

mg C m-2 d-1 under snow covered ice and about 30 mg C m-2 d-1 under snow-free sea ice (Haecky & Andersson, 1999). These 

values are comparable to the IE without subglacial meltwater influence, but an order of magnitude lower than the SG 

production. Moderate blooms of 1–3 mg Chl m-3 have been described under snow covered sea ice with equal (3 %) light 570 

transmission (Lowry et al., 2017). Lowry et al. (2017) argues that a stratified water column and sufficient nutrients allow 

moderate blooms even under these low light conditions. Our study found Chl values up to an order of magnitude higher than 

Lowry et al. (2017), showing that under-ice phytoplankton blooms are indeed important under snow covered sea ice and can 

be facilitated by subglacial upwelling. 

Our study is the first to show that the combination of several factors (stratified water column, increased light and supply of 575 

fresh nutrients via tidewater glacier driven processes) can support a rather productive under-ice phytoplankton community, 

exceeding biomass and production of under-ice phytoplankton in systems with comparable light levels. Besides the increased 

and extended primary production fuelled by tidewater glacier, the active and abundant phytoplankton taxa in surface water 

with consistently replenished nutrients, may be a viable seed community for summer phytoplankton blooms, once the sea ice 

disappears and light levels increase (Hegseth et al., 2019). The significantly different community at SG may also contribute to 580 

a more diverse seed community available to the entire fjord, compared to fjords without spring subglacial upwelling. 
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4.5 Impact on sea ice algae  

4.5.1 Impact on biomass and primary production 

While phytoplankton biomass and production were clearly enhanced at SG, exceeding levels of other snow covered under-ice 

systems, sea ice algal biomass and activity had been differently affected. Our third hypothesis suggested lower sea ice algae 585 

biomass and production at SG due to the lower brine volume fractions. In agreement with our hypothesis, algal biomass was 

indeed an order of magnitude lower compared to the IE and NG. However, their production was two times higher, showing 

more efficient photosynthesis. 

Compared to most other sea ice studies conducted at the same period of the year, typically representing the mid-bloom phase 

with 10–20 mg Chl m-2 (Leu et al., 2015), Chl biomass was very low at all stations of our study (<0.32 mg Chl m-2). Only 590 

Greenland fjords (0.1-3.3 mg Chl m-2) or pre- and post-bloom systems had comparably low biomass (Mikkelsen et al., 2008, 

Leu et al., 2015). The significantly different communities with high number of cryptophyte flagellates, a high proportion of 

phaeophytin (14–68 % in the bottom 3 cm), and the high contribution of sea ice algae in the water column indicate that we 

sampled indeed a post-bloom situation. Considering the low air, sea ice and water temperatures and the absence of a fresh 

UIW layer at the IE, the bloom was most likely not terminated by bottom ice erosion but limited by nutrients. In fact, SG 595 

bottom ice was deficient in phosphate (0.27 µmol (L brine)-1), while the IE was deficient in silicate (1 µmol (L brine)-1) and 

nitrogen (N:P = 1 mol N mol P-1). This finding fits to earlier studies where phosphate limitations had been described as limiting 

for brackish sea ice algae at concentrations below 0.27 µmol L-1 (Haecky and Andersson, 1999), while N and Si limitations 

are typical for Arctic sea ice algae (Gradinger, 2009). The low concentrations of phosphate in the subglacial meltwater would 

partly explain the low concentration in SG sea ice. In addition, most studies summarized by Leu et al. (2015) were done 10 600 

years or more prior our measurements. Hence, an earlier sea ice algae bloom and the earlier termination observed in our study 

may be related to thinner sea ice due to the warmer climate. In fact, the Greenland study by Mikkelsen et al. (2008) with 

comparable sea ice algae biomass had the thinnest sea ice cover of 0.5 m sampled in the warmest year (2006). During our 

study, the weather station in Longyearbyen measured a mean temperature of –3.9 °C in April 2019, which was 8.3 °C above 

average and the second warmest average April temperature recorded after April 2006 (0.1 °C), indicating that a warmer climate 605 

may explain the earlier bloom termination (yr.no).  

Similar to algal biomass, primary production (approx. 0.01 mg C m-2 d-1 at SG and 0.005 mg C m-2 d-1 at IE, assuming 10 cm 

productive bottom layer) was considerably lower than in most studies of Arctic sea ice (0.8–55 mg C m-2 d-1 in the Barents 

Sea) mentioned by Leu et al.(2015). Only algal aggregates (Assmy et al., 2013) and Baltic sea ice (Haecky & Andersson, 

1999) measured similarly low production rates indicating that the senescence of the bloom (aggregates) and brine volume 610 

fraction (Baltic Sea) were factors contributing to low primary production in sea ice. 



20 
 

4.5.2 Stressors in brackish sea ice 

In addition to the post bloom status of the bloom, the lower biomass at SG can be partly explained by the lower brine salinity. 

Permeability of sea ice is typically related to salinity and temperature, which determine the brine volume. With a brine volume 

fraction below 5 %, or temperature below -5 °C and salinity below 5 PSU, sea ice is considered impermeable (Golden et al., 615 

1998). At SG, temperatures were higher, but a brine volume fraction above 5 % was only found in bottom ice sections (7–9 

%), indicating that the brine channels are weakly connected and algae had limited inhabitable place and nutrient supply 

(Granskog et al., 2003), especially in the upper layers of the sea ice. In more saline systems, such as the Chuckchi or Beaufort 

Sea a high flux of seawater through the ice (0.4–19 m3 seawater m-2 sea ice) has been discussed as crucial to allow continuous 

primary production and accumulation of biomass (Gradinger, 2009). In impermeable ice, this flux is eliminated. However, the 620 

algal biomass at SG was very low, even compared to other brackish sea ice system, such as the Baltic Sea with similar or lower 

brine volume fractions and comparable light levels (Granskog et al., 2003: 3-6 mg Chl m-3; Haecky & Andersson, 1999: 1.2 

mg Chl m-2), indicating that other stressors played a role at SG. Grazing is assumed to be a minor control on algae production 

and biomass in Arctic sea ice (Gradinger, 2002). However, grazing by heterotrophic flagellates on small primary producers 

has been described as important in the Baltic Sea, indicating that it might plays a role at SG as well (Haecky & Andersson, 625 

1999). SG sea ice communities were indeed dominated by small flagellate algae (microscopy based) and a high proportion of 

potential grazers (18S rRNA data). Other stressors, such as phosphate limitation, viral lysis, or osmotic stress related to episodic 

outbursts of subglacial meltwater are likely additional factors explaining the low biomass. 

DIC has also been described as potentially limiting for sea ice primary production, especially towards the end of the bloom 

(Haecky & Andersson, 1999) and may be supplied with the carbonate rich subglacial outflow (Fransson et al., 2020). Higher 630 

mortality due to factors mentioned above, together with the higher measured bacterial activity, allowing recycling of nutrients 

may be another factor explaining higher production with lower Chl biomass. Last, nutrients may have been replenished recently 

via advective processes when the brine volume fraction was higher.  

At SG another layer of potentially high activity has been found in the upper sea ice. In this layer, depleted nutrient 

concentrations correspond with high Leptocylindrus minimus abundances indicating that these algae were actively taking up 635 

the nutrients, despite the impermeable sea ice. NOX concentrations increased towards the surface and bottom indicating inputs 

from surface flooding above (Granskog et al., 2003) and seawater below. Silicate and phosphate were only supplied from the 

seawater below. The observed brine volume fractions below 5 % would not allow inputs of these nutrients, but episodes with 

higher temperatures and thereby higher brine volume fractions may be sufficient to supply the needed nutrients to this 

distinctive layer. 640 

Overall, sea ice influenced by subglacial outflow was very similar to other brackish sea ice such as in the Baltic Sea in regard 

to structure, biomass and production (Haecky & Andersson, 1999, Granskog et al., 2005). Compared to Arctic sea ice the 

effect was negative on sea ice algae biomass due to low brine volume fractions, phosphate limitation and potentially higher 

mortality via grazing and possibly higher osmotic stress.  
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5 Outlook 645 

Our study showed that even a shallow marine-terminating glacier can lead to increased under-ice phytoplankton production 

by locally enhanced light levels, stronger stratification and nutrient supply by subglacial upwelling, which are all factors 

expected to change due to climate change. While most of our evidence is circumstantial, the number of different evidence 

leading to the same conclusion makes our findings rather robust. We propose that our findings are applicable to other tidewater 

glaciers with a polythermal or warm base, as is common on Svalbard, but also on Greenland (Hagen et al., 1993; Irvine-Fynn 650 

et al., 2011). With a changing climate, tidewater glaciers will retreat and transform towards land terminating glaciers 

(Błaszczyk et al., 2009). In winter and spring, this would result in the lack of subglacial upwelling and systems more similar 

to the IE with less nutrients and light available for phytoplankton. The local effect would reduce primary production, biomass 

and bacterial production in the water column, but higher biomass of sea ice algae with the known Arctic taxa of pennate 

diatoms. The pelagic/sympagic benthic coupling would be stronger supporting the benthic food web. Winter and spring 655 

subglacial upwelling is most likely present at all polythermal or warm-based marine-terminating glaciers, which includes 

glacier termina with much deeper fronts, much higher entrainment rates of bottom water, and higher silicate concentrations in 

glacial meltwater (Hopwood et all., 2020). Thus, the effect of spring subglacial upwelling is likely more pronounced in other 

fjords. Additional effects of climate change include increased precipitation in the Arctic, which would reduce light levels 

below the sea ice. However, also land-terminating glaciers would allow snow removal by katabatic wind as discussed for 660 

Nordenskiöldbreen. Another impact of climate change will be the reduction of sea ice and Atlantification of fjords, leading to 

increased light, and wind mixing. In the ice free Kongsfjorden, higher primary production rates have been measured in the 

same month, indicating that the lack of sea ice may lead to increased overall primary production (Iversen & Seuthe, 2010). 

However, Kongsfjorden is still influenced by subglacial upwelling, supplying nutrients for the bloom (Halbach et al., 2017). 

In systems not affected by subglacial upwelling the additional light will most likely not lead to substantially higher primary 665 

production as indicated by lower measured rates in these type of fjords (Hopwood et al., 2020). Since the entrainment in our 

study occurs at only approximately 20 m depth, upwelling under sea ice-free conditions would have much less effect, since 

wind induced mixing plays a more important role and the fjord is likely more nitrate than silicate limited, due to the later stage 

of the spring bloom. 
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Figures 

 970 

 
Fig 1. Sampling sites in Billefjorden: a) detailed Billefjorden map showing the stations at the ice edge (IE), north glacier (NG) 

and south glacier (SG) on the underlying bathymetric map. White areas are uncharted with water depths of about 30 m at NG 

and SG. The insets to the right show the location of b) Billefjorden on a Svalbard map and of c) Svalbard on a pan-Arctic map, 

marked with red boxes. Land is shown as dark grey, ocean as white, and glaciers as light grey. All maps were created using 975 

the PlotSvalbard R package (Vithakari, 2019). The Svalbard basemap is retrieved from the Norwegian Polar institute (2020, 

CC BY 4.0 license), the pan-Arctic map is retrieved from Natural Earth (2020, CC Public domain license), and the bathymetric 

map is retrieved from the Norwegian mapping authority (Kartverket, 2020, CC BY 4.0 license). 
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Fig 2. Bulk salinity and temperature profiles in a,b) sea ice cores (0 cm at the bottom) and c,d) the water column down to 10 

m, of the three stations. 
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Fig 3. Turbidity profile of the SG station converted to suspended particles  
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Fig 4. Nutrients in the water column (below grey line) and in sea ice (above the grey line) of a) silicate with a suggested 995 

threshold for limitation marked as dashed grey line, b) NOX as nitrate and nitrite, c) phosphate and d) molar N:P ratios with 

the Redfield threshold of N:P 16:1 marked as dashed grey line indicating potential N limitation. Dashed lines indicate the 

position of the ice surface, while solid lines show the measured data. 
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Fig 5. Linear salinity-nutrient correlations of NG and IE water samples (a–c), NG, IE, and SG water stations (d–f) and sea ice 

samples of NG, IE and SG (g–i). A higher concentration in saline Atlantic water is shown as a positive correlation, a higher 

concentration in glacial meltwater as a negative correlation. Significant correlations (p<0.05) are asterisk marked behind the 

R2 value. 1005 
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Fig 6. Schematic representation of the C cycle at SG and IE stations. All units are in mg C with the median given in the circles 

and arrows and the minimum and maximum in brackets below. 0 m depth is at the sea ice water interface. Grey arrows indicate 1010 

net primary production (PP) with its height scaled to the uptake rates. Green circles show standing stock algae biomass (AB) 

converted from Chl to C (conversion factor = 30 gC gChl-1, Cloern et al., 1995) with its diameter scaled to the concentrations, 

except sea ice at IE with the light green circle scaled one order of magnitude higher. Yellow arrows indicate vertical export 

(VE) of chlorophyll converted to C (conversion factor = 30 gC gChl-1, Cloern et al., 1995) with the contribution of sea ice 

algae and phytoplankton estimated by the fraction of typical sea ice algae in phytoplankton net hauls and the width of the 1015 

arrows scaled to the fluxes. Orange arrows indicate bacterial biomass production (BP) based on dark carbon fixation 

(conversion factor = 129 gC gDIC-1, Molari et al., 2013) with the arrows scaled to the values. Red circles to the right are 

bacteria biomass (BB) assuming 20 fg C cell-1 in the bottom sea ice and UIW. The grey area represents sea ice, the light blue 

area a brackish water layer and the darker blue area deeper saline water layers. 
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Fig 7. Impact of water source on primary production assessed via a reciprocal transplant experiment. Primary production of 

IE and SG communities incubated in sterile filtered water originated from either station at a) 1 m and b) 15 m depth. The 

symbols show the source of the community and the colors indicate the source of the sterile filtered incubation water. The type 

of incubation water (color) explains the variation in a nested ANOVA with community (symbol) and depth as nested 1025 

constrained variables and water source (color) as explanatory variable (p=0.0038, F=10.88). 
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Fig 8. a) NMDS plot of microbial community structure based on 16S data, including samples from April 2018. Groups 

highlighted in eclipses: glacier ice (top right), glacial outflow (top left), station SG 2019 (top blue), station SG 2018 (bottom 1030 

blue) and others (bottom). The fraction of shared OTUs (in %) are shown as lines scaled to the fraction [%] of shared OTUs. 

b) NMDS plot of community structure based on 18S data, including samples from April 2018, c) NMDS plot based on algae 

abundances in sea ice and UIW based on light microscopic counts.  
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Tables 

Table 1. Properties of the three identified water masses and SG surface water and the estimated contributions of the different 1045 

water masses based on salinity and different nutrients. 

  Surface water Bottom water Meltwater SG 1 m 
Salinity [PSU] 34.7   34.7   0 32  % 23.6 
Temperature [°C] -1.4   -1.4   0   -0.4 

Silicate [µmol L-1] 1.59 0  % 4.46 84  % 1.79 32  % 4.30 

NOX [µmol L-1] 3.27 10  % 9.57 58  % 2.06 32  % 6.52 

Phosphate [µmol L-1] 0.34 20  % 0.67 48  % 0.09 32  % 0.42 
 

 

 

 1050 

 

 

 

 

 1055 

 

 

 

 

 1060 

 

 

 

 

 1065 

 

 

 

 

 1070 



40 
 

Table 2. Integrated standing stock biomass of Chl and fluxes of Chl and C, fractions of the different fluxes and standing stocks, 

and bacterial production based on dark carbon fixation (DCF). 

Variable SG IE Unit 
Chl int. in sea ice 0.02 0.40 mg m-2 

NPP in bottom sea ice 0.10 0.05 mg C m-3 d-1 

Chl int. in 25 m water column 
3.74 3.75 

mg m-2 

Vertical Chl flux to 25 m 0.07 0.11 mg Chl m-2 d-1 
NPP at 1 m 5.27 0.03 mg C m-3 d-1 
C based NPP int. over 25 m 42.6 0.2 mg C m-2 d-1 
Estimated Chl production int. over 25 m 1.4 0.0 mg C m-2 d-1 
mg C fixed per mg Chl  11.4 0.1 mg C mg Chl d-1 
NPP as fraction of Chl standing stock 38 % 0.2 %  % Chl renewal d-1 
Doubling time 2.63 500 days 
Vertical Chl flux as % of Chl standing stock 2 % 3 %  % export of Chl d-1 
Vertical Chl flux as % of NPP based Chl prod. 5 % 1375 %  % export of NPP d-1 
Loss of Chl from 15 to 25 m 12 % 19 % Δexp 15m to 25m 
Average Chl fraction of (Chl + Phaeo) in 0-3 cm ice 30% 85% % Chl 
Average Chl fraction of (Chl + Phaeo) in water 47 % 50 % % Chl 
Bacteria DCF ice 7.0 7.6 µg C m-3 d-1 
Bacteria Biomass prod (DCF based) ice 0.9 1.0 mg C m-3 d-1 
Doubling time 1.2 0.9 days 
Bacteria DCF 1 m 46.9 1.1 µg DIC m-3 d-1 
Bacteria Biomass prod (DCF based) 1m 6.0 0.1 mg C m-3 d-1 
Doubling time 0.02 2.9 days 
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Appendix 1085 

 
Fig. A1. Community composition of the most abundant genera based on 16S rRNA sequencing data. 
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Fig. A2. Community composition based on 18S rRNA sequencing data of the most abundant genera or highest taxonomic 

level if no related genus has been found. 1105 
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Fig. A3. Sea ice algae and UIW algae community composition of the most abundant taxonomic groups based on light 

microscopy. 
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Table B1. Sea ice properties and conversions from bulk salinity and temperature to brine salinity, densities, and brine volume 1130 

fractions. 

Station 
Ice core 

section [cm] 
Temp 
[°C] 

Brine Sal  
[PSU] 

Ice density 
[kg m-3] 

Brine density  
[kg m-3] 

Brine volume 
fraction 

SG 0 to 3 -0.4 7.4 917.1 1005.9 7  % 

 3 to 10 -0.4 7.4 917.1 1005.9 9  % 

 10 to 30 -0.5 8.5 917.1 1006.8 5  % 

 30 to 50 -0.6 10.7 917.1 1008.6 3  % 

 50 to 70 -0.5 10.0 917.1 1008.0 1  % 

 70 to 90 -0.7 13.3 917.1 1010.6 0  % 

 90 to 100 -1.5 27.6 917.2 1022.0 1  % 

  110 to 130 -1.7 31.7 917.2 1025.4 5  % 

NG 0 to 3 -2.0 37.6 917.3 1030.0 28  % 

 3 to 10 -2.1 39.4 917.3 1031.6 16  % 

 10 to 30 -2.3 42.8 917.3 1034.2 10  % 

 30 to 50 -2.5 46.1 917.3 1036.9 10  % 

 50 to 70 -2.8 51.8 917.4 1041.4 8  % 

  70 to 92 -2.7 51.1 917.4 1040.9 8  % 

IE 0 to 3 -2.2 41.3 917.3 1033.1 16  % 

 3 to 10 -2.4 44.1 917.3 1035.3 11  % 

 10 to 30 -2.6 48.3 917.4 1038.6 11  % 

 30 to 50 -3.0 55.6 917.4 1044.5 9  % 

 50 to 70 -3.1 57.7 917.4 1046.2 8  % 

  70 to 80 -3.1 57.3 917.4 1045.9 6  % 
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Table B2. Geographic metadata and nutrient concentrations in µmol L-1 related to Billefjorden. 1145 

Depth Station Latitude (N) Longitude (E) type 
Depth 
[m] 

Si(OH)4  
[µmol L-1] 

NOX 

 [µmol L-1] 
PO4 

[µmol L-1] 
N:P 
[mol mol-1] 

UIW SG 78°39'03 16°56'44 water 0.01 19.3 10.4 0.19 55.8 

1 m SG 78°39'03 16°56'44 water 1 4.3 6.5 0.42 15.7 

15 m SG 78°39'03 16°56'44 water 15 4.4 8.7 0.68 12.9 

25 m SG 78°39'03 16°56'44 water 25 4.5 9.6 0.67 14.2 

UIW NG 78°39'40 16°56'19 water 0.01 1.2 1.5 0.07 21.4 

1 m NG 78°39'40 16°56'19 water 1 3.3 7.6 0.53 14.3 

15 m NG 78°39'40 16°56'19 water 15 3.8 8.7 0.62 14.0 

25 m NG 78°39'40 16°56'19 water 25 4.0 9.1 0.68 13.5 

UIW IE 78°39'09 16°34'01 water 0.01 2.8 6.1 0.44 13.8 

1 m IE 78°39'09 16°34'01 water 1 1.6 3.3 0.34 9.7 

15 m IE 78°39'09 16°34'01 water 15 3.6 7.8 0.62 12.6 

25 m IE 78°39'09 16°34'01 water 25 4.0 9.5 0.86 11.1 

Bot IE 78°39'09 16°34'01 water 57 4.0 9.1 0.70 13.0 

0-3 cm IE 78°39'09 16°34'01 Sea ice -1.5 0.2 0.6 0.46 1.2 

3-10 cm IE 78°39'09 16°34'01 Sea ice -6.50 0.1 0.2 0.04 5.1 

10-30 cm IE 78°39'09 16°34'01 Sea ice -20 0.1 0.6 0.01 63.5 

30-50 cm IE 78°39'09 16°34'01 Sea ice -40 3.6 1.0 0.04 26.6 

50-70 cm IE 78°39'09 16°34'01 Sea ice -60 0.1 0.3 0.01 27.1 

70-80 cm IE 78°39'09 16°34'01 Sea ice -75 0.1 0.5 0.01 48.1 

0-3 cm NG 78°39'40 16°56'19 Sea ice -1.5 0.3 0.8 1.29 0.6 

3-10 cm NG 78°39'40 16°56'19 Sea ice -6.50 0.1 0.2 0.03 7.9 

10-30 cm NG 78°39'40 16°56'19 Sea ice -20 0.0 0.1 0.00 104.0 

30-50 cm NG 78°39'40 16°56'19 Sea ice -40 0.1 0.2 0.01 20.3 

50-70 cm NG 78°39'40 16°56'19 Sea ice -60 0.2 0.6 0.05 10.9 

70-90 cm NG 78°39'40 16°56'19 Sea ice -80 0.4 1.5 0.21 6.9 

0-3 cm SG 78°39'03 16°56'44 Sea ice -1.5 2.9 2.2 0.02 89.8 

3-10 cm SG 78°39'03 16°56'44 Sea ice -6.50 3.2 3.3 0.03 97.1 

10-30 cm SG 78°39'03 16°56'44 Sea ice -20 2.0 2.9 0.04 71.2 

30-50 cm SG 78°39'03 16°56'44 Sea ice -40 0.6 1.3 0.02 68.1 

50-70 cm SG 78°39'03 16°56'44 Sea ice -60 0.4 1.2 0.02 57.6 

70-90 cm SG 78°39'03 16°56'44 Sea ice -80 0.9 0.4 0.01 38.9 

90-110 cm SG 78°39'03 16°56'44 Sea ice -100 2.4 2.3 0.04 56.3 

110-130 cm SG 78°39'03 16°56'44 Sea ice -120 2.6 2.4 0.04 55.4 
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Table B3. Geographic metadata and nutrient concentrations related to Nordenskiöldbreen. 

Date Stat Lat (N) Lon (E) type 
Silicate  
[µmol L-1] 

NOX 
[µmol L-1] 

Phosphate 
[µmol L-1] 

Nitrite 
[µmol L-1] 

Nitrate 
[µmol L-1] 

09.07.2018 NC 78°38'3 16°59'4 Cryoconite 0.18 0.741 0.597 0.133 0.608 

09.07.2018 NC 78°38'3 16°59'4 Cryoconite 0.179 0.555 0.75 0.084 0.471 

09.07.2018 NC 78°38'3 16°59'4 Cryoconite 0.066 0.732 0.332 0.069 0.663 

09.07.2018 NC 78°38'3 16°59'4 Cryoconite 0.157 0.674 1.281 0.067 0.607 

09.07.2018 NC 78°38'3 16°59'4 Cryoconite 0.044 0.681 0.163 0.052 0.629 

09.07.2018 NR 78°39'3 16°56'5 Cryoconite 0.323 0.537 0.611 0.311 0.226 

09.07.2018 NR 78°39'3 16°56'5 Cryoconite 0.073 0.671 0.201 0.07 0.601 

09.07.2018 NR 78°39'3 16°56'5 Cryoconite 0.062 0.361 0.383 0.077 0.284 

09.07.2018 NR 78°39'3 16°56'5 Cryoconite 0.146 0.609 0.222 0.113 0.496 

09.07.2018 NR 78°39'3 16°56'5 Cryoconite 0.049 0.53 0.26 0.065 0.465 

25.04.2018 Out 78°38'2 16°75'2 outflow 1.535 2.304 0.083 0.009 2.295 

25.04.2018 Out 78°38'2 16°75'2 outflow 2.047 1.814 0.096 0.013 1.801 

25.04.2018 NC 78°38'3 16°59'4 glacier ice 0.085 0.928 0.038 0.008 0.92 
 1150 
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