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ABSTRACT

In this paper, we introduce a method for creating a transparent computational boundary for the simulation of unidirectional propagation of
optical beams and pulses using leaky modes. The key element of the method is the introduction of an artificial-index material outside a chosen
computational domain and utilization of the quasi-normal modes associated with such artificial structure. The method is tested on the free
space propagation of TE electromagnetic waves. By choosing the material to have appropriate optical properties, one can greatly reduce the
reflection at the computational boundary. In contrast to the well-known approach based on a perfectly matched layer, our method is especially
well suited for spectral propagators.

Published under license by AIP Publishing. https://doi.org/10.1063/1.5099193

. INTRODUCTION

Treatment of domain boundaries in numerical simulations, especially in the solution of partial differential equations, presents a long-
standing problem. While powerful methods have been developed for certain situations, they often introduce significant additional complexity
and computational overhead. The perfectly matched layer (PML)' approach stands as a prime example of methods that work extremely well
in situations where a transparent boundary is meant to mimic a connection of the given “computational box” to an infinite outside space.
Indeed, PML-based methods are routinely employed for wave-propagation simulation, for example, in finite-difference Maxwell solvers” and
in beam-propagation simulation.’

Nevertheless, there are applications for which good boundary treatments are still lacking. For example, in extreme nonlinear optics,
characterized by high intensity, few cycle pulses, which, through their interaction with material degrees of freedom, display very broad and
complex spatiotemporal spectra, spectral beam, and pulse propagators’ are the preferred methods of choice. Unfortunately, they do not mesh
well with the boundary treatments developed for the finite-difference solvers such as PML.

While spectral propagators applied to pulses and/or beams shine in many situations that are next to impossible to handle with finite-
difference approaches, the boundary treatment can be a significant problem. For example, long-distance propagation of highly nonlinear
optical pulses’ is often connected with light-matter interactions that send significant energy propagating toward the boundaries of compu-
tational domains where it must be “absorbed” as if propagating into infinite space. In connection to spectral-based numerical simulation of
beam and pulse propagation, this is a difficult problem that we aim to address in this work.

The method we put forward can be understood as an extension of an approximation that is sometimes used to simulate beam and pulse
propagation in leaky waveguides”’ such as hollow-core fibers or capillaries.” In such a context, the propagating modes are approximated”"’
by real parts of the true leaky modes for the given waveguide,'' while their propagation constants are redefined by the inclusion of the
imaginary parts that reflect the propagation loss of a leaky mode. Such an approach can be interpreted as a first-order perturbation theory
where eigenvalues are corrected, while the wave functions are kept unchanged. Needless to say, this only works when the physics dictates that
the propagation is dominated by a relatively small number of modes that have small propagation losses.
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We propose to utilize the true leaky modes, without approximations, as the basis for both the numerical representation of the optical field
and for the realization of transparent boundary conditions. We introduce an artificial structure outside of the given computational domain in
order to introduce an infinite set of leaky modes, and construct an expansion of an arbitrary beam profile. While we present the treatment for
a fixed frequency, the generalization to pulsed waveform is straightforward.

Leaky modes have had a long history in the field of electromagnetics. They were used already as early as in 1884 by Thomson'” in his
study of decay phenomena in electromagnetics. Since then, they have been of enduring interest in electromagnetics, for resonator cavities, "
optical waveguides,” photonic,'® and plasmonic'”'" structures, and are often used for numerical simulations, which is also what we propose
to do in the current paper. Leaky modes are decaying eigenstates and as such have played an important role in quantum theory from its very
inception until today. In this setting, they describe unstable states. Such states were first defined in terms of the absence of incoming waves by
Siegert'” for the nuclear scattering matrix. Siegert’s definition of unstable states was taken up by Peierls,”’ Le Couteur,”’ and Humblet”* and
by them refined into an important tool for nuclear scattering theory. The wave functions satisfying the Siegert outgoing-wave conditions are
known as resonant states, and their properties have been of interest for many years.” **

As is evident from the previous paragraph, leaky modes and unstable states have a long history and have been, and are, of great utility”’
in various fields. However, the fact that they are decaying eigenstates means that the corresponding eigenvalue problems are not self-adjoint.
Consequently, the matter of projecting general field configurations into sum of leaky modes or resonant states, and the question of complete-
ness of the resulting expansions, are not backed up by any general theory, like for the self-adjoint case. In fact, the leaky modes and resonant
states are invariably growing exponentially in space, and thus cannot be placed in some well-known inner product spaces. The lack of a general
theory for non-self-adjoint operators is challenging, and it means that questions of projection and completeness have to be handled in a case
by case basis. In this paper, we will introduce a projection method for leaky modes based on a naturally occurring complex non-Hermitian
inner product, but will not present a convergence proof for our leaky mode expansions.

The paper is organized as follows: In Sec. 11, we introduce the model which we will use to access the feasibility of our proposed approach
to setting up a partially reflective boundary for spectral pulse propagators. We are most familiar with the particular spectral pulse propagator
UPPE,” but our approach is applicable to any of the spectral pulse propagators that are commonly used in optics today. The model describes
the propagation of TE electromagnetic waves in a homogeneous medium that we for convenience assume is a vacuum. We then proceed to
set up and solve the eigenvalue problem for the complex transverse wave numbers that define the leaky modes. In this section, we also derive
a very accurate explicit asymptotic formula for the location of leaky mode wave numbers in the complex plane. In Sec. 111, we introduce the
leaky modes and show that, by using the technique, well-know from the study of resonant states in quantum theory, of shifting them over
to a complex spatial contour outside the transverse computational domain, the leaky modes can be identified with vectors in a vector space
of functions on the real line that is endowed with a complex non-Hermitian inner product.”*”” The leaky modes are orthogonal with respect
to this product, and we can thus write down generalized Fourier series for any given function based on the orthogonal leaky modes and this
non-Hermitian inner product. This solves the projection problem for our leaky modes.

We have done extensive numerical experiments using our leaky mode expansions, and in Sec. I'V, we present some examples and the
conclusions we draw from these examples, with regards to their suitability for representing initial data for the spectral propagator. We argue
that the leaky mode expansions converge pointwise for all sufficiently smooth functions in our space, but that they do not always converge to
the function used to generate the expansion. The pointwise convergence only becomes problematic in the limit when the index, of the artificial
material introduced outside the computational domain, tends toward the same value as the index inside the domain. One would expect that
problems with the leaky mode expansions would appear in this limit since if the limit is reached, there is no index difference between the
inside and the outside of the computational domain and leaky modes cease to exist. However, in order to minimize the reflection from the
boundary of the computational domain, we want to choose the difference between the inside index and the outside, artificial index, as small
as possible. It thus becomes a trade-off between making it small in order to minimize reflections and not making it so small that the leaky
mode expansions stops giving a good representation of the functions used to generate the expansions. At the end of Sec. [V, we argue, using a
dimensionless quantity that appear from our theory, that an acceptable trade-off can be made.

In this paper, we do not present a proof that the leaky mode expansion converge to the function used to generate the series. The chief
reason for this is that we believe that they never really do converge point wise to the function used to generate them. This is what our numerical
results from Sec. IV indicated. In Sec. V, we present analytical arguments that points to the same conclusion. However, the conjectured lack
of pointwise convergence to the desired function does not make the leaky mode expansions useless from a more practical point of view. This
is what we argue in Sec. [V, where we use a certain dimensionless quantity to specify what we mean by a practical point of view in this context.

Il. THE MODEL

We will assume that the spatial inhomogeneity of the refractive index takes the form of a straight channel oriented along the z-axis of our
coordinate system, of uniform width 24 in the transverse direction, which is oriented along the x-axis of our coordinate system. The geometry
of the channel is illustrated in Fig. 1. Consistent with the geometry, we assume that the electromagnetic field is transverse electric. Thus, we
have

E(r,w) = (0,e(x,z,0),0),
P(r,w) = (0,p(x,2z,0),0). 1)

J. Math. Phys. 60, 083505 (2019); doi: 10.1063/1.5099193 60, 083505-2
Published under license by AIP Publishing


https://scitation.org/journal/jmp

Journal of
Mathematical Physics ARTICLE scitation.org/journal/jmp
n(x,w) z
+n
1
+ } X I X
-a ‘ a a a
(a) Refractive index n(z,w) (b) Geometry of the channel

FIG. 1. Geometry of the refractive index channel.

Here, we use the sign convention for the inverse Fourier transform with respect to time that is standard in optics

E(r,t) = [w dw E(r,w) e ™. (2)

Using Maxwell’s equations with no free charges or currents, we find that e(x, z, w) is a solution to the following model equation:

Ozze(x,z,w) + Oxce(x, z,w)+(%)2(l +x(xw))e(x,z, w) = p(x,z, ), (3)

|} linearization

Oze(x,z,w) + Oue(x, z, a))+(%)2n2(x, w)e(x,z,w) = 0. (4)

In addition to the model Eq. (3), the electric field e(x, z, w) must satisfy the conditions
e(ta-,z,w) = e(xas,z, w), (5)
Ove(+a-,z,w) = Oye(+a+,z, w), (6)

which follows from the electromagnetic interface conditions for transverse electric fields at x = +a.

The goal is now to find leaky modes for the linearized equation. These modes can then be used to write down a modified spectral
propagator, like UPPE, for the model Eq. (3), where a leaky mode transform takes the place of the usual transverse Fourier transform. The rest
of the paper is focused on constructing the leaky modes and evaluating for which transverse field configurations they form a suitable basis.

lll. LEAKY MODES

Leaky modes are solutions to the linearized model Eq. (4) that are propagating in the direction of the positive z-axis, satisfy the
electromagnetic interface conditions (5) and (6), and are outgoing at positive and negative infinity.
Such functions must be of the form

ifz ilx
e s

e(x,z,w) = De x> a,
e(x,z,w) = ei’B"Z(Beis"x + Ceii‘r"x), -a<x<a,
e(x,z,w) = AP e, X< -—a, (7)

where f3y, & and 3, £ are the propagation constants and transverse wave numbers inside and outside the channel, respectively. The propagation
constants are determined by the transverse wave numbers by the identities

ﬂ=(((§)2nzf2);> ﬁo=((f)2<f§)é- (8)

From the physical point of view, the modes represents electromagnetic disturbances that propagate in the direction of the positive z-axis while
they are partially reflected and transmitted at the lateral boundaries defining the index channel. This is illustrated in Fig. 2.
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FIG. 2. Plane-wave propagation.

In order for the functions (7) to satisfy the electromagnetic boundary conditions (6), and thus be leaky modes, the two propagation
constants  and By must be equal, which is only true if the following identity holds:

2 w\* 2
&=z (n" - 1) +&. ©)
This is Snell’s law. In addition, the following linear algebraic system:
ei‘_‘f _e—.iafo —_e"”f‘) 0 A 0
—iemff _ie—mfo & ielafo & 0 Bl |o 10
0 eiafo e—iufg _eiaf cl 1o ( )
0 ieiafo &‘0 _ie—iafo EO _ieiﬂff D 0

must have a unique solution. This can only happen if the determinant of the matrix defining the system is zero. One can show that the
determinant is zero if and only if the transverse wavenumber satisfy following equation:

288
£+ 8

Equation (11), together with Snell’s law (9), will determine the dispersion law pertaining to each separate leaky mode.
Note that the system of (9)-(11) has two symmetries connecting solutions. If we denote solutions using the notation
{{¢,&}, (A, B,C, D)}, the two symmetries are of the form

{{&%} (A,B,CD)} - {{§ -&} (A,.CB D)}, (12)

tan(2a&y) +i =0. (11)

{{&:%},(A,B.C,D)} ~ {{-¢",~& }. (A", B",C",D") }. (13)

A. Dispersion laws

In this section, we will design asymptotic formulas for all solutions &, &, to Egs. (9) and (11), and thus determine all modes for the system
and their respective dispersion laws.
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Let us start by observing that & = 0 is a solution to Eq. (11) and that the corresponding solution vector to the linear system (9) is
given by

A 0
B -1
cl=l 1| (14)
D 0

However, we observe that if we insert §y = 0 and the vector (14) into the formula for the modes (7), we find that the corresponding mode is
identically zero. Thus, the solution &, = 0 only gives us a trivial mode which can be disregarded when we use the modes for expanding electric
field configurations.

Observe that because of the symmetries (12) and (13), it is sufficient to consider the case when & is in the second quadrant. Any solution
in one of the other quadrants can be generated from a solution in the second quadrant by using the symmetries. In the second quadrant, we
can split the system (9) and (11) into two separate systems depending on which square root we take when Eq. (9) is used to express £ as a
function of &,

28\ a+& £

tan(2aéy) = —IW, (15)
0
tan(2a&) = iw, E=—/a+&, (16)

where we have defined a = (w/c)*(n® - 1). In Fig. 3, we display the solutions of the first of the two systems, (15). In the figure, the solutions are
defined by the intersection of the zero contours for the real and imaginary part of the equation for & in (15). There clearly exists an infinite
set of solutions, each one corresponding to a distinct mode with its associated dispersion law. A similar plot for the second of the two systems,
(16), gives convincing numerical evidence that it has no solutions in the second quadrant and thus this system does not give us any additional
modes in the second quadrant.

It is evident that for most solutions displayed in Fig. 3, the real part strongly dominate the imaginary part. This fact can be used to find
an asymptotic formula for the solutions to Eq. (11).

Assuming that |§| > \/a, Eq. (11) can be approximated by

250|{:0| 1+ 5% ‘xz
sl )5

because |§| = \/% is equal to —&; when & is in the second quadrant.
Judging from the locations of the zeros in Fig. 3, most of them will be found in regions of the complex plane, where |Re[&y]| > [Im[&]|.
We therefore write & = x + iy, where |x| > |y| and use this to simplify Eq. (15) in the following way:

0.8+

Im(&]

osf — Re[det[£]]=0
o4l — Im[det[&,]]=0
0.2

0.0}

Re[&o]

FIG. 3. Zero contours of the determinant in the second quadrant. Parameter values used in this plot were a = 1, n = 1 + 10" and infrared light at wavelength 1 um.
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2

1-r i 2rsin @ N 1_oc2 ’ (18)
r2+2rcos@+1 r2+2rcosf+1 8x4
where r = exp(—4ay) and 0 = 4ax. After careful analysis, we find the following formula:
(-5 snls])

; 16(-Z + L1In| 2

pr 1 2a  4a aZat
=22, L 19
bor 2a 40 8 a? (19)

which is an asymptotic approximation to the solutions of (9) and (11) in the 2* quadrant. Using the symmetries (12) and (13), similar formulas
for modes residing in the other three quadrants can be obtained.

Writing the formula defining £ in terms of & from (15) in the form & = &' + ", it is evident that if & is in the second quadrant, then
& > 0and ¢ < 0. Using the formula (7) and our convention for the inverse Fourier transform (2), we can conclude that the modes in the
second quadrant, determined by formula (19), are outgoing and exponentially growing in the transverse direction. From the formula for the
propagation constants (8), it is also evident that they are decaying in the propagation direction. These are thus leaky modes. In a similar
way, the modes determined by formula (19) for the 4-th are also outgoing and decaying in the propagation direction, and thus, are also leaky
modes. We find however that the modes determined by formulas for 1-st and 3-rd are incoming and growing in the propagation direction.
These modes are thus not leaky modes, but gaining modes.

Even if we assumed p being large, the formulas for all four quadrants give surprisingly good results, even when p is of order 1. However,
it is exactly in this region where the formulas can break down. Observe that the inner logarithm in formula (19) must be positive in order to
stay in the same quadrant. Therefore, these formula becomes invalid if

pint B a/a

S1=>ps —. 20
atat p li1 (20)

Let us assume that \/a >> |£,|. Applying this assumption to the equation for & from (15), which determine the leaky modes in the 2-nd
quadrant, gives us

& a(1+sg/a)2N_i@
tx(l+2£§/a) b Ja

tan(2aé) = —i2

2rsin 0 17 2
‘i w—iZD (1)
r2+2rcosf+1 r2+2rcosf+1 NZ

where & = x + iy and r = exp(—4ay), 0 = 4ax. Using the same approach as before, we find that

Y2 o L ol m b
EOP__2a+I4aLOg[\/&+2£0] [ ]N 2a la\/&'

Under the assumed condition \/a > |&,|, the second term in Eq. (22) is a small correction to the first term. This allows us to look at Eq. (22)
as a recursion formula for the solution &g,. Starting from the leading term £8P = —np/(2a), we obtain from the first iteration

(22)

mp .1 7mp np . 7P
Mo i —— T = - .
S 2a ay/a2a  2a  2a%\/a

(23)
We have thus obtained a different asymptotic formula for the solutions &y, in the 2-nd quadrant, a formula where we know that the imaginary
part is a small correction to the real part, 7p/(2a) > np/(2a*\/«), or equivalently, p <« a\/. This condition implies that condition (20) holds.
Thus, we can conclude that the asymptotic formula (23) holds exactly when the asymptotic formula (19) breaks down. Formulas similar to
(23) can be derived for the other quadrants.

Some of the leaky modes are paraxial, whereas others are not. In order to be more precise about which modes are paraxial, note that the
propagation vector for the light beam is of the form (&o, o). This is clear from Eq. (7), and it allows us to calculate the propagation angle of
the beam with respect to the z-axis. This angle is

_ R
0, = tan 1( e(6op] ) (24)

Re[B(&op) ]
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Clearly, for each &g, we get a different angle. In order for a mode to be paraxial, the angle 6, must be small, and this holds only if Re[&y,] «
Re[B(&yp)], or in other words

av2w
s

p << (25)

e
where we have used the fact to leading order &y, » —mp/(2a). Formula (25) determines which leaky modes are paraxial.

We now investigate if there are zeros in parts of the complex &;-plane that are not covered by the asymptotic formulas we have found so
far. We will focus on the second quadrant, the other quadrants can be treated in a similar way with corresponding results. These investigations
are necessary because the exponential smallness of the equation determining &, in the part of the second quadrant well away from the real
axis, makes a direct numerical search for solutions, like the one in Fig. 3, very challenging.

Let us first look for zeros in the part of the second quadrant where y = Im[&,] is much larger than x = Re[£] and Im[&p] >> 1 > a. Under
these conditions on &y, we have tan(2a&,) ~ i and the equation for &, in (15) can be simplified using Taylor series with the solution y = \/a. We
thus end up with a solution & = i\/a that contradicting the assumptions imposed on &,. Hence, no zeros can exist in this part of the second
quadrant.

Let us next look at the region where y = Im[&] ~ Re[£y] = x and y, x > 1 > a. At this point, observe that the left-hand side of Eq. (11) is
not actually equal to the determinant of the system(10). Imposing Eq. (11) only implies that the determinant is zero. If we rather equates the
full determinant of (10) to zero, we get

e4iafg _ (fo + 5)2

NGRS (26)

The above equation can be simplified using the assumptions |&| > a. Writing &, = —x + iy, where x, y > 0, we get
Re: x*—6x’y* +y' =0, (27)
Im: X'y —xy’ = 0. (28)

The only possible solutions to Eq. (27) are x = y(v/2 — 1),x = (/2 + 1). Substituting these solutions into (28), and solving for y, we find
in both cases t y = 0. This contradict our assumptions, and thus, there are no solutions in this region of the second quadrant either. We have
now covered all possible regions of the second quadrant and thus conclude that there are no other zeros of the determinant, and thus leaky
modes, than the ones we have already found and that is covered by our asymptotic formulas.

There is however one remaining issue related to the zeros, and thus leaky modes, that needs to be discussed. As we have already noted,
the asymptotic formulas for the zeros, which, by design, are expected to be accurate only in the limit when the index p is very large, in fact
works surprisingly well even for p as small as 2. However, the very first zero, the one corresponding to p = 1, is never very accurate. The first
zero also behave differently when the parameter « is varied. Recall that the value of this parameter is proportional to the size of the index
step defining the channel where the waves will be propagating. We are interested in minimizing reflections from the edges of the channel and
therefore would want to make the index step, and hence the parameter «, as small as possible. When we let alpha decrease, we observe that
all the zeros in the second quadrant, except the first, move slowly up, and even more slowly toward the imaginary axis. This behavior is to be
expected from of the logarithmic dependence of the imaginary part of the zero on the parameter a. The first zero approaches the imaginary
axis at a fast rate when « is decreased, and for a finite value of « = «, it simply vanishes. For a < a., we observe that for one value of the
index p, the formula (19) indicate the presence of a double zero. The index for which this occurs increase when a keeps decreasing towards
zero. These double zeros are however spurious; careful numerical investigations show that there are no double zeros. However, this abrupt
change in the prediction derived from formula (19), when & vary smoothly, alerted us to the possibility that the root cause to why our formula
predicted both the vanishing of the first zero and the existence of double zeros is the crossing of a branch cut. Observe that the argument
of the logarithm in formula (19) is an expression with complex values, so there is indeed a branch cut implied by the formula and thus the
argument crossing this branch cut when « vary smoothly is a real possibility.

Formula (19) can be written in the form

. 4041\ 4
Log[z], z= 16(_% ’ ;1n[1;2a4]) . (29)

2a  4a

6017:_

We use the standard branch of the logarithm in our calculations, and thus, there is a branch cut along the negative real axis. The real part of
&op is negative, so we will have a crossing of the branch cut whenever the imaginary part of z vanish. Expanding the polynomial expression
defining z in Eq. (29), and taking the imaginary part, we find that there is a crossing of the branch cut whenever « crosses the value

2 2
s
ap = p?exp(—pﬂ). (30)
Further numerical investigations show that «. = a1 and that &, for p > 1 correspond to the values of « where formula (19) predicts a double
zero for the value of the index equal to p. The impact of the disappearing of the first zero on our leaky mode expansions will be discussed later,
at the end of Sec. I'V.
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B. Mode shapes, normalization, and projection

For {¢, &}, solving Egs. (9) and (11) with & in the second quadrant and £ in the fourth quadrant, this is the case specified in (15), we
have a leaky mode whose formula which, according to (7), is given by

De'*, x>a s
u; (x) = Be'bo* 4 Ce_ifﬂpx) —a<x<a, fp = ((x + (fop)z) . (31)
Ae %, x<-a

Using the symmetries (12) and (13), we can conclude that there is a corresponding incoming, gaining mode, in the first quadrant whose
formula is given by

D* % x>a
u;(x) =1 Bre 4 CY e, —a<x<a, &=—(a+ 531,2)1/2. (32)
A*e X x<—-a

Observe that we have (u,)* = u,. In Fig. 4, we see an outgoing mode corresponding to the index p = 20. The mode is evidently
exponentially growing in x. This holds true for all modes, both incoming and outgoing.

Since the modes are exponentially growing in x, they are clearly not normalizable. We can make the modes normalizable by analytically
continuing them into a complexified spatial domain and restricting the analytically continued modes to carefully chosen complex contours.
The contours will be different depending on whether the modes are incoming or outgoing. The contours we will be using are of the form

a-i(x—a), x>a a+i(x—a), x<a
Z'(x) = x, x| <a, z (x)= x, x| < a, (33)
—a-i(x+a), x<-a —a+i(x+a), x<-a

where z* is used for the incoming modes and z~ is used for the outgoing modes.
Evaluating Eqgs. (31) and (32) on these contours, we find that they exponentially decay in both directions on the real axis. Define functions
v, (x) and v, (x) on the positive real axis as

v, (x) = uy (27 (x)), (34)

v, (x) = u, (27 (x)). (35)
The formulas for these functions are
Dere®(=0) x5 g

vy (%) = { B+ Ce, x| <a, &= (at+&,)"% (36)
AeifpueJrEP(xm), X< —a

D* el (x-a) x>a /
- x N 1/2
W;(x) = B*e—lfo’,x n C*elfupx, |x‘ <a, fp = —(0(+ (fgp) ) . (37)
A S h ) o
Re[uy(x)]
4}

IAAANAAAAA_X
. \/—(v \/7:- \/ \/ov U 1.’0

-4

FIG. 4. Outgoing mode corresponding to the index p = 20. Parameters used in this plot were a = 1, n = 1 + 10~'? and infrared light at wavelength 1 um.
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FIG. 5. Outgoing mode and its complexified version corresponding to the index p = 20. Parameters used in this plot were a =1, n= 1+ 10~'2 and infrared light at wavelength
1 ym.

Note that for these complexified modes, we also have the relation (1//,; (x))yr = ¥, (x). Figure 5 shows the functions u5(x) and y5y(x) in the
same picture. We observe that y5,(x) decay exponentially outside the channel, which is confined to the interval [-a, a]. Also note that the
complexified modes are not continuously differentiable at the points x = +a. This is because we restricted the analytically continued modes
to a contour that is singular at x = +a. We made this choice in order to get fastest possible decay of the complexified modes and the simplest
possible expressions for certain key differential operators acting on the modes.

Using the analyticity of the complexified modes at the two points z = +a and the formulas for the two singular contours (33), it is easy to
verify that the following boundary conditions holds for y, (x) and y, (x) at the two points x = £a:

v, (x4 ,0) =y, (xa’, w), v, (a7, 0) =y, (+a", 0),
Oxl//;(—a_,w) = —iﬁxw;(—a+,w), Oxy, (-a ,w) = i@xl//p_(—aJr,w),
Oy (a7, w) = i0sy; (a7, w), Oy, (a7, w) = —iduy, (a7, w). (38)

This fact tells us that complexified modes y*, ¥~ belong to two different spaces of functions, V* and V™. Here, V™ is the space of smooth
functions on real line which satisfies the boundary conditions for v, (x) (38), and similarly for V*. We evidently have

{vy (0} v, {vy @} eV (39)

It is easy to verify that the complexified modes are in fact eigenfunctions to the differential operator

2
b {—axx +a(x§)+zg,§2)_’ 1), :i: i Z ' (40

We have
Loy (x) = Apwy (%), Ap = ((%)2 -53,,)5, (41)
Lay' (x) = tpyp (x), pp = Ay (42)

In order use the complexified modes as a tool for expanding functions in V', functions that are in the span of {1//1; (x) };: > We need

an inner product on the space. Furthermore, with respect to this inner product the leaky modes must be normalizable and orthogonal.
Orthogonality would be assured if the operator Ly, defined in (40), is self-adjoint with respect to the chosen inner product. This, however,
seems like an impossible task since we know that the eigenvalues A,, defined in (42), are in fact complex.

Nevertheless, an inner product that satisfy all the requirements can be constructed. In order to do this, note that for any contour C in the
complex plane, we can define a complex values scalar product on the space of functions analytic in an open set containing the contour

(0,¥) = /CQ(Z)?(z)dz eC, (43)

where ¥(z) is an analytic function defined by ¥(z) = ¥* (z*). Applying this definition of scalar product of analytic functions to the contour
z~, we get the following complex valued scalar product on the space V™, defined for any pair of function y, ¢ € V™~ by the expression
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W) =i [ y@e@drr [Tu@ederi [T yedx (44)

It is now straight forward to show that the differential operator L, is self-adjoint with respect to the inner product (44) on the space V™. The
orthogonality of the leaky modes can be readily verified.
Any function in f € V™~ which is in the span of the leaky modes {1//1,_ (x) }; | can now be expanded in terms of a generalized Fourier series

of the form
fx) eV =f(x) = i Mw;(x)- (45)
= (v vp)

In a similar way, an inner product can be introduced on the space of gaining modes V™.
Observe that the boundary conditions (38) implies that ¢ € V™ <> y* € V™. Thus, the complex conjugate maps between these two spaces.
In a similar way, the complex conjugate maps between the inner products on the two spaces

(v, 9) " =(y",¢")". (46)

The spaces of leaky modes V™ and gaining modes V" are not only linear spaces but also complex algebras. This holds because products of
functions preserve the boundary conditions at x = +a. For any pair of functions in y, ¢ € V™, we have, for example, O:(y¢) (a~) = —i0x(y¢)
(a™). Thus, we can conclude that (y¢) € V™.

IV. NUMERICAL RESULTS

In this paper, we will not present a formal proof specifying precisely which space of functions are in the span of the set of leaky modes,
and thus, for which space of functions the expansions (45) converge point wise. We will however present some arguments in Sec. V that
addresses the question of convergence of the leaky mode expansions (45).

In this section, we present some numerical tests of the leaky mode expansions that will indicate strongly that they are indeed useful for
the optical beam propagation context, we have designed them for. In order for the leaky mode expansions to be useful for modelling (semi)
transparent computational boundaries for UPPE, and other spectral pulse propagators, there are two conditions that must be met.

First, physically reasonable initial data must be in the span of the leaky modes. Second, products of functions in the span must also be in
the span. In Fig. 6, we display an expansion of a Gaussian wave packet using only 30 terms in the leaky mode expansion (45). In these plots, the
refractive index outside the slab is 7 = 1 + 107"2. As we can see, the Gaussian wave packet and its leaky mode expansion are indistinguishable.

Second, since the spectral pulse propagator must be able to handle nonlinear interactions, products of functions in the span must also be

in the span (Fig. 7). In order to investigate this, we expanded squares of the leaky modes, namely, (wfo(x))z and (w;o(x))z. The results are
clearly very satisfying. Note that for the second mode, we needed more terms in the leaky mode expansion because of its highly oscillatory
nature.

In this paper, we are not going to implement our leaky mode expansions in a fully nonlinear spectral pulse propagation algorithm.
Before this can be done, more work has to be put into ensuring the accuracy and efficiency of the transformation from a function to its
leaky mode expansion and back again. Here, we will show a linear propagation example, where we compare the approach using the leaky
modes, to one using regular Fourier modes, which corresponds to imposing perfectly reflecting boundary condition at x = +a. Both are
compared to the exact, infinite domain solution, which, for any z, can be approximated arbitrarily well by using a regular Fourier series on
a much larger transverse domain. To appreciate how well our leaky modes expansion does, we demonstrate a numerical experiment where
model a CW Gaussian beam propagation using Fourier expansion for finite as well as for infinite domain and compare it to the leaky modes
expansion.

1.0 1.0

— Re[f(x)] — Im[f(x)]
/\0 ; /\ Re[expansion] Im[expansion]
/) .
X5 ‘

-1.0

-1.0

(a) Real part of a gaussian wavepacket and its (b) Imaginary part of a gaussian wavepacket
leaky mode expansion. and its leaky mode expansion.

FIG. 6. A Gaussian wavepacket f(x) = exp(—mx?)exp(ikx), where m = 10, k = 30 and its leaky mode expansion using 30 outgoing terms. The parameters used in this
expansion were a = 1,n = 1 + 10~'2 and infrared light at wavelength 1 um.
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(a) Real part of the square of outgoing mode (b) Real part of the square of outgoing mode
corresponding to p = 10 and its leaky mode corresponding to p = 50 and its leaky mode
expansion using 60 outgoing terms. expansion using 200 outgoing terms.

FIG. 7. Two squares of outgoing modes corresponding to p = 10 and p = 50 and their leaky mode expansion using 60, respectively, 200 outgoing terms. The parameters used
in this expansion were a = 1, n = 1 + 10~" and infrared light at wavelength 1 um.

As indicated earlier, we also express the infinite domain solution using Fourier modes, now on a larger domain, say 10a. The exact
solution and this numerical solution will not deviate until the diffracting Gaussian hit the boundary of the extended domain.

Figure 8 depicts the solutions for all three approaches. The width of the domain for the finite Fourier method as well as the slab for
the leaky modes is @ = 1/2 and the refractive index outside the slab is # = 1 + 107'? in the optical regime of infrared light. Approximately at
the point z ~ 4 x 10*, the wave hits the boundary of the slab and the finite Fourier solution starts to deviate from the other two solutions.
In Fig. 8(a), we see that the leaky modes solution and infinite domain Fourier overlap reasonably well. Propagating the wave further in
the slab, we observe that around z ~ 4 x 10° the leaky modes solution starts to deviate from the infinite domain Fourier solution. Up to
this moment, the leaky modes and infinite Fourier solutions were very close to each other. We can therefore say that with the leaky modes
method, we were able to propagate the wave approximately 10 times longer than with the finite Fourier method. The reason why the leaky
modes eventually collapsed is, that the slab is not perfectly transparent. In other words, the difference in the refractive indices for the slab
and the outside domain is nonzero. This leads to reflections that gradually build up as the wave propagates in z causing it to interfere with
itself.

To be able to propagate the wave using leaky modes even further, we could lower the index 7 even more, to, say, = 1 + 10~"°. However,
it turns out that here we come across some serious issues. Let us first look at an expansions for a Gaussian function using n = 1 + 107",
Looking at Fig. 9, we see that the width of the domain is the same as in the propagation example; however, we made refractive index n outside
the slab closer to 1. The number of terms used in this expansion was 200. The badness of this expansion suggests that one should use perhaps
more terms to make it better. But the truth is, the expansion does not change with more terms. Thus, the numerics indicate that the leaky
mode expansion for the Gaussian does converge pointwise, but unfortunately to some other function than the target Gaussian. There are two
possible explanations for what happens here. The first is that the series actually diverges, but so slowly that we cannot detect it numerically.
The second is that the series does converge pointwise, but not to the function used to generate it.

Extensive numerical investigations, using very high numerical precision, leads us to conjecture that it is the second explanation that is
correct. In fact, we suspect that the leaky mode never converge pointwise to the function used to generate it. We will look more into these
issues in Sec. V using asymptotic methods. Here, we just note that even though we very likely do not have pointwise convergence for the leaky
mode expansion, the expansion is nevertheless useful for the task it was designed for. We find that the deviation between a function and its

e(x.z=4x10°)
1.0

Finite Fourier Finite Fourier

Infinite Fourier Infinite Fourier
Leaky modes 08 Leaky modes

————— Initial condition

Initial condition

-04 -02 0.0 02 04 * ) -02 il 00 - 02 04
(@ (b)

FIG. 8. Comparing different solutions to Eq. (4) using the Fourier method in a finite and infinite domain and leaky modes. For the Fourier method in a finite domain and
leaky modes, 100 terms in the expansions were used while for the Fourier method in an infinite domain we used 300 terms. Parameters used in these plots were a = 1/2,
n=1+10~"2 and infrared light at wavelength 1 um.
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FIG. 9. The test function in this figure is f(x) = exp(—(10x)?). Parameters used in this expansion were a = 1, n = 1 + 10~"° and infrared light at wavelength 1 ym.

leaky mode expansion is only noticeable when the dimensionless number

n=-a(4) ot -1

(47)

is not too small. For the series to give a, practically speaking, faithful representation of functions, we need at least # 2 0.8. We find that for an
infrared light at wavelength 1 yum (w/c ~ 6.283 x 10°), we have a good representation of Gaussian initial data if

a=10" m,
a=10"2 m,
a=10"m,
a=10" m,

n>1+107",
n>1+1075,
n>1+ 10_6,

n>1+10""%

An important requirement for using the leaky mode expansion is that the main part of the pulse, where the bulk of the nonlinear interactions
takes place, is well inside the domain [—a, a]. The choices for the transverse width a of the domain in the above list are chosen because they
corresponds to actual dimensions used in high energy, long distance, propagation of optical pulses in air, using the UPPE code developed at
the Center for Mathematical Sciences at the University of Arizona.

In Sec. 111, we mentioned a phenomenon that occurs when one varies the value of a. In particular, if @ becomes less than (30) for p =1,
the first zero disappears. In other words, we loosen the first eigenfunction completely, an eigenfunction which determine the first term in the
leaky mode expansion. Since one usually expects that the first terms in the expansion are the most important ones for generic functions, the
loss off the first eigenfunction is ominous. We conjecture that this loss, at least partly, explains why the leaky mode expansion loses its ability
to accurately represent important boundary data like a Gaussian, when the parameter & become small enough.

In support of this conjecture, note that the eigenfunctions v, (x) alternate between being odd and even functions depending on the index
p. Before the disappearing of the first zero, y; (x) is an even function. Let us denote (30) for p = 1 as ™. Then, for & 2 a* the expansion is
a good representation of the Gaussian, which is even. However, for a < «”, the expansion goes bad because we have lost the first term in the
sum. Now we understand why the expansion goes wrong. Because the most important first term in the expansion is an odd function trying to

- — Re[f(x)]
+ — Re[expansion]

1.0

-1.0 -0.5

wn

n

FIG. 10. The test function in this figure is f(x) = exp(—(10x)?) (—200x). Parameters used in this expansion were a =1, n =1+ 10~2*, and infrared light at wavelength 1 um.
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represent an even Gaussian. With this in mind, let us expand an odd function instead of the even Gaussian for a < ™. Let us, for example, use
derivative of the Gaussian. Indeed, as can be seen in Fig. 10, the leaky mode expansion represent the odd functions much better than the even
Gaussian. While the Gaussian was badly represented by its leaky mode expansion for # = 1 + 107", for the derivative of the Gaussian, which
is an odd function, we have a very precise leaky mode expansion, even for an index step as small as 7 = 1 + 107,

V. ASYMPTOTIC SERIES

In Sec. IV, we conjectured that for small index steps, the leaky mode expansions does converge, but not to the functions used to generate
the expansion. We used high precision numerical calculations to support this conjecture. In this section, we will lend additional support to
the conjecture by proving that in the limit of small index step, the leaky mode expansion does indeed converge point wise, but to the wrong
function. The asymptotic regime we are exploring are more here conveniently defined in terms of the parameter «. The requirement of the
analysis in this section is that

Vo < [&opl. (48)

The validity of this inequality is what we in this section mean by the asymptotic limit. Note that (48) is in fact also the requirement for the
formula (19) to be an accurate approximation to the locating of the leaky mode wave numbers, &,. Recall that the leaky mode expansion for
a function f(x) is given by

f-% (f(x)’w—‘fmm(x). (49)
1 (v, (v, ()

We will be interested in finding an asymptotic approximation to the terms in this sum for two sample functions. However, before we proceed
to the actual terms for our sample functions, we first need to know, how the coefficients A, B, C, D in Eq. (37) depend on the index p in
the asymptotic limit. First of all, we realize that the vector (A, B, C, D)" is the null space and thus eigenvector belonging to the eigenvalue
0. To compute this eigenvector we can proceed, as we would normally do, by row-reducing the matrix Eq. (10), which gives us the matrix
whose last row is of the form (0, 0, 0, 7(&,)), where #(&,) contains the determinant of M. Thus, we get all zeros in the last row of the matrix, if
&o = &op. Using this simplification, it is easy to find a basis for the one dimensional null space in the form

28,¢% %
E(1—e%i0 )+&) (1+e%0 )
(E=§)e %)
= f(l—e““fo )+Eo(l+e""‘5a) . (50)
(§+kp)e o)
E(1-ei0 )+& (1+¢%a% )
1

OO W

Using the asymptotic expression (19), for the location of the zeros of the determinant &y = &y,, we find the asymptotic formula for the term
exp(zia&op) grows linearly in p, while exp(+ia&o,) decays. In the asymptotic limit, we can approximate (50) by the expression

A (_1)P+1

B (-1

C X (51)
b 1

For any given function f(x), we can write the leaky mode expansion in the form

by(x)
f) = D H

> (%), (52)

P

where according to Eq. (44)
bo(x) = [ 1wy (0dr (), (53
N, = (i By +ifa°°)(w;(x))2dx. (54)

We now turn our attention to the normalization terms N in Eq. (54). In the limit of small « since the zeros &g, in Eq. (49) are from the 2-nd
quadrant, we can assume &, ~ —&p,. Using this assumption, and doing the integrals in (54) exactly, we obtain
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_ k (4aBCéy . exp(2iaop)
P g, k 2i

where k = A> + D* = B* + C*. In the last step, we used the fact that exp(2ia&,,) decays as p~ 2.

Let us next make a general statement about the decay rate, as a function of the index p, of the projection (53) of a given function f(x) onto
the leaky mode y, (x). Let us assume that f(x) is a function that is zero at x = +a and is n-times continuously differentiable. It is clear that each
time we perform integration by parts in (53), i.e., differentiating f(x) and integrating ¥, (x), we get an extra factor iy, in the denominator.
After n consecutive integrations by parts, we get

) ~ 4aBC ~ 4a(-1)""", (55)

_ i\" rd ., L \(n
by(x) = ¥ (x)(?) [0 () P, (56)
0p —d
where
- «(n) _ | Bexp(ikppx) + Cexp(—iéppx) niseven
(v () - {Bexp(ifopx) — Cexp(—ipx) nisodd (57)
The term 1/&;, can be approximated as ~(~2a)"/(pn)", and so the asymptotic expression for Eq. (56) becomes
e o 29 110 () (v ()
b)) [0 )" )

Next, we will find asymptotic approximations to (58) for our two chosen sample functions. This will give us an asymptotic approximation to
the terms of the leaky mode expansion for the two sample functions.
As our first sample, we choose the following triangle function:

x+d —-d<x<0

f(x):{—x+d 0<x<d ’ (59)

whose derivative is 1 for —d < x <0 and -1 for 0 < x < d. In this case, the approximative coefficients ¢,(x) = b,(x)/N, after one integration by

parts are
) 4@ (-1 -1) ) indp\( prn dja\ 2
o)~y a0 =50 ) ()

exp(—mP(;;x))((—I)P—exp(mfc)(:z;&)u)(alj;a)a. (60)

In Figs. 11 and 12, we compare the asymptotic expressions for the terms in the leaky mode expansion with the exact terms calculated using
high precision numerics. As we can see, there is a remarkable agreement between the values predicted by the asymptotic formulas and the
exact values, even for small values of the mode index p. Numerically, the terms appear to approach zero fairly quickly, indicating the series
itself converge.

In order to see if, and for which values of x the series converge or diverge, we write the terms in the series (60) in the form of sum of
terms proportional to z£/p", for some complex number z and n being one of the following expressions: 2 + x/a, 2 + (d + x)/aand 2 + (d — x)a.
The sum over p of each term can be expressed using the polylogarithm function Li(n, z), which is defined by the expression

0.25
° o exact Re[c,] 0.20(° © exact Re[e,]
0.20 * asymptotic Re[c,] 0.15¢ * asymptotic Re[c,]
o
0.15 0.10f
0.10 0.05
s 4 o 40 ® , , p

0.05 9 ° 20 30 40 7 50

5
© 4 . L . 0.05 .
°710 20 30 40 50
(a) z=0 (b) z=1/3

FIG. 11. Comparing the real part of the exact values of c,(x) with their asymptotic forms. The parameters used in these plots were a= 1, n =1+ 10~"%, d = 1/2 and infrared
light at wavelength 1 um. The test function for these coefficients is Eq. (59).
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FIG. 12. Comparing the original test function Eq. (59) with its leaky modes expansion and the asymptotic leaky modes expansion. Parameters used in this expansion were
a=1,n=1+10"", d =%, and infrared light at wavelength 1 um.

0 p
Li(nz) =Y =. (61)
=1 P

If n is strictly larger than 1, the series defining the polylogarithm converge absolutely. After analyzing the various inequalities we find that
we get absolute convergence of the leaky mode expansion for the triangle function only if —a + d < x < a — d. For the case in Fig. 12, this
region is —1/2 < x < 1/2. However, we also have a convergence in the entire channel. In the region outside the region of absolute convergence,
we also have convergence. The convergence here is ensured by cancellations among terms spiraling toward the origin in the complex plane.
In the region of the channel outside the domain —a + d < x < a — d, the amplitude of the terms does not decay fast enough ensure abso-
lute convergence, and the cancellation among the spiraling terms are needed for convergence. The resulting convergence is evidently only
conditional.
As our second sample function, we pick a Gaussian wave packet

(%) = exp(~(mx)*)exp(ikx), (62)

for some real numbers m, k > 0. The asymptotic terms c,(x) for this case are
1 _ a
cp(x) ~ yrEy v, (x) [ exp(—(mx)*)exp (ikx) (B exp(i&opx) + C exp(—i€opx)dx)dx. (63)

Let the parameters m, k be such that f(x) has its support well inside the slab and f(+a) ~ 0. Then, we can evaluate the integral analytically as

S, S PR S PO R L84

4ma(-1)r+! 4m? 4m?

—x/a x/a
+1 XpT\ [ pm xpr\ [ prw
((—1)1’ exp(—zy)(a\/a) +exp(1§)(a\/&) ), (64)

where &, is defined in (19). The terms c,(x) in this case decay exponentially and thus ensure that the leaky mode expansion converge for all
x in the channel. From Fig. 13 we see that the leaky mode expansion and the exact numerical expansion both are very close to the original
Gaussian wave packet for all x in the channel.

— Re[f(x)]

— Re[expansion]

— Re[asym. expansion]

X
-1.0 S . 1.0

FIG. 13. Comparing the original test function Eq. (62) with its leaky modes expansion and the asymptotic leaky modes expansion. Parameters used in this expansion were
a=1,n=1+10"" m=4, k=40 and infrared light at wavelength 1 um.
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We have seen that the expansion we introduced in Eq. (49) can represent a function very well as long as the parameter values are chosen
such that # = a*a 2 0.8. These bounds are sufficient for all practical purposes. However, looking at the expansion under such circumstances
where the value of « is small enough, we see that the expansion is a very bad representation of the target function. Although we cannot state
that we know the reason for this, we have done some preliminary investigations that points to a likely explanation.

Recall that we do have completeness for the scattering modes. Formally this is expressed by the identity

[ 00 (¢)de = 8(x - X). (65)

Here, ¢, (x), can be any linear combination of scattering modes. The usual way to get from the completeness for scattering modes to the
completeness for the leaky modes is to analytically extend the scattering modes into the complex frequency space and then use the Cauchy
theorem. This allows us to write it as a discrete sum of residues evaluated at the poles which are &y;. Thus the scattering states get converted
into resonant leaky modes at these points leaving us with a sum similar to the one in (49).

In order to be more precise about this, we introduce an integration contour C in Fig. 14 that contains the zeros &y; in the second and
fourth quadrant. In the scattering states, the continuity coefficients contain the determinant of the matrix (10), which contains the variable
& = \/a+&. This is a complex square root that has a branch cut on the negative real axis. Figure 14 depicts one possible complex contour.
We indicated the branch points, where the branch cut begins.

Integrating the integrand in (65) over the contour C, multiplying by f(x) and integrating over the real axis, we get

= oy N ([ OR 7€)
2mi 3 Res(gs (x)95, (x ) &) (f(0) v, () = > e Vi, (x). (66)

With the usual boundary conditions for the scattering states we end up with a system where we have one free parameter a*(&op). The
expressions on the two sides of (66) are identical only if the free parameter a* (o) is chosen to be

det’ M(&op)

a’ (EOp) = —— .
2y (%), vy (%)) detM(yp)

(67)

However, this choice for a*(&,) is not an analytic function because both functions det’ M(£o,) and (wg)p(x), Ve, (x))_ are zero inside the

integration contour. Each of these two families of countably many zeros give rise to equally many branch cuts. The parametric formulas for
these branch cuts are possible to find but while applying the Cauchy theorem we must now include terms representing integrals around all
these additional branch cuts. Thus, what we get from the Cauchy theorem is that any function with compact support inside that channel

/ branch cut

s branch point

a R
P

branch point

JBE
/

branch cut

FIG. 14. Complex integration contour C.
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is equal to its leaky mode expansion, plus additional terms that includes integrals along the branch cuts on and off the imaginary axis as
described above. What we know is that, unless alpha is smaller than the critical value a*, which we introduced in Sec. IV, the function is
well represented by the leaky mode expansion alone. This means that the contribution from all the other terms for such values of alpha are
negligible. For smaller values of alpha the contributions from the rest of the terms are not negligible and as # = a’« approaches zero, these
terms will come to dominate. For such values of « the leaky mode expansion still converge, but it does not converge to the function used to
construct the expansion. By deriving asymptotic formulas for the all the terms defined by integrals around branch cuts, in the limit when 7
approaches zero, one could compare their sizes and identify the dominant ones. If, say, one term dominate, then this term could be added
to the leaky mode expansion resulting in an expansion that represents the function to be expanded in a much better way than the leaky
mode expansion is able to do on its own. We believe that the asymptotic expressions for the terms could be found, but there might not be a
dominant term, and even if there is, extending the leaky mode expansion by adding this term might easily make the expansion too hard to use
for practical calculations.

VI. CONCLUSION

In this paper, we have presented an new approach to minimizing the reflections from finite computational boundaries for wave equations
formulated in the spectral domain. This approach is based on representing the field in the transverse spatial direction using leaky mode
expansions supported by an artificial index channel. We have shown that at the linear level, our approach makes it possible propagate the
waves much further than what is possible if a regular Fourier expansion is used. The leaky modes are not reflection less at the boundary,
and eventually the small but finite reflections build up, and the computed solutions starts to deviate from the infinite domain solutions. This
reflection can be minimized by reducing the index step, but at the price of getting a progressively worse representation of the solution to
the wave equation. In Secs. IV and V, we have argued, using both numerical and analytical approaches, that a practically useful trade-off
can be made between minimizing reflections from the boundary and maximizing the accuracy of the representation of solutions of the wave
equations using leaky modes.

We have illustrated our approach using the case of a TE electromagnetic wave in vacuum, but the approach can clearly be generalized
to much more general wave propagation problems than this. In the optical context, the obvious next step would be to consider waves with
cylinder symmetry.

An important issue that we have not discussed in this paper is how to compute the transformation from fields to leaky mode ampli-
tudes and back in an accurate, stable, and efficient way. In order for the method described in this paper to become part of the toolbox of
computational optics, this problem has to be addressed.
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