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Project description

The use of multi-rotors for various inspection tasks is a growing field
of operations, as these are viable to operate unmanned under rather
harsh conditions and decreases both operation time and cost for tasks
traditionally performed manually. A particular inspection task suitable
for assignment to multi-rotor is visual inspection of large vessels, and
especially performing draft measurements of iron ore vessels at the port
during loading and unloading. This is an operation that is traditionally
performed manually, which requires reading of draft meter indicators
located on the exterior of the ship hull (aft and stern) as shown in the
picture below. These indicators are located both at the port and seaside
of the ship, and access to the seaside indicator may be difficult. This
is especially a problem under harsh weather conditions, darkness, and
troubled waters.

This project focus on developing an autonomous multi-rotor solution
for performing depth measurements of the vessel. From a docked posi-
tion, the multi-rotor should be able to fly close enough to the draft indi-
cators to perform a quality reading by a camera. The level of autonomy
will be specified during the project, but as a minimum the multi-rotor
should be able to capture video of the indicators for manual interpreta-
tion on land.

Subtasks

• Perform a literature review on unmanned multi-rotor inspection in
general, and its use for maritime inspection in particular.
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• Develop specifications for a multi-rotor that can perform the inspec-
tion and suggest necessary system components. This must include
requirements for the multi-rotor itself, as well as additional equip-
ment such as sensors, lights and camera, and necessities for onboard
data handling.

• Develop a solution for path planning to perform the flight operation.

• Develop guidance and control algorithms for the flight operation to
enable the multi-rotor to follow the designated path and perform the
inspection.

All results must be supported by mathematical derivations as well as
performance simulations in MATLAB/Simulink.
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Summary

In maritime sector draft survey has a significant importance as it is
used to determine many important factors used in maritime transporta-
tion. Draft is the vertical displacement from the bottom of the keel (the
bottom-most element of a vessel) to the water line (the line of meeting
point of hull and the water surface). It is used to measure the minimum
water depth for safe navigation of vessel and to evaluate mass of cargo
in the vessel by the change in displacement on the draft scale after load-
ing of the cargo in the vessel. Draft measurement of a vessel has a vital
role in maritime sector to ensure a safe equilibrium between maximum
and minimum cargo that can be loaded in the vessel. Draft survey per-
formed at the time of loading and unloading of cargo (Iron Ore) at the
Narvik port to read out draft markings traditionally involved a round
trip around the vessel in a small crew boat and it is a time consum-
ing and challenging task specially in darkness (during night), shadows
and when difficult to safely reach the crew boat close enough due to an-
chors and buoys. The goal of this study is to develop an autonomous
multi-rotor system that can survey the large vessel to capture all the
necessary draft measurements by reaching close enough even in chal-
lenging environments like nighttime and in presence of obstacles. This
involves developing the solution for path planning to perform flight op-
eration autonomously, developing guidance and control algorithm for
the flight operation to enable the multi-rotor to follow the designated
path and perform the inspection while avoiding all the hurdles using
collision avoidance system. Along with developing the specifications for
a multi-rotor that can perform the inspection and suggest necessary sys-
tem components including multi-rotor itself and additional components
such as sensors, lights and camera, and necessities for on-board data
handling.
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1 Introduction

Unmanned aerial vehicles (UAVs) that are commonly known as drones
have gained momentous importance in maritime sector. They turn out
to be successful at performing complex tasks with autonomy. Drones are
used for missions that are risky for humans, costly and time consum-
ing with traditional methods and remote operations. Drones can safely
reach to places where humans cannot or should not go due to health and
safety restrictions like water ballast tanks, oil containers, high points,
edges, and remote locations. Drones’ applications have capability to re-
place human involvement in an existing solution for example power line
inspection using a helicopter and wind turbine inspection using ropes
can now be performed using drones [1]. Technological advancements
in autonomous drone technology allow real-time inspections which re-
duces risk, cost, time and need of human operator. Moreover, drones
equipped with cameras are used to inspect difficult places to reach and
transfer videos or pictures in real-time to concerned inspector or the
whole inspection can be recorded and used later for detailed analysis.
Drone use is not only limited to inspection, but they are also glowingly
used for delivering goods, search, and rescue operations and real-time
monitoring. This study is focused on utilizing a drone for automating
a draft survey for large vessels that transport iron ore of LKAB from
Narvik harbour.

1.1 Background and motivation

Narvik harbour is in the center of the city Narvik, Nordland, Norway.
It consists of four sections: LKAB’s bulk harbor, central harbor, deep-
water quay and Skarveneskaien [2]. This harbour has its importance
because of it’s ice-free ports. Every year around 18–20 million tonnes
of cargo is transported from Narvik harbour, most of this cargo include
LKAB’s iron ore [2]. LKAB is a Swedish government owned company,
and it’s a mining company that mines iron ore at Kiruna and at Malm-
berget in northern Sweden [3]. Iron ore generated from these mines is
transported to the Narvik harbour and the port of Luleå and from there
it is shipped to customers all over the world. Narvik port is the largest
harbour of LKAB and it has annual capacity of almost 30 million tons of
products related to iron ore [4]. In 2018 notified ship arrival for LKAB
at the Narvik harbour was 250 [5].

Whenever something is sold to any customer it is measured or weighed
to calculate the price of thing that is sold in total. In normal cases when
someone buy fruit from a shop, the quantity is the fruit is weighed and
the price is calculated based on the weight. Similarly in maritime sec-
tor the cargo being transported is always weighed not only to check the
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price but also to make sure the right amount of cargo is loaded and then
delivered to the customer. In maritime industry the cargo is divided into
two main categories as general cargo (packed cargo such as containers,
boxes, drums, or bags) and bulk cargo (unpacked cargo such as grain,
coal, iron ore and gravel) [6]. Usually in case of general cargo the weight
of single package is known so the total weight cargo loaded on the ship
can be calculated. Whereas in case of bulk cargo like iron ore the total
of weight of loaded cargo cannot be calculated in this way. Instead, it
is calculated indirectly by taking depth measurements of the ship, that
is vertical displacement of ship in the water (Draft of ship) before and
after loading cargo. This is illustrated in Fig. 1

Fig. 1: Draft before and after loading [7]

Draft is the vertical displacement from the bottom of the keel (the
bottom-most element of a vessel) to the water line (the line of meeting
point of hull and the water surface). It is also used to measure the min-
imum water depth for safe navigation of vessel and to evaluate mass
of cargo in the vessel by the change in displacement on the draft scale
after loading of the cargo in the vessel. As shown in Fig. 1 if a vessel
is loaded more heavily then it will sink deeper into the water and re-
sulting in greater [7]. Draft measurement of a vessel has a vital role
in maritime sector to ensure a safe equilibrium between maximum and
minimum cargo that can be loaded in the vessel. It is also helpful in
avoiding the point (in terms of load) at which the vessel will not be sta-
ble for navigation. If a vessel sinks extremely low in the water, then
it became susceptible to flooding in slight waves as well. On the other
hand, in the absence of cargo in the large vessels, they have tendency
to raise in the water due to less draft. These vessels are lacking es-
sential stability to normal natural phenomena like waves or winds, and
under extreme condition this might results into a disaster [7]. A signif-
icant amount of international trade is being carried out by the use bulk
cargo. That is also a reason that draft measurement plays an important
role as these measurements are used to calculate weight of the cargo
and these wight measurements are used for cargo claims [8]. Another
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measurement that is known as air draft of the vessel is the distance
from the top of the vessel to the water line. Air draft also have impor-
tance as it is needed when the vessel has to pass under a bridge, and
the air draft measurement will ensure the clearance to pass under the
bridges safely without any collision and damage to both bridge and the
vessel [9]. Also, the revenue of shipping companies depends on increas-
ing the amount of cargo shipped in the least amount of time with least
cost. So, draft plays an important role to maintain safety for ship pas-
sage in the sea water. After loading the vessel with cargo sometimes it
become tilted and a tilted vessel can be dangerous, to counter this the
corrections in loading are made to make sure that draft on both side of
the vessel matches to have zero tilt. The IMO (International Maritime
Organization) specify the minimum and maximum drafts depending on
the category whether it is oil, coal, high density material, passengers,
or other material transportation.

Draft measurements are taken by reading the draft scale as shown
in Fig. 2 painted on the sides of the vessel generally on the bow and
stern side of the vessel. The draft scale might be painted on several
locations depending on the size of vessel. Mostly the bulk carrier vessels
have draft markings painted on six points. A survey is carried out to by

Fig. 2: Draft scale [8]

reading the draft on the draft markings at six standard points on the
ship’s hull. These six standard points are forward, mid ship and stern
on both port and starboard sides. Port and starboard sides are left and
right sides of the vessel when a vessel is viewed in the direction of its
forward movement. Basic ship terms are illustrated in Fig. 3.

Draft survey is in general carried out by safety and inspection teams
that belong to the vessel itself or to the port where vessel is docked.
These teams have the task to inspect the cargo, inspection of the exter-
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Fig. 3: Basic ship terms [10]

nal hull for any damage or wear and tear, inspection of propeller rudder
and to measurement and verification of the draft of the vessel. Usu-
ally, the responsible officials use small crew boats or tugboats used for
inspecting the vessel for any damage to make a round trip around the
vessel to read the draft markings clearly by approaching the draft scale
as close as possible as shown in Fig. 4. The concerned official then note

Fig. 4: Draft survey team reading draft scale [11]

down the draft measurements on a form and these measurements are
then further used to calculate other parameters with the help of a com-
puting mechanism build that involves certain charts and formulas or
including other environmental factors such as water density [12].

It is significantly important to make sure that draft marks are read
as accurate as possible. Reading the draft marks on the vessel is chal-
lenging and time consuming, However, some factors like marine growth
on the marks, rust and poorly painted marks as shown in Fig. 5 make
it more challenging to read it and might result in inaccuracy. Other fac-
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Fig. 5: Poor paint and rust on draft scale [8]

tors like darkness (during night) shown in Fig. 6 and shadows create
difficulty in carrying out these surveys.

Fig. 6: Draft scale captured during night [8]

Sometimes reading the draft marks during the night from a crew
boat and from a distance is difficult and even not readable. As the
Narvik city (Latitude 68.4385°North) lies inside the Arctic Circle (Lati-
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tude 66.8° North) making nights longer and darker for almost 5 months
as shown in Fig. 7. Also, weather conditions make visibility low in the

Fig. 7: Narvik Daylight Chart[13]

Narvik city. These factors cause it difficult to read the draft markings.
Another challenge is that sometimes the crew boat cannot go safely close
enough due to anchors and buoys. These factors make this task chal-
lenging and time consuming.

1.1.1 Proposed solution

To overcome the challenges of reading draft marks manually an au-
tomated and easy solution is to use a multi-rotor (Drone) that can fly
around the vessel safely and read out the draft marks with the help
of camera and other supporting equipment such as lights and sensors
mounted on the drone. This is achieved by making the drone to follow a
pre-planned trajectory around the vessel, that covers all the draft mark-
ings. This trajectory following is accomplished by a flight controller. A
clear and stable video of all the draft scale will be recorded in the cam-
era attached to the drone and will be later used by the operator to find
out the draft scale readings.

1.2 Literature review

Although maritime sector has gone through a lot of technological ad-
vancements such as autonomous ships and smart propulsion systems,
but still most of the draft surveys are carried out by traditional ways
that is by using crew boat to visually read the draft marks. In recent
years new methods are proposed for the automatic draft reading that
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includes sensors, such as laser ranging sensor, ultrasonic ranging sen-
sor, and liquid level sensors. But to use these technologies these sensors
must be installed on the ship in advance [14]. And these solutions are
expensive and may require modifications in the design of vessel.

Other measurements devices such as wave damping tubes that are
very helpful to damp the wave in rough sea conditions. This tube must
be attached to the vessels with the help of magnet or other means right
over the draft marks. The water level in the tube needs to be viewed
as close as possible and sometimes a rope ladder is required to do this
when a boat is not available to perform this task [15].

To reduce human effort and to introduce autonomy several other
measurement devices and methods have been proposed such as David
Ray designed a portable draft measurement device that measures the
distance from top of the vessel deck to the water level in which the ship
is floating to measure air draft [16]. Huayao Zheng proposed a new
system for level sensor for ship stability analysis and monitoring, with
a pressure sensor installed below the level of water line of the ship [17].

Despite of these proposed methods most of the draft readings are
taken manually based on visual observation as the first and most im-
portant step. Because of inaccuracies in sensor measurements these
methods are not widely used. Other draft reading methods are proposed
based on image processing such as Automatic draft reading based on im-
age processing [14] and Ship Draft Detection Based on Machine Vision
[18]. These methods can reduce the human error that can occur while
reading the draft during visual observation. But image acquisition is
done manually with conventional methods. Hence there is a need to au-
tomate the very first step in the draft survey that is to read the draft
marks as accurate as possible.

The proposed solution in this study as mentioned in previous section
is to use drone for draft survey. Drones are already glowingly used for
delivering goods, search, and rescue operations and real-time monitor-
ing. Some of the uses of drones in maritime are as follows:

• Inspections: This includes inspection of ship structure for wear and
tear, hull inspection, and inspection of storage tanks (oil). Traditional
methods of vessel inspection can be costly and vessel companies need
a cost-effective solution. DNV GL has successfully performed inspec-
tion of a 19.4 meter high oil tank on-board a Floating Production,
Storage and Offloading vessel [19].

• Port traffic monitoring and control: Drones deployed beyond shore-
line to monitor vessel traffic to control the traffic efficiently [20].

• Maritime Search and Rescue: Drones equipped with optical radar
VIDAR (Visual Detection and Ranging) are used to detect small ob-
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jects on the sea surface. Recently two drowning swimmers were res-
cued with the help of a drone in Australia [21].

• Security and Surveillance: Drones are used for security and surveil-
lance of ships and port installations with wide angle video instead of
network of cameras mounted to cover a location. Nordic Unmanned
and Textron are companies that won a contract with European Mar-
itime Safety Agency (EMSA) regarding long-range general maritime
surveillance [22].

• Border coastal/offshore control: Drones are used to keep an eye
to prevent any illegal movement on coastline. Drone equipped with
thermographic camera is used to detect anyone hiding in the ships
[1].

• Delivering goods: Delivering of emergency supplies(medicines) to
vessel at sea, delivering spare parts, documents, and other goods [23].
Recently Equinor achieved world’s first logistic operation with the
help of a drone [24]. Drone delivered a 3-D printed part for a lifeboat
system from base to a platform in the North Sea.

• Communication: Drones equipped with antennas are used to pro-
vides 5G network coverage to the ships in areas where coverage is not
available by communication towers and maritime satellites [25].

• Emissions Monitoring: Drones equipped with sensor that measure
the level of CO2, SO2 and NO2 from ship exhaust are used for eval-
uation of ship fuel consumption remotely [23]. To reduce air pollu-
tion from shipping the international maritime organization has intro-
duced standards and requirements for monitoring and documenting
sulfur emissions from ships [26].

• Oil spills detection: Drones are used to track the oil spill to get an
aerial overview of affected sea area that is needed by response team
[27]. A company Nordic unmanned is providing emergency response
for European Maritime Safety Agency (EMSA) [28].

During the COVID-19 pandemic social distancing and maintaining safety
was strictly followed and the use of drones in this situation played sig-
nificant role maritime sector. They were utilized for delivering goods to
ships at sea while without any safety issue and maintaining distance
[23]. They are also used in deliveries of medicines and other necessary
items to offshore oil platform from the ships with no human contact for
safety.

A general inspection of a structure is usually done by a drone equipped
with camera and sensors required for guidance, navigation, and control
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of drone. The drone fly to inspect the structure and the video or images
are sent in real time to the ground station for processing or are stored
on board and downloaded later for processing. Mostly the drones used
for surveys and inspections are multi-rotors such as quad rotors, hex-
acopters and octocopters. These multi-rotors are generally categorized
as vertical-takeoff-and-landing (VTOL) vehicles and capable to hover
steadily in place. The goal for designing a drone is to complete task and
carry out a mission human interaction as minimum as possible. How-
ever, achieving a fully autonomous solution is quite challenging and
complex task. Whereas different level of autonomy can be considered
for a specific task depending on complexity and existence. These levels
of autonomy are described according to the National Institute of Stan-
dards and Technology (NIST) as follows [29].

• Fully autonomous: A fully autonomous drone complete a complex
mission without any human guidance and all decision are made by
on-board controller with available sensors measurements.

• Semi-autonomous: For complex missions involvement of a human
operator is needed and the decision are taken by human operator
when the drone is not capable of making a decision.

• Teleoperated: The human operator control the drone by sending
commands based on the feedback data from on-board sensors such as
based on surrounding obstacles data the operator can move the drone.
And no direct visuals of drone are needed for this.

• Remotely controlled: The drone is completely manually controlled
by a remote pilot with no data from the on-board sensor. And direct
visual sight of drone is needed to control.

Depending on the level of autonomy the hardware and software design
of the drone changes.

In recent years, drone-based inspection and survey have gained at-
tention due to developments of micro-electromechanical systems (MEMS),
micro inertial measurement unit (MIMU) and new flight control sys-
tems. Some of the methodologies and work done in inspection with
drones are explained as follow

• Bridge inspection using UAV [30]
In this research, design, and development of a UAV system for bridge
inspection has been discussed. An open-source embedded flight con-
troller (Pixhawk) is used for flight control. The on-board computer
chosen was Raspberry Pi 2 with Robot Operating System (ROS) run-
ning on it. Integrated sensors like accelerometer, gyroscope, and mag-
netometer in Pixhawk are used to estimate attitude of UAV. For envi-
ronment detection, collision avoidance and position estimation in the
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absence of GPS they have used laser scanner, ultrasonic sensor, and
a single point Light Detection and Ranging (LIDAR). In absence of
GPS, measurements are bad (under the bridge), in that case fusion of
laser scanner and accelerometer will done to estimate the position. A
ground station platform has been designed as human-computer inter-
action to get images of the bridge in real-time and for mission plan-
ning that include setting a pre-planned map for inspection.

• UAV-lidar supported intelligent power-line inspections [31]
In this research lidar sensor is used for power line inspection. Li-
dar can provide high-precision 3D measurements. As acquired lidar
data lack the object properties so it needs more processing power.
To overcome that issue this research proposed scene classification of
raw lidar data. Lidar can provide accurate location for power line
components. This concept is divided into two stages. First stage is
generation of route based on lidar data. In this stage the position
of power line component for guiding the route planning in the in-
spection is acquired using high precision of lidar. Then in next stage
the UAV can achieve autonomous flight in inspection by following the
pre-generated routes. For fault detection any kind of sensor (Such
as camera) could be mounted on UAV. The standardized protocols for
this inspections has four steps: point cloud classification, key point
extraction, route generation, and fault detection as shown in Fig. 8.
The Point cloud classification is used to segregate raw lidar data into
subsets corresponding with certain objects. Purpose of key point ex-
traction is to recognize feature points that represent the location of
power line components that provide basis for guiding the route plan-
ning. Route generation is responsible to maintain a safe distance
between the components of power line and UAV during the process of
inspection. Path finding and search algorithms can be used to gener-
ate a safe route.

• Research on multi-rotor for detailed autonomous inspection
of transmission lines using route planning [32]
In this research flight route planning for autonomous inspection is
presented. Initially flight inspection is manually controlled accord-
ing to the pre-planned flight route. When UAV fly to target point
the location information of waypoint, relative attitude, angle of photo
and other related attributes will be acquired from the flight control
via function of way-point planning, and the way-point information is
transmitted to the software for ground station, which will be recorded
this information as a waypoint. Then UAV will manually fly (with
manual control) towards next target point and similarly the next
way-point information will be recorded. Each way-point information

10



Fig. 8: Illustration of the proposed lidar-supported intelligent power
line inspection concept [31]

will then be recorded and then way-points are connected to generate
flight routes. The planned route will then be sent to flight control
via ground station software and UAV can automatically perform the
flight inspection. The way-point planning function is shown in Fig. 9.

Fig. 9: Way-point planning function [32]

• A re-configurable framework to turn a micro-aerial vehicle
(MAV) into an effective tool for vessel inspection [33]
In this paper a framework is represented to change a Micro-Aerial
Vehicle (MAV) into a flying camera that can allow human surveyor
to virtually inspect different structures in the vessel hull. The ar-
chitecture of system is developed to be re-configurable such that it is
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compatible with different sensor suites for a proper state estimation.
The control software is designed based on Supervised Autonomy (SA)
paradigm, so that it can provide collision avoidance, while the human
surveyor is responsible to supply motion commands while inspection.
The SA framework is composed of different concepts such as Self-
preservation: for preservation of platform against any hazard such
as collision from obstacle and it is performed by MAV itself. Instruc-
tive feedback: This provides the operator with images of environment
around MAV. Qualitative instructions: These are instructions by hu-
man operator to command MAV. Qualitative explanations: This is to
tell human operator that what is going in the mission in a language
that is easily understandable by operator such as obstacle detected,
going up or forward. User interface: That allow human operator to
get feedback from MAV and to send command to the MAV. This is
illustrated in Fig. 10.

Fig. 10: Inspection system with supervised autonomy [33]

The proposed control architecture is designed based on layered struc-
ture, where each layer refers to a different control level. The architec-
ture of this system is shown in Fig. 11. The high-level control layer
accomplishes the MAV behaviors module. This contain a set of robotic
behaviors which are responsible to full-fill the commands provided by
operator such as obstacle detection and collision avoidance. In sim-
ple words, it combines commanded speed with the speed generated
from sensor data through a reactive based control strategy to gener-
ate the desired velocity command. The sensors suites proposed are
combinations of IMU, Ultrasonic range sensor, optical range sensor
and optical flow sensors.

• A survey on vision-based UAV navigation [34]
In this article several vision-based methods that are used for UAV
navigation are presented. Specifically for visual localization and map-

12



Fig. 11: Control Architecture [33]

ping, obstacle avoidance and path planning, which make the most
important parts of visual navigation. Visual navigation uses visual
sensors such as monocular cameras, stereo cameras, RGB-D cam-
eras, and fish-eye cameras. A vision based navigation is illustrated in
Fig.12. In this article Visual localization, and mapping systems are
classified into three categories: map-less system, map-based system,
and map-building system.

Fig. 12: Vision based navigation [34]

A map-less system navigates without know map and UAV navigation
is done by acquiring distinct features in the observed environment.
Most used method in map-less navigation is optical flow and feature
tracking method. Optical flow method has two categories: local and
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global. One method for optical flow that is discussed in this article is
to calculate the optical velocity from two cameras (mounted on both
side of robot) relative to wall. If both are same, then robot moves
along the central line, otherwise it moves along the speed of small
places forward. This method has poor performance in texture less en-
vironments. The feature tracking method tracks invariant features
of moving objects, as well as lines, corners, and so on and discover the
movement of an object by detecting the features. In map-based sys-
tems the layout of environment is predefined, allowing UAV to navi-
gate. Map-building systems are used in both autonomous and semi-
autonomous fields. They allow building maps at the time of flight in
environments where it is difficult to navigate with preexisting map.
SLAM based method discussed in this article for map building. Map
and map-less navigation are shown in Fig. 13.

Fig. 13: Map and Map-less navigation [35]

• The automatic flying security drone (AFSD) [36]
In this paper flying security drone is proposed. This AFSD is aimed to
patrol petrol a route set by security personnel and stream live video
data to the person wireless. The AFSD is capable of navigating via set
GPS coordinates, and automatically updating its path in any devia-
tion. The control of the UAV is done be human operator with the help
of computer application. With simple click of the mouse the operator
can path of the vehicle by defining new coordinates. The new route
can be updated anytime during the flight. As well as the operator can
see the actual coordinates of UAV on the application screen. The nav-
igation of AFSD will be done by storing a series of GPS coordinates
in its on-board memory and travelling to each location.
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1.3 Objectives

The main objective of this study is to propose a solution for automating
draft survey procedure for iron ore vessels. This includes a detailed lit-
erature review about existing technologies and methodologies for draft
survey and research work for advancement in draft survey procedure.
All the hardware specifications for proposed multi-rotor will be covered
in this study. These specifications include type and design of multi-
rotor itself and the additional components needed to make the multi-
rotor capable of performing the designated task of automated draft sur-
vey. Additional components will be considered in this study based on
the key sub objectives for a draft survey. Sub objectives are to record
all the draft marking while flying around the vessels, and autonomous,
safe, and stable flight operation. Additional components such as cam-
era, lights, flight controller for data processing, sensors for navigation
and a safe collision free flight will be addressed in this study.

Other than hardware specifications algorithms for smooth path gen-
eration for the flight operation, control algorithm that will make the
multi-rotor to follow the desired path stably and an algorithm for avoid-
ing any obstacle in the planned path. All these algorithms will be cov-
ered with mathematical details and will be implemented in a simulator
such as MATLAB to analyze the performance, and results from these
simulations will show the working of proposed algorithms.

1.4 Contributions and delimitations

As discussed in previous sections draft survey is a time-consuming task
and require resources such as tug-boats and operators to perform this
survey.

The contributions of this study to overcome this issue are as de-
scribed as follow

Automating draft survey

To the best of the authors’ knowledge, this thesis provided a first at-
tempt in proposing the use of drone technology for an automated draft
reading process. This study proposed a solution for automating this task
and that will not only save time and effort but also the resource that is
utilized in a traditional draft survey.

Trajectory planning

This thesis has provided an understanding of how a trajectory can be
generated for surveying of large vessel or vessel like structures. The
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generated trajectory and performance of drone on this path is demon-
strated in this work.

Control

Control of drones (specifically quadcopters) is derived and modelled in
this study. This control design also illustrated the mathematics of tra-
jectory tracking control and its performance in the form of results for a
trajectory around a vessel.

Collision avoidance

To achieve a safe autonomous flight operation, it is necessary to au-
tonomously avoid obstacle in the planned trajectory. A detailed math-
ematical derivation and control law design for collision avoidance is
demonstrated in this thesis. Performance of this avoidance controller
is demonstrated using results and present different performance pa-
rameters of avoidance controller. This performance is demonstrated by
considering different scenarios.

Design specifications

Design related requirements that include actual drone and other essen-
tial components that will help in completing the autonomous survey, are
discussed in this study. A complete list of all the components depicting
how the actual drone should look like is presented in this thesis.

Simulation design

All the mathematical modelling of system, controllers and collision avoid-
ance algorithm elaborated in this study is also implemented on a sim-
ulator and detailed model of this simulation is discussed in this report.
Results generated from this simulation are also explained.

There are some limitations of this work as this work is simulated by
assuming general shape of vessel, therefore the flight path generated
around the vessel is not applicable to vessels that have different shapes.
Another assumption is that the vessel is docked at a known location,
any change in the location of the vessel will need modifications in the
flight path. Collision avoidance algorithm used in this study is limited
to obstacles with already know dimensions. As this is a very early stage
of the concept, so further research will be done on these results to make
it generalized.
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1.5 Report outline

This report is divided into eight chapters. Chapter 1 covered the intro-
ductions about the problem itself, background about the concepts that
will be used, a detailed literature review which covered existing solu-
tions and challenges about particular problem and objectives of this re-
port. In Chapter 2 some theoretical and technological terms that are
continuously being used later in this report are derived and elaborated
here. Chapter 3 is about expressing the system model in mathemat-
ical expression so that a model of the system can be created that can
be used for designing of control systems and needed algorithms later
in this chapter. In Chapter 4 all needed peripherals and hardware
components along with their specifications that are required to make
the drone are explained. Chapter 5 discussed the implementation of
mathematical model that is created in Chapter 3 in a simulation. A
detailed explanation of working of the simulation and all components
of simulation are covered in this chapter. All the results and perfor-
mance of the system is presented in the form of results generated from
simulations in Chapter 6 and these results are discussed and justified.
Chapter 7 is about challenges and problems faced during work on this
thesis and also limitations of this work are discussed here. Chapter 8
express the final conclusions about the work done and results achieved
and also recommendations for the future work that can be done on this
study.
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2 Preliminaries

2.1 Theoretical/Technological preliminaries

2.1.1 Frame of reference

A frame of reference or reference frame is a system composed of set of
coordinates and with respect to which motion or attitude of an object can
be observed. There are several types of reference frames but in scope of
this thesis two are considered that are body frame and inertial frame. If
reference frame is fixed or moving with a constant velocity, it is called an
inertial frame. Origin of inertial frame is fixed to the Earth, and in this
study the inertial frame is fixed to the harbour where vessel is docked.
Body frame is always attached to the body of vehicle, and it moves and
rotate with the body of vehicle. Origin of body frame is usually placed
at the center of gravity of the vehicle. A local reference frame (NED -
North, East, and Down) that is fixed to the origin of inertial frame and
that origin is fixed to the vessel docking location, and this is used in this
thesis to represent position and velocity of vehicle in body frame and
inertial frame. NED frame contains of three orthogonal axes in which
X-axis points to true North, the Z-axis points downwards towards the
Earth and Y-axis points towards the East. These two different reference
frames are shown in Fig.14.

Fig. 14: Inertial and Body fame
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2.1.2 Euler angles (Orientation)

Orientation of vehicle can be represented in different ways that usually
involves angle representation. The most common representations are
Euler angles and Quaternions or trigonometric functions. In this thesis
Euler angles are used as they are simple, easy to understand and easy
to calculate or performing different mathematical operations. Although
Euler angles have singularity issue that cause gimbal lock in the rotat-
ing vehicle, whereas quaternions do not have this singularity issue, but
they are difficult to understand and compute. Euler angles are repre-
sented as Roll (ϕ), Pitch (θ) and Yaw (ψ). These angles are illustrated in
Fig.15.

Fig. 15: Euler angles in Quadcopter [37]

2.1.3 Rotation and Transformation

In this section the rotation between inertial frame to body frame and
vice versa will be described using Euler angles. Euler angle method
is widely used and clearly understood and interpreted. The angular
velocities are measured by gyroscope sensor that is attached to body of
vehicle and rate of change of Euler angles is in inertial frame. Rate of
change of Euler angles and angular velocities are not the same, because
angular velocity is rate of change about the body axis whereas Euler
angles represent rotations in its own reference frame. These entities
are related to each other in kinematics and dynamics equations, and
sometimes these entities are rotated from one frame to another. The
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rotation about each principle axis is written in equations 2.1, 2.2 and
2.3.

Rx(ϕ) =

1 0 0
0 cos (ϕ) − sin (ϕ)
0 sin (ϕ) cos (ϕ)

 (2.1)

Ry(θ) =

 cos (θ) 0 sin (θ)
0 1 0

− sin (θ) 0 cos (θ)

 (2.2)

Rz(ψ) =

cos (ψ) − sin (ψ) 0
sin (ψ) cos (ψ) 0

0 0 1

 (2.3)

The matrixRib that represents rotation from body frame to inertial frame
is the product of above three rotations in zyx sequence:

Rib(ψ, θ, ϕ) = Rz(ψ)Ry(θ)Rx(ϕ) (2.4)

Rib(ψ, θ, ψ) =

cθcψ cψsθsϕ− sψcθ cψsθcϕ+ sψsθ
sψcθ sψsθsϕ+ cψcθ sψsθcϕ− cψsθ
−sθ cθsϕ cθcϕ

 (2.5)

where c = cos and s = sin. Similarly the matrix that represents rotation
from inertial to body frame is transpose of Rib:

Rbi = Rib
T (2.6)

The transformation matrix of angular rate transformation from body
angular rates [ϕ̇, θ̇, ψ̇] to Euler angular rates or angular velocity (ω =
[pqr] ) is described as:

ωbib =

ϕ̇0
0

+RTx (ϕ)

0θ̇
0

+RTx (ϕ)R
T
y (θ)

0
0

ψ̇

 (2.7)

ωbib =

1 0 − sin θ
0 cosϕ sinϕ cos θ
0 − sinϕ cosϕ cos θ

ϕ̇θ̇
ψ̇

 (2.8)

W−1 =

1 0 − sin θ
0 cosϕ sinϕ cos θ
0 − sinϕ cosϕ cos θ

 (2.9)

W =

1 0 sθtθ cϕtθ
0 cϕ −sϕ
0 sϕ/cθ cϕ/cθ

 (2.10)

where c = cos, s = sin and t = tan.ϕ̇θ̇
ψ̇

 =Wωbib (2.11)
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2.1.4 Moment of inertia

Moment of inertia is a quantity that determines the required torque for
a desired amount of angular acceleration in a body or it is a measure
of how difficult it is to change angular velocity of rotating object. In
easy way it can be described as how resistant an object is towards any
changes in its rotational motion about a particular axis. Moment of in-
ertia depends upon the distribution of mass within the object and the
location of the axis around which the object is rotating. An object can
have many different moments of inertia depending upon the position of
its axis of rotation. Calculation of moment of inertia indicates the force
(torque) an object will need to increase, decrease, or stop its rotation.
Moment of inertia is sum of the product of mass of each particle with
square of distance from its axis of rotation. As moment of inertia de-
pends upon number of axes of rotation and in the case of drone there
are three axis or rotation that are (XYZ), so the moment of inertia will
be around three axes, and can be written in matrix form as:

I =

 Ixx −Ixy Ixz
−Ixy Iyy −Iyz
−Ixz −Iyz Izz

 (2.12)

In equation 2.12 the off-diagonal elements (Ixy, Ixz, Iyz) are products of
inertia that describes an imbalance relative to coordinate axes. The di-
agonal elements (Ixx, Iyy, Izz) are moments of inertia along the principal
axes X, Y and Z respectively.

We assume that mass in the drone is distributed symmetrically which
means the moment of inertia on the opposite sides of the axis of rotation
will cancel each other. Resulting all the off-diagonal elements equal to
zero (Ixy = Ixz = Iyz = 0). Then inertia matrix will be simplified as:

I =

Ixx 0 0
0 Iyy 0
0 0 Izz

 (2.13)

Moment of inertia calculation is very important factor for the control of
quadcopter as it defines the amount of torque needed to produce angu-
lar acceleration around an axis. There are different methods to estimate
moment of inertia. One method is to divide the body into several compo-
nents and compute moment of inertia of each component separately and
then add moment of inertia of all components around X, Y and Z axis
of body. Based on assumption that mass is distributed symmetrically
on each arm and the vehicle is rigid and this makes it easy to add the
moment of inertia of each arm for x, y and z axis [38].
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Moment of Inertia along (Yaw) Z-axis:

Yaw moment of inertia is along z-axis, and it will resist the yaw moment.
It can be computed as the sum of moment of inertia of four arms of
quadcopter:

Izz =
1

3
×ml2 (2.14)

Izz =
1

3
×ml2 × 4 (2.15)

Where l indicate arm length of quadcopter.

Moment of Inertia along (Roll and Pitch) X and Y axes:

Moment along X and Y axis will be same because quadcopter is assumed
to be symmetrical. So, it can be computed same as yaw moment of
inertia just by changing the arm length by the perpendicular distance
of motor from center of quadcopter.

Ixx = Iyy =
1

3
×ml2s (2.16)

Where ls indicate perpendicular distance of motor from center of quad-
copter.
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3 Mathematical Modelling

Mathematical modelling is the process of describing a real physical sys-
tem in mathematical terms such as equations or graphs. This mathe-
matical description helps to understand the insight working of the sys-
tem and then also help in improving and making the system more effi-
cient depending on our need. To begin with modelling of our multi-rotor
(Quadcopter) we need to understand the motions and forces acting or
generated by it.

A quadcopter has four propellers mounted on four motors and their
rotation cause all the rotations and motions. There are two configura-
tions of a quadcopter: Plus (+) and X configurations. There is no me-
chanical difference between these two configurations, but the only dif-
ference is where the front of quadcopter is. Fig. 16 show the difference
between two configurations.

Fig. 16: Two configurations of the quadcopter[39]

Each motor generates both thrust and torque about the center of ro-
tation of the quadcopter. Motion along vertical direction (Altitude or
Throttle) is achieved by increasing or decreasing the speeds of all four
motors at the same rate. Motion along any direction in horizontal axis
(Roll and Pitch) is generated by decreasing the speed of motors along the
desired direction and at the same time increasing the speed of motors
on the opposite side of the desired direction. Whereas yaw is obtained
by creating a rotation along the center of quadcopter, and this rotation
is caused by introducing a torque by changing the speed of motors. A
CW (clockwise) yaw is achieved by decreasing the speed of CW rotating
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motors and simultaneously increasing the speed of CCW (Counterclock-
wise) rotating motor. It will induce a net CW torque and causing a CW
yaw angle change. All these movements in X configuration are shown
in Fig. 17. The blue colored circular arrow in Fig. 17 indicate the in-

Fig. 17: Throttle, Roll, Pitch and Yaw movements in X configuration
[40]

creased speed of rotation of motor as compared to cyan colored. Any cer-
tain movement in quadcopter is achieved by changing the input (Speed)
of these four motors. These inputs are usually represented as follows:

• Throttle (u1)

• Roll (u2)

• Pitch (u3)

• Yaw (u4)

The mathematical model of quadcopter is developed using the dynamics
of the quadcopter that is based on the following assumptions.

• quadcopter is a rigid body, means its shape and dimensions will
not change.

• Propellers are also rigid.
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• Origin of quadcopter in the body frame and center of gravity coin-
cide.

3.1 Kinematics

The relationship between position derivative and velocity of vehicle in
inertial frame is written as

ṗi = V i (3.1)

and relationship between position derivative in inertial frame and ve-
locity in body frame is represented as

d

dt

xy
z

 = Rib

uv
w

 (3.2)

For rotational kinematics the relation between Euler angles and the
angular velocities in body frame is represented using transformation as

Ė =Wωbib (3.3)

Where Ė represent derivative of Euler angles, ωbib angular velocities of
body frame w.r.t inertial frame resolved in body frame.

3.2 Dynamics

As we already made assumption that quadcopter is a rigid body so
Newton-Euler equations can be used to model dynamics. In body frame,
the force that is needed for acceleration of mass mV̇ b and centrifugal
force ωbib × (mV b) are equal to the gravity gravitational force acting and
thrust generated by rotors,

mV̇b + ωbib×(mVb) = Rbifg − f bT (3.4)

In equation 3.4 fg is gravitational force and f bT is thrust force in the body
frame, and these forces are written as

fg = m

00
g

 , f bT =

0
0
T


Where T is total thrust generated by propellers. Whereas, in inertial
frame centrifugal force is of no effect, only gravitational force and thrust
force with both magnitude and directions are responsible for accelera-
tion

mV̇ i = fg −Ribf
b
T

V̇ i = 1
mfg −

1
mR

i
bf
b
T

(3.5)
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Similarly, in body frame angular acceleration due to inertia Jbω̇
b
ib and

centripetal forces ωbib×Jbωbib are equal to external torques on the quadro-
tor

Jbω̇
b
ib + ωbib × Jbω

b
ib = τ b

Jbω̇
b
ib = τ b − ωbib × Jbωbib

(3.6)

Equations 3.3, 3.5 and 3.6 can be written in component form as:

Ẍ = − (cosϕ sin θ cosψ + sinϕ sinψ)
F b
T
m

Ÿ = − (cosϕ sin θ sinψ − sinϕ cosψ)
F b
T
m

Z̈ = g − cosϕ cos θ
F b
T
m

ω̇x = 1
Ix

(τx − (Izωyωz − Izωyωz))

ω̇y =
1
Iy

(τy + (Izωxωz − Ixωxωz))

ω̇z =
1
Iz

(τz − (Iyωxωy − Ixωxωy))

ϕ̇ = ωx + sinϕ tan θωy + cosϕ tan θωz

θ̇ = cosϕωy − sinϕωz

ψ̇ = sinϕ
cos θωy +

cosϕ
cos θωz

(3.7)

3.3 Forces and moments

Linear acceleration on the quadcopter is generated due to the net forces
acting. The thrust force and gravitational pull are the two forces that
are acting on quadcopter. Thrust force generated by each motor can be
modeled using momentum equations and it is expressed as

Fi = CTρArir
2
i ω

2
i (3.8)

Where ωi is rotational speed of the number of propeller (1,2,3,4) in rad, ρ
is air density in kg/m3, r is radius of ith propeller and CT is aerodynamic
thrust coefficient. We can equate all the constant in above equation as
cT = CTρArr

2 and rewrite equation as:

Fi = cTω
2
i (3.9)

As all four motors have physical properties and dimensions so the total
thrust force will become sum of individual force generated by each rotor
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and it is represented as

F bT = cT

N∑
i=1

ω2
i (3.10)

And the gravitational force will pull the quadcopter downward relative
to the inertial frame, and it is written as:

Fg = m

00
g

 (3.11)

Torques acting upon the quadcopter are main reason to cause angu-
lar acceleration. According to Newton’s third law of motion the rotating
propeller will produce a counter reaction torque due to rotor drag that
will be acting on the airframe and it can be modeled as

τi = CQρArir
2
i ω

2
i (3.12)

where CQ is aerodynamic drag coefficient and after equating constant
in above equation as cQ = CQρArr

2 this can be rewritten as

τi = cQω
2
i (3.13)

The net moment created from the aerodynamics that is combination of
thrust forces generated from the motors and air drags can be repre-
sented as

τ =

τxτy
τz

 =

τϕτθ
τψ

 =

 Roll
P itch
Y aw

 (3.14)

The rolling torque is generated by the difference between thrust force of
motor pair 1–4 and 2–3 and this is written as

τx = L[(F1 + F4)− (F2 + F3)] (3.15)

Where L is moment arm length for each motor, that is distance from the
center of quadcopter. We can insert expression for F from equation 3.6
and rewrite as

τx = L[(cTω
2
1 + cTω

2
4)− (cTω

2
2 + cTω

2
3)] (3.16)

Similarly, pitching torque is generated by the difference between thrust
force of motor pair 2–4 and 1–3 and this is written as

τy = L[(F1 + F2)− (F3 + F4)] (3.17)

τy = L[(cTω
2
1 + cTω

2
2)− (cTω

2
3 + cTω

2
3)] (3.18)
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Reaction torque from all motors will induce Yaw torque around the cen-
ter of the quadrotor. Direction of this depends on the direction of motors
spin. Clockwise rotating motors generate a positive moment and anti-
clockwise rotating motor will induce negative moment. This is modeled
as

τz = σi

N∑
i=1

cQω
2
i (3.19)

where σi∈{−1,+1} represents direction of rotation forith motor: +1 in-
dicates clockwise and -1 indicates anti-clockwise rotation. All the above
computed forces and torques on the quad-rotor can be written in matrix
form as 

F bT
τx
τy
τz

 =


cT cT cT cT
lcT −lcT −lcT lcT
lcT lcT lcT −lcT
−cQ cQ −cQ cQ



ω2
1

ω2
2

ω2
3

ω2
4

 (3.20)

3.4 Control

As discussed in previous section that control inputs are responsible for
generating desired forces and torques in quadcopter. The purpose of a
dedicated control system is to stabilize the quadcopter in terms of atti-
tude and altitude at the required position and follow a desired reference
trajectory. Although a lot of control strategies have been available to de-
sign a control scheme of quadcopter ranging from very basic to advanced
and machine learning based control. But the type of control scheme is
limited to implementation cost and requirements in the system oper-
ation. Based on the requirements I have opted for PID (Proportional
Integral and Derivative) control for altitude, position, and attitude. For
trajectory tracking and collision avoidance another control scheme from
(Ha Le Nhu Ngoc Thanh,Bui and Hong [41]) has been selected. This
paper has proposed a nonlinear Control for trajectory tracking along
with collision avoidance system based on geometric relations.

A PID controller works on three main terms that are Proportional,
Integral and Derivative. Error signal that is difference between a refer-
ence or desired point and an actual value is the input to a PID controller
and this input is then multiplied by PID gains to achieve a controlled
and stable process. Proportional term (P) simply scales the error signal
by multiplying error by a constant gain. Integral term (I) integrates
the error signal with respect to time until it the error is reduced to zero
and the (I) term removes the steady state error. Derivative term (D)
as name suggest that it produces an output that is proportional to the
derivative of error signal with respect to time that is rate of change of
the error signal. D term actually minimize the change of error so it act
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as a damper and remove oscillations in the system.
A PID controller can be written in mathematical form with a ref-

erence/desired signal r(t), actual output y(t), error signal e(t), and the
controller output u(t) as follows:

e(t) = r − y(t)

u(t) = Kpe(t) +KI

∫ t
0 e(j)dj +Kd

de(t)
dt

(3.21)

A general structure of a PID controller is shown in Fig. 18. A quad-

Fig. 18: General structure of PID controller[42]

copter has six main outputs(X,Y, Z, ϕ, θ, ψ) where as it has only four
control inputs (F bT , τx = τϕ, τy = τθ, τz = τψ). This constraint is solved
by decoupling the controller into two distinct loops, one inner loop that
deals with the attitude variables and second outer variable dealing with
the position variables. The rotational motion of the quadcopter is inde-
pendent of translational variables, whereas the translational motion is
dependent on the rotational motion that are Euler angles. The purpose
of splitting the controller into two loops is to first control the attitude
because it is independent and so that it can provide reference signal to
the translational control loop that is dependent. For this purpose, the
inner loop is always running at least 5 times faster than the outer loop.

Control design is simplified by considering quadcopter movement in
a hovering state. In hovering state roll (ϕ) and pitch (θ) angle are very
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small i.e (≈ 0). And we can use small-angle approximation as:

sin (x) ≈ x
cos (x) ≈ 1
tan (x) ≈ x

(3.22)

Also angular velocities (ωx, ωy, ωz) in hovering state are very small i.e
(≈ 0)

3.4.1 Position Control

Position of quadcopter is constituted of altitude (height in Z direction),
longitude (Position in X direction) and latitude (Position in Y direction).
X and Y position control combined is called horizontal control. Position
control is implemented in outer loop. Altitude control generate thrust
force, whereas longitude and latitude position control generate refer-
ence roll and pitch angle (ϕr, θr) respectively, for the attitude controller.
This is because the quadcopter is an under-actuated system and control
of all 6-DOF of quadcopter DOF is not possible directly. As mentioned
earlier this constraint is overcome by splitting control system into two
loops. Indirect control of X-position and Y-position is achieved by outer
loop. As its provides desired roll and pitch angles to the inner loop that
will change the orientation accordingly to drive quadcopter to the de-
sired X, Y positions.

Altitude Control

Altitude controller is responsible for maintaining a desired height. This
is implemented using PID controller, error is computed by taking dif-
ference of the desired height and actual height that is being measured
by a sensor this error signal is fed into PID and the controller signal is
then compensated for gravitational pull so that the controller does not
have to do extra work for gravity. Output of this altitude controller is
the thrust force. The required thrust force generated by the PID con-
trol is calculated using Z̈ equation from Equation 3.7 and then applying
small-angle approximation as:

Z̈ = g −
F bT
m

(3.23)

ez = zr − z (3.24)

ėz = żr − ż (3.25)

ëz = z̈r − z̈ (3.26)

ëz = z̈r − g +
F bT
m

(3.27)
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F bT = T = m

[
g − z̈r −Kp,zez(t)−KI,z

∫ t

0
ez(j)dj −Kd,z

dez(t)

dt

]
(3.28)

As thrust is calculated in the body frame so it will than multiplied by ro-
tation matrix Rib to get thrust force in the inertial frame as per Equation
3.5.

Longitude-X and Latitude-Y control

As discussed previously horizontal control is achieved indirectly, so from
Equation 3.7 X,Y-position variables are written as

Ẍ = − (cosϕr sin θr cosψ + sinϕr sinψ)
F bT
m

(3.29)

Ÿ = − (cosϕr sin θr sinψ − sinϕr cosψ)
F bT
m

(3.30)

Equation 3.29 and 3.30 can be more simplified by small-angle approxi-
mation:

Ẍ = − (θr cosψr + ϕr sinψ)
F bT
m

(3.31)

Ÿ = − (θr sinψ − ϕr cosψ)
F bT
m

(3.32)

Equations 3.31 and 3.32 can be written in matrix form as[
Ẍ

Ÿ

]
=
F bT
m

[
− sinψ − cosψ
cosψ − sinψ

] [
ϕr
θr

]
(3.33)

Based on our assumption that quadcopter is in hover state so F bT = mg[
Ẍ

Ÿ

]
= g

[
− sinψ − cosψ
cosψ − sinψ

] [
ϕr
θr

]
(3.34)

To make controller design simple, equation 3.34 can be rearranged and
error terms can be defined in matrix form

P̈n =

[
Ẍ

Ÿ

]
, Rψ =

[
cosψ − sinψ
sinψ cosψ

]
,

K =

[
0 1
−1 0

]
, En =

[
ϕr
θr

]
, hr =

[
Xr

Yr

] (3.35)

Now equation 3.34 can be re-written in simplified algebraic form by us-
ing variables defined in equation3.35 as

P̈n = −gRψKEn (3.36)
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eh = hr − Pn (3.37)

ëh = ḧr − P̈n; (3.38)

ëh = ḧr + gRψKEn (3.39)

En =
1

g
K−1RTψ

(
−ḧr −Kp,heh −KI,h

∫ t

0
eh(j)dj −Kd,hėh

)
(3.40)

3.4.2 Attitude Control

Attitude control is responsible for stabilizing the attitude of quadcopter
as per desired attitude command, and it is part of inner control loop.
This is also implemented using PID control. Based on error difference
between the measured/actual quadcopter orientation and desired ori-
entation the controller will generate actuating signal(torques) for ac-
tuators to re-orient quadcopter to desired orientation. Attitude con-
troller will generate actuating signal for all three axis (X/ϕ, Y/θ, Z/ψ).
To write controller actuation generated by PID, I will re-write angular
velocities and Euler angle from equation 4.7 using hover assumption
(ωx, ωy, ωz) are very small i.e (≈ 0) as:

ω̇x = 1
Ix
τx

ω̇y =
1
Iy
τy

ω̇z =
1
Iz
τz

ϕ̇ = ωx

θ̇ = ωy

ψ̇ = ωz

(3.41)

Equation 3.41 can be re-written in matrix form as

IbË = τ b (3.42)

Where Ib is inertia matrix, Ë angular acceleration, and τ b torque in
body frame. Error in attitude can be defined as

eE = Er − E (3.43)

ëE = Ër − Ë (3.44)

Multiplying equation 3.44 with Inertia matrix

IbëE = IbËr − IbË (3.45)
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IbëE = IbËr − τ b (3.46)

IbëE = IbËr − τ b (3.47)

τ b = IbËr +KpEeE +KIE

∫ t

0
eE(j)dj +KdE ˙eE (3.48)

Where Er =

ϕrθr
ψr

, ϕr and θr are generated in the outer-loop that is

position control. Equation 43.48 can be written in component form as

τx,ϕ = Ixxϕ̈r +Kp,ϕeϕ +KI,ϕ

∫ t
0 eϕ(j)dj +Kd,ϕėϕ

eϕ(t) = ϕr(t)− ϕ(t)

(3.49)

τy,θ = Iyy θ̈r +Kp,θeθ(t) +KI,θ

∫ t
0 eθ(j)dj +Kd,θėθ

eθ(t) = θr(t)− θ(t)

(3.50)

τz,ψ = Izzψ̈r +Kp,ψeψ(t) +KI,ψ

∫ t
0 eψ(j)dj +Kd,ψ ėψ

eψ(t) = ψr(t)− ψ(t)

(3.51)

3.4.3 Trajectory Tracking Control

Trajectory tracking control is responsible to converge the position error
to zero. This error is calculated between the quadcopter’s actual position
and time-varying reference position of desired trajectory. This controller
only controls position on two dimensions X and Y, as it considers that
the vehicle is stably moving at a constant height. Based on this consid-
eration velocity of quadcopter can be computed geometrically from Fig.
19. From Fig. 19 equation for velocity can be written as follows [41] ˙xm

˙ym
ψ̇m

 =

cosψm 0
sinψm 0

0 1

[
vm
ωm

]
(3.52)

Where (xm, ym, ψm) are actual positions and heading(Yaw), and (vm, ωm)
are actual velocity and heading angular rate of the quadcopter respec-
tively. To calculate the error difference same equation as equation 3.52
need to be defined for attributes of reference trajectory. This can be
written as ẋrẏr

ψ̇r

 =

cosψr 0
sinψr 0
0 1

[
vr
ωr

]
(3.53)
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Fig. 19: Geometry of quadcopter’s kinematics and reference trajectory
[41]

Where (xr, yr, ψr) are reference positions and heading(Yaw), and (vr, ωr)
are reference velocity and heading angular rate of the quadcopter re-
spectively.

Now the position tracking errors (e1, e2, e3) from Fig. 19 can be de-
fined as e1e2

e3

 =

 cosψm sinψm 0
− sinψm cosψm 0

0 0 1

xr − xm
yr − ym
ψr − ψm

 (3.54)

To converge the errors to zero, the author derived control law by taking
derivative of errors ei(i = 1, 2, 3) as

ė1 =(ẋr − ˙xm) cosψm − ψ̇m sinψm(xr − xm)

+ (ẏr − ˙ym) sinψm + ψ̇m cosψm(yr − ym) (3.55)

Substituting Equations 3.52 and 3.53 into equation 3.55

ė1 =vr(cosψr cosψm + sinψr sinψm)− vm(cosψm cosψm + sinψm sinψm)

+ ψ̇m [−(xr − xm) sinψm + (yr − ym) cosψm] (3.56)

Equation 3.56 can be further simplified using trigonometric identities:

ė1 =vr cos (ψr − ψm)− vm + ψ̇me2 (3.57)
ė1 =vr cos e3 − vm + ωme2 (3.58)
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Now taking derivative of e2

ė2 =(ẋr − ˙xm) cosψm − ψ̇m sinψm(xr − xm)

+ (ẏr − ˙ym) sinψm + ψ̇m cosψm(yr − ym) (3.59)

Substituting Equations 3.52 and 3.53 into equation 3.59

ė2 =vr(sinψr cosψm − cosψr sinψm) + vm(cosψm sinψm − sinψm cosψm)

− ψ̇m [(xr − xm) cosψm + (yr − ym) sinψm] (3.60)

Equation 3.60 can be further simplified using trigonometric identities

ė2 = vr sin (ψr − ψm)− vm − ψ̇me1 (3.61)
ė2 = vr sin e3 − ωme1 (3.62)

Similarly taking derivative of e3

ė3 = ψ̇r − ψ̇m (3.63)
ė3 = ωr − ωm (3.64)

Now consider a Lyapunov function as:

V0 =
1

2
e21 +

1

2
e22 + k2(− cos e3) (3.65)

V̇0 = e1ė1 + e2ė2 + k2e3 sin e3 (3.66)

Substituting ė1, ė2, ė3 in equation 3.66

V̇0 =e1(vr cos e3 − vm + ωme2) + e2(vr sin e3 − ωme1)

+ k2(ωr − ωm) sin e3 (3.67)

V̇0 =e1(vr cos e3 − vm + ωme2) + k2 sin e3(ωr − ωm +
vre2
k2

) (3.68)

To make sure that the value ofV0 is negative, vm, ωm can be defined as:

vm = vr cos e3 + k1e1 (3.69)

ωm = ωtracking = ωr +
vr
k2
e2 +

k3
k2

sin e3 (3.70)

Where k1, k2, k3 > 0.

3.4.4 Collision Avoidance Control

In any autonomous vehicle safe and stable operations is focus while ex-
ecuting a task. The stability of vehicle is addressed in the previous
sections. This section will discuss safety of the vehicle that is to avoid
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collision with any obstacle in the designated path. This will be achieved
by a collision avoidance controller, main tasks of this controller are to
detect the presence of an obstacle, activating collision avoidance, and
maneuvering the vehicle such that collision can be avoided. The colli-
sion must be avoided not only with obstacles but also with the body of
vessel. In this section control law for collision avoidance will be derived.
Before starting some assumptions will be made for collision avoidance.

• The obstacle is assumed to be stationary.

• Dimensions of obstacle are already known.

Second assumption is based on the fact that obstacle detection sensor
will only detect the obstacle and it will not be able to measure its dimen-
sions. Some necessary variables will be defined based on the geometric
relation from Fig. 20. These variables are defined as follows [41]

Fig. 20: Geometric relation between quadcopter and obstacle [41]

• Dt: Relative distance between quadcopter and obstacle.

||Dt|| =
√
(xo − yo)2 + (xm − ym)2 (3.71)

Where xo, yo are the position of obstacle.

• R is denoted as risk area, that is boundary around obstacle.

R = Rsafe +Rob (3.72)
Rsafe > Rmc (3.73)
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Where Rsafe is safety radius, Rmc is radius of quadcopter including
propellers, and Rob is known dimension of obstacle.

• Dactive is relative distance, at which the collision avoidance algo-
rithm is activated, meaning it is condition to activate the collision
avoidance control. Mathematically this condition can be expressed
as

||Dt|| ≤ Dactive (3.74)

• Collision: A collision occurs if relative distance between quad-
copter and obstacle satisfies the following expression

||Dt|| < R (3.75)

• Collision detection:From Fig. 21 angle between quadcopter and
edges of the risk area is denoted by β±, this angle can be expressed
as

β± = ± sin−1

(
R

||Dt||

)
(3.76)

Collision will occur if the orientation of vector vm in inside the
region made by angle β+ and β− that is called collision cone and
shown as NMP.

• Avoidance direction: Avoidance direction is heading that quad-
copter will make to avoid collision. This heading is the angle de-
noted by α between vm and Dt, and it is computed as

α = ψm − ψmo (3.77)

ψmo = tan−1

(
yo − ym
xo − xm

)
(3.78)

Avoidance direction is decided based on angle α. If (0 ≤ α < β+),
then orientation of vm will be inside region MNO in Fig. 20. The
suitable avoidance direction is left side of obstacle. Meaning the
quadcopter will turn left and α tracks β+. Similarly if (β− < α <
0), then orientation of vm will be inside region PMO in Fig. 20.
The suitable avoidance direction is right side of obstacle. Meaning
the quadcopter will turn right and α tracks β−.

• Completion of collision avoidance: The collision avoidance is
completed when vector vm is perpendicular to vector Dt, and this
will happen when the following expression is valid

cosα ≤ 0 (3.79)
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Based on the definitions and conditions described earlier it is obvious
that objective of collision avoidance controller is to make α track β±,
in other words converging the error (e = β± − α) to zero. In our case
one side of the trajectory is faced by body of vessel means quadcopter
will never turn to the right side to avoid obstacle or mathematically the
trajectory tracking controller will never make the angle α to track β−,
angle α to track β+. To converge this error to zero author [41] derived
control law that satisfies following expressions.

vm = vr cos e3 + k1e1

ωm = ωavoid =
vm sin e+ ke

||Dt|| cosβ±
(3.80)

During simulations I found problems in stability and performance of the
control law expressed in equation 3.80. There could be perfect gain tun-
ing problem or one reason that I observed is that when collision avoid-
ance is activated the author used same trajectory controller for vm that
is designed to force the quadcopter towards the desired path but head-
ing rate control law try to change the heading of quadcopter by chang-
ing yaw, hence both control laws struggle but causing instability and
very slow performance. This causes the quadcopter to end up into the
risk area causing collisions. Another reason can be our trajectory. Af-
ter analyzing results closely and doing some research about this paper
[41] I found another paper [43] of this author about collision avoidance
but without any trajectory controller, where the control law for both
vm and ωm is derived considering obstacle avoidance circumstances. As
discussed previously the basis purpose of heading rate controller is con-
verge angular tracking error e to 0. Derivative of e is written as

ė = β̇± − α̇ (3.81)

Where β̇± and α̇ computed in [43] are written as

β̇± =
±Rvm

||Dt||
√
||Dt||2 −R2

cosα (3.82)

α̇ = ωm +
1

||Dt||
vm sinα (3.83)

Using equations 3.82 and 3.83 ė can be obtained as

ė =
[

sin e
||Dt|| cosβ± −1

] [vm
ωm

]
(3.84)

Now considering Lyapunov function as

Vo =
1

2
e2 (3.85)
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derivative of this Lyapunov function will be

V̇o = ėe = e

(
sin e

||Dt|| cosβ±
vm − ωm

)
(3.86)

Negative value of V̇o is achieved by setting values of (vm, ωm) as per
expression 3.87

vm = k1||Dt|| cosβ±

ωm = ωavoid = k1 sin e+ ke
(3.87)

Where k1 > 0 is the first gain for normal trajectory controller and k > 0
is gain for avoidance controller.

To confirm that V̇o will have negative value, equation 3.86 is solved
by using values of (vm, ωm) as per expression 3.87 as

V̇o = e

(
sin e

||Dt|| cosβ±
(k1||Dt|| cosβ±)− (k1 sin e+ ke)

)
(3.88)

V̇o = e (k1 sin e− k1 sin e− ke) (3.89)

V̇o = e (−ke) (3.90)

V̇o = −ke2 (3.91)

From equation 3.91 it can be seen that for all the values of e the value
of V̇o will be negative if k is chosen such that k > 0.

Now when there is no collision risk with obstacle normal velocity
and heading rate controller as per equations 3.69 and 3.70 will work,
and when collision avoidance is activated then velocity and heading rate
will be computed as per equation 3.87.

3.5 Reference path

All reference parameter x, y position, height and heading are included
in path planning. This section will cover mathematical details about ref-
erence path. Reference path is generated by using cubic splines. Math-
ematically, splines are defined as piece-wise polynomial functions. The
piece-wise functions interpolate the given data point in such a way that
the curve generated passes through all these points and best fit these
points. And this is referred as spline interpolation. In case of trajec-
tory generation, a sequence of points is given to these functions, and it
generates a curve with a shape that closely related to given data points.
These data points are called waypoints.

Spline interpolation is different from simple polynomial interpola-
tion in a way that polynomial interpolation generate curve through all
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waypoint at once. In contrast spline interpolations generate approxi-
mated curve between approximate pairs of waypoint and then sum all
the approximations and generated a final curve, that is why spline are
known as piece-wise polynomial functions. Some know types of spline
interpolation are linear, quadratic, and cubic splines. Type of spline
is defined based on the degree of polynomial, first degree polynomials
make linear splines, second degree will make quadratic splines and
third degree will make cubic splines interpolation with different type
of splines is shown in Fig. 21.

Fig. 21: Different types of interpolation on data points [44]

In this study cubic splines are considered because of the property
that both first order and second order derivative of the polynomial at
any waypoint are continuous hence making a very smooth trajectory
[45]. General idea to generate a trajectory using cubic spline presented
in [46]is to have a piece-wise function through all waypoint of the form

S(x) =



s1(x) if x1 ≤ x < x2

s2(x) if x2 ≤ x < x3

.

.

.

sn−1(x) if xn−1 ≤ x < xn

(3.92)

Where si(x) is cubic polynomial for i = 1, 2, ..., n− 1 that is written as

si(x) = ai(x− xi)
3 + bi(x− xi)

2 + ci(x− xi) + di (3.93)

40



First and second order derivatives of si(x) are written as

s
′
i(x) = 3ai(x− xi)

2 + 2bi(x− xi)
3 + ci (3.94)

s
′′
i (x) = 6ai(x− xi) + 2bi (3.95)

As S(x) will fit all the way points, so the corresponding value at given
way-point can be written as

S(xi) = yi (3.96)
yi = si(xi) (3.97)

yi = ai(xi − xi)
3 + bi(xi − xi)

2 + ci(xi − xi) + di (3.98)
yi = di (3.99)

As curve is continuous on allover the interval, it can be assumed that
piece-wise function will join together at respective data points, as

si(xi) = si−1(xi) (3.100)

and

si(xi) = yi = di (3.101)

si−1(xi) = ai−1(xi − xi−1)
3 + bi−1(xi − xi−1)

2+

ci−1(xi − xi−1) + di−1 (3.102)

di = ai−1(xi − xi−1)
3 + bi−1(xi − xi−1)

2+

ci−1(xi − xi−1) + di−1 (3.103)

Let h = xi − xi−1, then equation 3.103 will be

di = ai−1h
3 + bi−1h

2 + ci−1h+ di−1 (3.104)

Similarly due to smoothness the derivative also be equal at these points

s
′
i(xi) = s

′
i−1(xi) (3.105)

using equation 3.94

s
′
i(xi) = ci (3.106)

s
′
i−1(xi) = 3ai−1(x− xi−1)

2 + 2bi−1(x− xi−1)
3 + ci−1 (3.107)

ci = 3ai−1(x− xi−1)
2 + 2bi−1(x− xi−1)

3 + ci−1 (3.108)

Again substitute h = xi − xi−1, then equation 3.108 will be written as

ci = 3ai−1h
2 + 2bi−1h

3 + ci−1 (3.109)
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From equation 3.95

s
′′
i (x) = 6ai(x− xi) + 2bi (3.110)

s
′′
i (xi) = 6ai(xi − xi) + 2bi

s
′′
i (xi) = 2bi (3.111)

Assuming continuous second derivative means s′′i (xi) = s
′′
i+1(xi). Now

equation 3.110 can be written as

s
′′
i (xi+1) = 6ai(xi+1 − xi) + 2bi (3.112)

s
′′
i+1(xi+1) = 6ai(xi+1 − xi) + 2bi (3.113)

h = xi+1 − xi

s
′′
i+1(xi+1) = 6aih+ 2bi (3.114)

2bi+1 = 6aih+ 2bi (3.115)

Coefficients of polynomial 3.93 can be determined easily by substituting
Mi = s

′′
i (xi)

s
′′
i (xi) = 2bi (3.116)
Mi = 2bi (3.117)

bi =
Mi

2
(3.118)

From equation 3.111 and substituting value of bi from equation 3.118 ai
can be written as

ai =
Mi+1 −Mi

6h
(3.119)

and ai can also be rewritten as

ci =
yi+1 − yi

h
− Mi+1 + 2Mi

6
h (3.120)

Now all the coefficients n− 1 polynomial 3.93 can be determined.
In our case as trajectory will be around the vessel, so the way points

are selected by approximating shape of vessel as shown in Fig. 22.
For splines the waypoints have to be in increasing order which means

there should be no repeating coordinate in a waypoint, but in Fig. 22
it can be seen that vertical line is made by these way-point causing
the value of x coordinates same across this vertical line. This problem
can be resolved by introducing an independent monotonically increas-
ing variable such as time that will be equal to the size of waypoints.
Means the waypoints will be separated into x and y points in always
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Fig. 22: Way-points for trajectory

Fig. 23: X way-points w.r.t time
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Fig. 24: Y way-points w.r.t time

increasing order with respect to a time variable. Fig. 23 shows the sep-
arated x-way points w.r.t time, and Fig. 24 shows the separated y-way
points w.r.t time.

Now two separate cubic splines are generated for all waypoints, one
by considering only x waypoints and second by considering only y way-
points. These spline are shown in Fig. 25 and Fig. 26.

Fig. 25: Spline for x way-points
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Fig. 26: Spline for y way-points

Plots shown in Fig. 25 and Fig. 26 are actually x and y coordinates
of generated splines. If these coordinates are plotted together they will
show the cubic spline fitting that fit and passes through all the way-
points, and it is shown in Fig. 27.

Fig. 27: Cubic spline passing through all way-points
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4 Design specifications

In this section we will discuss the design requirements of the proposed
multi-rotor. This will include the requirement for the development of
multi-rotor as well other products required for the safe and successful
operation.

4.1 Gimbal

Gimbal is a tool that allows rotation of object (that is fixed to a moving
base) at least on a single axis. And these axes are roll, pitch and yaw.
Gimbal act as a stabilizer for cameras as it can stabilize any motion of
the camera. Gimbals have various applications ranging from videogra-
phy to space navigation. But we will only focus on the video stabilizing.

A gimbal is made up of moving pivots along with a mount for the ob-
ject (such as Camera). It cancels out any unwanted movement and make
the object very stable. There are both mechanical (Counterweight) and
electronic gimbals, but we will only consider electronics gimbals as they
are light weight and can be controlled electronically. An electronic gim-
bal has brush-less motors along rotation axis of pivots and these mo-
tors cancel out any movement or disturbance by making slight adjust-
ments to stabilize the mounted object. In electronic gimbals there two
most known types of gimbals that are single axis, 2-axis and 3-axis gim-
bals. Difference is in terms of axis along which it can cancel the move-
ments. A 2-axis gimbal can only stabilize in two axes roll and pitch axis
whereas a 3-axis gimbal can stabilize in all three axes roll, pitch and
yaw axis.

Selection of the type of gimbal depends on the overall design of multi-
rotor and the need of stabilization. In the design of any multi-rotor
weight and power are the most important considerations and the weight,
power consumption and area reduce as the numbers of axis decrease in
a gimbal. As the task is to capture the draft readings on the vessel by
making a round trip around the vessel, and the most important area
to capture the stable and clear shot is the draft marking. During the
survey the camera will always need to be facing the body of the ship,
and slight disturbances in the yaw angle will not make the footage blur
or unreadable.

A good option for a 1-axis gimbal is quark stabilizer [47] and shown
in Fig. 28. It is a 140g in weight and compatible for all type of cameras.
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Fig. 28: 1-axis Gimbal [47]

4.2 Lights

As discussed in section 1.0.4 that reading draft in nighttime, shadows or
low light will be challenging. To overcome this issue light will be added
in the design specification of the multi-rotor. Selection of a specific light
will be made with considering less weight of light and lumens enough to
get a clear and readable view of draft markings. A lot of drone lighting
options are available that include single search light, flashlight, array
search light and other long range search light. For a night picture or
video 200-1000 lumens of light is recommenced [48]. And for our sce-
nario the distance between the vessel draft markings and multi-rotor
will be between 0.5m to 1m.

Based on the above mentioned limitations and requirements the con-
sidered light is (ULANZI L1 PRO LED CUBE) shown in Fig. 29. This
light is very small and compact in size, light weight, and provide enough
illumination for night photography. Specifications of light are shown in
Table 1.

This light will be mounted at the bottom side of the drone as the
draft reading need to be taken close to the surface of water.

Table 1: Specifications of Light [48]

Beam Angle 60 degree
Voltage, Current DC5V, ≥ 0.5A

Illumination up to 900 Lm at 0.5m, 300 Lm at 1.0m
Item Size 3.8 × 3.8 × 3.6cm

Item Weight 60g
Battery Time 80 minutes (maximum brightness)
Battery Type 3.7V, 1000mAh lithium-polymer
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Fig. 29: Light for drone [48]

4.3 Collision avoidance sensors

Collision avoidance sensors are used to detect any obstacle in the path of
flying or moving vehicle that can cause crash or damage upon collision
with the obstacle. There are several sensors available such as ultrasonic
ranging sensors, millimeter wavelength radars, laser ranging sensors or
infrared ranging sensors. These sensors provide the range between the
moving vehicle and the obstacle in the path to the collision avoidance
system and this system will then stop or change the path of the moving
vehicle. These sensors have their own advantages and drawbacks. Like
ultrasonic sensors need enough amount of perpendicular surface area
for reflection of the ultrasonic wave and they have low sampling rate
as compared to other sensors. On the other hand, infrared and laser
sensor might be unable to detect a bad reflecting color like black, but
they have fast sampling rate as compared to ultrasonic, but IR sensors
are vulnerable to sunlight. Similarly, millimeter wavelength radars are
very sensitive and sometimes give false detection as well as they are
susceptible to electrical interference.

For our application sensor should be mounted on the sides or on the
top of multi-rotor to cover the surrounding area. To achieve complete
safety 360-degree coverage is required. Based on the above-mentioned
reasons the options found is TeraRanger Evo 3m Time of flight LIDAR
by TERABEE [49]. This sensor is compatible with controllers like Ar-
duino, Raspberry Pi, Pixhawk and compatible with ROS. Terabee pro-
vide several options such as to use single sensors separately or to create
an array of 4 or 8 sensors using a TeraRanger Hub Evo (with UART
board) [50] that provides USB/UART communication. Both sensor and
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hub are shown in Fig. 30. Technical specifications of both sensor and
hub are listed in Table 2 and Table 3 respectively.

Fig. 30: TeraRanger Hub Evo and array of TeraRanger Evo 3m sensors
[49]

Table 2: Specifications of TeraRanger Evo 3m [49]

Range 0.1m up to 3m
Accuracy ±2cm

Supply voltage 5V DC
Supply current 70mA - 250mA
Field of View Approx. 2°

Weight 12 g

Table 3: Specifications of TeraRanger Hub EVO with UART board [50]

Supply voltage 12V DC
Supply current 25mA

Interfaces USB 2.0, UART
Supply current 70mA - 250mA

Connectors Micro USB, 4pin/6pin Hirose DF13
Weight 20 g

4.4 Height sensor

We need one sensor to maintain certain height while flying, that should
be mounted at the bottom of multi-rotor. For this purpose, ultrasonic
sensor is a good option because the operation of multi-rotor is mostly
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over the sea water and IR and laser light can get absorbed in the sea
water resulting bad reflection. Although a lot of ultrasonic range sen-
sors are available but for our application we have selected EZ4 sensor
by Maxbotix [51] as shown in Fig. 31, that is small and have very nar-
row beam width. Specifications of this sensor are mentioned in Table 4.

Fig. 31: Ultrasonic Rangefinder[51]

Table 4: Specifications of MB1040 LV-MaxSonar-EZ4 [51]

Resolution 1 inch or 0.0254m
Voltage, Current DC 2.5-5.5V, 2.0mA
Maximum Range 6.45m

Sampling rate 20Hz
Outputs Analog Voltage, RS232 Serial, Pulse Width
Weight 4.3g

4.5 Camera

Purpose of camera is to record a clear and readable video of complete
survey so that the draft marking is than clearly be noted from the
recorded video. Although a verity of high-quality camera are available
in the market with advanced functionality like slow motion recording,
high resolution, high frame rate, video stabilization, motion detection
and color enhancing. For our application the main constraint is weight
and size of the camera, but at the same time a good resolution and frame
rate is considered to capture a good quality video as our goal is to read
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the draft markings, so, considering a very high-quality overpriced cam-
era would be waste of money. Based on these points we have opted
for light weight camera by Hawkeye that have several camera products
specially for FPV drones. From list of their products our requirements
can be full-filled by Hawkeye Firefly Micro 2 camera [52] as shown
in Fig. 32. It comes with a pre installed battery in it and this will re-
move the need of separate power for camera, and a memory card slot
that will save the video. Specifications of this camera are listed in Table
5.

Fig. 32: Hawkeye Firefly Micro 2 camera[52]

Table 5: Specifications of Hawkeye Firefly Micro 2 camera [52]

Resolutions 2.5K 30FPS/1080P 60/30FPS/720P 60FPS
Voltage, Current DC5V, 400mA

SD card supported 8-64Gb
Battery 600mAH
Weight 31 gram

Working time About 60 minutes
Angle Diagonal 160 degrees

4.6 Multi-rotor frame

Apart from the specifications mentioned above a multi-rotor itself is
composed of different fundamental components that are required in
manufacturing of any multi-rotor such as propellers, motors, frame,
flight controller, power managements boards, communications, and bat-
teries. In this section we will discuss all these components. With the
advancements in drone technology and their use in either performing
dedicated tasks for any organization or for personal use, many ven-
dors now a days are manufacturing ready to fly kits that come with
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all the necessary components and can be assembled easily. The size of
the frame and number of rotors depend on the weightlifting require-
ment. A quadcopter consist of four rotor is enough in our case as we
have limited the weight of the components that will be attached to the
frame, by selecting light weigh components. Although a hexacopter can
be selected that will have more lifting capacity but at the same time the
battery requirement to keep it flying and the size of heaxacopter will
put challenges like operating for a long period of time or flying in an
area with compact space.

Holybro is one of these vendors that are manufacturing these drone
kits. There new release X500 V2 Kit [53] that comes with some pre-
installed components. All components of this kits are explained as fol-
lows:

4.6.1 Frame

The X500 V2 Frame is light weight as it is made with carbon fiber mak-
ing it robust. The carbon fiber arms have fiber reinforced nylon con-
nectors that make it very easy to connect motors. It has two platform
board to attach flight controller and other peripherals and the spac-
ing between these two platform boards is enough to fit devices. Also,
the frame comes with 2 battery mounting straps. This frame has some
pre-installed components that makes it very convenient in assembling
and a ready to fly drone. Along with these pre-installed components
this frame weighs 610 grams. The frame is shown in Fig. 33. All pre-
installed components are explained below:

Fig. 33: Holybro X500 V2 Frame [53]
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4.6.1.1 Motors

There are 4 Holybro 2216 KV920 Motors included in this kit and this
motor is shown in Fig. 34. It comes with pre-soldered ready to plug
connectors. This is motor has high thrust to weight ratio. Specification
of this motor for propellers T1045 at 30%, 50% and 100% throttle are
listed in Table 6.

Fig. 34: Holybro 2216 KV920 motor [53]

Table 6: Specification of Holybro 2216 KV920 motor [54]

Throttle Voltage Current Thrust Torque Motor Power Motor
% V A g N.m speed W efficiency

RPM %
30 16.1 1.46 214.74 0.03 4269 23.47 0.63
50 16.08 3.82 470.2 0.07 6252 61.51 0.71

100 15.92 17.42 1367.04 0.19 10703 277.32 0.75

4.6.1.2 ESC-Electronic speed controller

This kit comes with four BLHeli S ESC 20A [55] ESC’s that are installed
in the carbon fiber arms of the drone frame. ESC is shown in Fig. 35. It
has long wires to connect to motor and control boards, and pre-soldered
connectors to make a connection with the power from battery. Specifi-
cations of this ESC are mention in Table 7.

4.6.1.3 Propellers

Six pieces of 1045 Propellers comes with this kit. They have wide and
thin blades that makes them flexible, and they will not break easily
in crashes. These have greater aerodynamic efficiency and good lifting
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Table 7: Specifications of BLHeli S ESC 20A [55]

Constant current 20A
Burst Current 30A for 10 Sec

Battery 2-4S Lipo
Weight 6 gram

BEC(Batterly eliminator circuit) No

Fig. 35: BLHeli S ESC 20A [55]

capacity. These propellers are shown in Fig. 36 and their specification
are mentioned in Table 8.

Fig. 36: 1045 Propellers[56]

4.6.1.4 Power distribution board

Power Distribution Board make it easy and convenient to supply power
to all devices such as motors by just plugging in the connector. Drone
kit comes with Power Distribution Board PDB01 with pre soldered con-
nectors. This will avoid making mess in the wiring as all connections
will be made with this board that can easily be removed anytime, and it
helps in tracing the fault in case of failure. This board is shown in Fig.
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Table 8: Specifications of 1045 Propellers [57]

Diameter 10 inches (25.4 cm)
Slope 4.5 inches (11.43 cm)

Shaft Diameter 6 mm
Weight 14 gram

37.

Fig. 37: Holybro power distribution board PDB01 [58]

4.7 Flight controller

A flight controller is combination of an electronic circuit board and a
software, and it act as CPU (Central procession unit) for drone or any
autonomous vehicle. Flight controller’s tasks include communication,
monitoring and controlling all parameters of a drone that include posi-
tion, orientation, stability, safety, and power management. It performs
these tasks using the data from different sensors such as height, speed,
orientation and position. Most common sensors are height sensor, In-
ertial Measurement Unit (IMU), Global Positioning System (GPS) Sen-
sors and distance sensor. All the data generated by these sensors is
processed (noise filtration, fusion and estimation) by flight controller
and then it is controlled by a control algorithm to perform a designated
task.

There are many different options available for flight controllers. They
range from very basic and cheap to very advanced and expensive. In this
study Pixhawk 5X [59] flight controller is considered as it easily com-
patible with X500 V2 kit and it is an open source autopilot flight control
software that can easily be calibrated and programmed with different
hardware configurations. Pixhawk 5X is the latest flight controller in
Pixhawk family. It comes with new updates that include redundancy,
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isolated sensor, smart battery monitoring ports, independent power con-
trol, vibration isolation of IMUs, better stabilization, high speed perfor-
mance and reliability. This flight controller is shown in Fig. 38. General
specifications of Pixhawk 5x are mentioned in Table 9.

Fig. 38: Pixhawk 5X flight controller board [59]

4.8 Global positioning system (GPS) sensor

GPS sensor is a receiver with antenna that determine its location using
navigation system that is based on satellites. In this study Holybro
M8N GPS [60] sensor is considered. This sensor is coming along with
flight controller Pixhawk 5x kit and it has ports for connection with the
control board and 26cm cable and it weighs 32 grams. It is shown in
Fig. 39.

4.9 Battery

Battery is essential component of a quadcopter as it is responsible for
providing continuous power throughout the flight operation. The man-
ufacturer of Holybro X500 V2 Kit has recommended to use a 4S 2000-
5000mAh Lipo battery [53]. In this study 4s 5000mAh - 30C - Spectrum
LiPo [61] battery is considered. It is shown in Fig. 40 and specifications
are mentioned in Table 10.

4.10 Power Module

To assure safe and continuous operation of all the components in the
drone a constant and stable power is necessary. This is achieved by
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Table 9: Specifications of Pixhawk 5X flight controller [59]

FMU Processor STM32F765 32 Bit Arm® Cortex®-M7
2MB Flash memory, 512KB RAM

IO Processor 32 Bit Arm® Cortex®-M3
24MHz, 8KB SRAM

Voltage ratings Max input voltage: 6V
USB Power Input: 4.75 5.25V
Servo Rail Input: 0 36V

Sensors 3 Accel/Gyro
1 Magnetometer
2 Barometer

Weight Flight Controller Module: 23g
Standard Baseboard: 51g

Ports 4 general purpose serial ports
2 GPS ports,2 Power input ports
1 I2C port, 1 Ethernet port
1 SPI bus, 2 CAN Buses

Fig. 39: Holybro M8N GPS sensor [59]

Fig. 40: 4s 5000mAh - 30C - Spectrum LiPo battery [61]
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Table 10: Specifications of LiPo battery [61]

Capacity 5000mAh
Number of cells 4

Voltage 14.8V
C-Rating 30C
Weight 540g

using a power module that act a voltage regulator as well as this al-
lows continuous battery voltage level measurement for flight controller.
PM02D power module [62] is selected option as it is compatible with
Pixhawk 5x and voltage and current specifications meet the needed re-
quirements. It also can perform without calibration with the flight con-
troller by using default setting. Power module is shown in Fig. 41 and
specifications are listed in Table 11.

Fig. 41: PM02D Power Module [62]

Table 11: Specifications of PM02D Power Module [62]

Max input voltage 36V
Rated current 60A
Max current 120A

Supported battery Up to 6S
Weight 20g

4.11 RC radio transmitter and receiver

Remote controlled radio transmitter along with a receiver that is mounted
on the quadcopter and connected to the flight controller will allow man-
ual control. This allows the deployment of drone at any location man-
ually also in case of any failure of any specific requirement an operator
can manually control the drone. Different range of varieties are avail-
able for both transmitters and receivers, the most convenient and af-
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fordable radio transmitter having 2km of range and a display option for
settings is TX12 Radio Controller [63] and receiver from the same ven-
dor with same range and compatibility with both the transmitter and
Pixhawk 5x is R81 Receiver [64], both are shown in Fig. 42 and Fig. 43.

Fig. 42: TX12 Radio transmitter/controller [63]

Fig. 43: R81 radio receiver [64]

4.12 Floating for quadcopter

Any aerial vehicle flying over water is always subjected to risk of sink-
ing into the water. Specially in case of an autonomous drone the risk is
more high. As in case of any system failure or power outage the drone
will fell and end up sinking into the water. This will result in huge loss
even if the drone is somehow recovered from the water because all the
electrical and additional components attached to the drone will be dam-
aged. Now a days different vendors are equipping their drones with a
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floating device [65] that can detect a failure and float immediately to
provide bouncy, and some vendors are attaching pool noodle or styro-
foam balls to the leg of drones to make it float on water [66]. These two
concepts are shown in Fig. 44 and Fig. 45.

Fig. 44: Emergency floating device [65]

Fig. 45: Floating landing gear [66]

These available floating devices are for smaller drones, but our drone
is bigger than that. As the solution is simple to attach a lightweight ma-
terial that will provide buoyancy to the drone, so the idea is to attach
two long rectangular styrofoam on both landing gears of the air frame
of quadcopter. Stryfoam is very lightweight and also it does not require
any kind of electronics to detect a failure but it will work all the time.
Dimensions of these rectangular styrofoams will depend on the stabil-
ity of quadcopter on water surface, and it can be determined easily by
testing.
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5 Main result

In this section the model of proposed algorithms for control, trajectory
tracking, and collision avoidance are presented. All the models are im-
plemented on MATLAB/Simulink using equations of the proposed algo-
rithms. General block diagrams of collision avoidance algorithm and
control structure are presented in Fig. 46 and Fig. 47 respectively.
In Fig. 46 parallelogram block is indicating data inputs and diamond
blocks are conditions to select in between normal or collision avoidance
controller, rectangular blocks are control laws for both controllers that
will be selected based on conditions. If distance between quadcopter and
obstacle is less than or equal to activation distance then avoidance con-
troller will be activated and it will keep check on the condition of com-
pletion of avoidance. When the condition is satisfied that is (cosα ≤ 0)
the avoidance controller will stop and normal trajectory tracking con-
troller will start again.

Fig. 46: General block diagram of collision avoidance algorithm

Fig. 47: General block diagram of control structure

61



F
ig

.4
8:

C
om

pl
et

e
si

m
ul

in
k

m
od

el

62



5.1 Simulink Model

General block diagram represented in previous sections is implemented
on Simulink as shown in Fig. 48 using equations described in section
4. All these equations are implemented using MATLAB functions, sub-
systems, and available blocks in the library. Overall model is divided
into different sub blocks based on hierarchy, data flow and dependency
of different variables. All blocks of this models are separately explained
below.

5.2 Desired trajectory block

Reference position [xr, yr, zr] and yaw angle ψrthat quadcopter needs
to follow are provided by this section. Block is shown in Fig. 49. An
already computed trajectory by using blocks from library called (from
workspace) is loaded in it, both X and Y coordinates of computed flight
path are imported in the simulation and passed as output. Height and
yaw are set as a constant for complete flight path using a constant block
from library. Sampling time of all sub blocks in it is set to -1 (inherited
sample time), that sample time is automatically generated by the sim-
ulator by checking other blocks in the model. Reason to use this time is
to make sure that next reference point of the trajectory is loaded in the
simulation exactly when it is required.

Fig. 49: Desired trajectory simulink block

5.3 Trajectory tracking and collision avoidance controller
block

Reference position and yaw along with current position and yaw are in-
put for this block. It will work in between to states, trajectory tracking
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and collision avoidance. State is dependent on condition of activating
the avoidance algorithm. When there is no risk of collision normal tra-
jectory tracking controller will compute heading angular rate ωm and
velocity vm but when obstacle is detected and there is a risk of collision
then collision avoidance controller will be activated and now it computes
both vm and ωm to maneuver quadcopter away from obstacle. Once ob-
stacle avoidance is achieved the state of system will be change back to
normal trajectory tracking controller. These switching between states
is implemented inside the Matlab function using if and else conditions.
Equations of trajectory tracking algorithm from section 4.4.3 and equa-
tions for collision avoidance control algorithm from section 4.4.4 are im-
plemented in it. Using these equation it will generate velocity vector vm
that has both X and Y components vmx = vm cosψm and vmy = vm sinψm)
and heading angular rate ωm depending on its working state. Actual po-
sition [x, y, z] and yaw angle ψ and reference [xr, yr, zr] and yaw angle ψr
generated by previous block are fed as input in it. This block is shown
in Fig. 50.

Fig. 50: Trajectory tracking and collision avoidance controller simulink
block

5.4 Position rate control block

Velocity vector’s x and y components and actual x and y position deriva-
tives (velocities) of quadcopter are fed as input to this block and a Simulink
built-in PID block is used to generate a controlled outputs. Position rate
control block is shown in Fig. 51 and inside of this block is shown in Fig.
52.

Two separate PID blocks are used for x and y position, gains for both
PID controllers are set to same values. Error difference between refer-
ence and actual velocities is calculated by summation block and then
fed into the PID controller blocks. Controller will uses the proportional,
integral and derivative gains to generate stable and controller output
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signals (ux, uy). PID blocks are easy to use and just need to set P, I
and D gains. PID block implements a PID controller in it and gener-
ate a gained sum of input signal, integral of the input and derivative of
the input signal. Input is gained by the set proportional, integral, and
derivative gains in the properties of PID block.

Fig. 51: Position rate controller Simulink block

Fig. 52: Inside of position rate controller block

5.5 Conversion block

As previously described in section 4.4.1 that a desired position is indi-
rectly controlled by providing a reference roll and pitch angles based on
the output from position control block. Quadcopter will make changes
in roll and pitch angles according to this conversion from position con-
trol signal (ux, uy) to reference angles ϕr, θr and will move towards the
goal position. This conversion from PID position rate control output to
angles is done in this bock that is shown in Fig. 53.

5.6 Yaw rate control block

Heading angular rate ωm generated from trajectory tracking and col-
lision avoidance controller block, and actual yaw angular rate (ψ̇m)via
feedback from quadcopter model are input for this block. Error between
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Fig. 53: Position control to desired angels converter Simulink block

these two angular rates is computed using summation block which then
fed into the PID block. Using P, I and D gains it will generate a con-
trolled and stable torque along z-axis (τz, τψ). As all torques are respon-
sible for controlling the attitude of quadcopters mean technically this
controller can also be placed inside the attitude controller block. But
here it is used separately as it generates the controlled torque along z-
axis and it has dependency on trajectory tacking and avoidance control
so the gains for PID inside of it are different, also it works in the same
loop in which position rate control block works. Desired heading angu-
lar rate and actual heading angular rate is fed into this block that is
shown in Fig. 54 and inside this block error difference between these
inputs is computed and fed into the PID block that generates the con-
trolled torque as shown in Fig. 55.

Fig. 54: Yaw rate controller Simulink block

5.7 Attitude control block

Quadcopter must follow the reference angles generated from the con-
version block, and a controller is needed to converge the error between
desired and actual roll and pitch angles. These Reference roll angles
from the conversion block are fed as input to the attitude control block
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Fig. 55: Inside of yaw rate controller block

and this block generates controlled torques along x and y axis as shown
in Fig. 56. It computes error between reference and actual inputs and
then fed these errors to PID blocks that generate the output. It is the
inner most control loop and time constants are set by keeping in mind
that it should be at least five time faster than the position control blocks.
As seen in Fig. 57 the torque for yaw generated from yaw rate control
block is mixed with the outputs of attitude control block using a multi-
plexer and vector of torques named τ = [τx, τy, τz] is sent to output port.

Fig. 56: Attitude controller Simulink block

Fig. 57: Inside of attitude controller block
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5.8 Altitude control block

Although it has PID controller in its other block, but it is implemented
differently by cascading two PID blocks. Reason for doing this is that al-
titude controller is a first order system and adding differential gain for
damping purpose will not have enough effect on the output, instead us-
ing two cascaded PID a stable and more robust output can be achieved.
Altitude control block and the inside implementation of two cascaded
PID blocks are shown in Fig. 58 and Fig. 59 respectively. Error between
required zr and actual height z is fed into first PID which will generate
controlled acceleration in height ż. Generated acceleration is reference
as input to the second PID, error between reference and actual acceler-
ation is input and it will generate a stable and smooth output. Later
this signal is used to calculate thrust by simple mathematical operation
such as multiplication with mass of quadcopter and compensating the
gravitational force by adding value of gravity g = 9.81m/s2 to the output
from second PID as per equation 3.28. Only proportional gain is used
and gain of secondary PID is set five times as of primary controller. This
will remove overshoot in the thrust when quadcopter will tilt to move in
x or y direction.

Fig. 58: Altitude controller Simulink block

Fig. 59: Inside of altitude controller block

5.9 Quadcopter plant model block

Equations derived in section 4.1 and 4.2 are implemented in this block
using MATLAB function block. Inputs are thrust force and torques gen-
erated from controllers and it outputs the positions, velocities, Euler
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angles and angular rates that are used as feedback in rest of the simula-
tion model. All system model parameters such as mass, inertia matrix,
rotation matrix is also defined in this function block. Block is shown in
Fig. 60. Inside this block integrator blocks are used that converts the
derivative variable such as ẋ to x. It is done according to the need of
any state in the simulation.

Fig. 60: Quadcopter dynamics Simulink block

It is required to set initial state of integrator block as a starting
point for numerical solver otherwise it will give error in the start of
simulation. Inside of this block is shown in Fig. 61

Fig. 61: Inside of Quadcopter dynamics block

69



6 Simulation/Experimental results

In this section the results of simulation done by using the Simulink
model explained in previous section are presented. Results are cate-
gorized into different subsections based on presence of obstacle in the
path, location of obstacle and single or multiple obstacles. Before pre-
senting the results simulation parameters used by simulator needed
to be discussed. Simulink solver is set to fixed-point solver because it
provides a constant sample time that will fetch coordinates of desired
trajectory consistently on a constant interval time steps without skip-
ping any of the data. Shape and size of the ship are not exactly as per
dimensions of a large vessel for bulk cargo instead they are scaled down
to make simulation fast and to analyze graphical results of the system.
General quadcopter system parameter for simulation is listed in Table
12.

Table 12: Quadcopter general system parameter for all simulations

Symbol Description Value and Unit
m Total mass of quadcopter 1.7kg

g Gravitational acceleration 9.81m/s2

Ixx Moment of inertia along x-axis 0.1kg.m2

Iyy Moment of inertia along y-axis 0.1kg.m2

Izz Moment of inertia along z-axis 0.2kg.m2

T Simulation time 200s

Tstep Step size 0.01s

S Start position (4, 0, 0)

Simulation 1: Trajectory tracking only

This simulation is performed without considering any obstacle in the
flight path, to check the working of trajectory tracking controller alone.
Parameters for this simulation are listed in Table 13. Performance and
results are presented below.

Overall trajectory tracking performance is illustrated in Fig. 62. It
can be seen that quadcopter is able to follow the desired trajectory that
is indicated by green line and the actual path adapted by quadcopter
is indicated by doted blue line. There are slight deviation from desired
trajectory at the curved paths like in Fig. 62 at the top of vessel there
is some deviation and also some deviation at the curvatures in the sides
of bottom of vessels.

Fig. 63 presents position errors in all x, y and z directions. It can be
clearly seen that in the start when quadcopter moved from its stating
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Table 13: Parameters for simulation 1

Symbol Description Value and
Unit

vr Reference velocity 1m/s

ωr Reference angular rate 0rad/s

k1, k2, k3 Trajectory tracking controller gains (5, 1.8, 2)

(P, I,D)Position Position rate controller gains (2, 0, 0.8)

(P, I,D)Y aw Yaw rate controller gains (20, 0, 0)

(P, I,D)Attitude Attitude controller gains (10, 0, 5)

(P, I,D)Attitude Altitude cascaded controller gains (1, 0, 0), (5, 0, 0)

Fig. 62: Performance of working path across vessel

point the error is maximum in x, y and z axis, but it approached to 0 in
a very short time and later on some fluctuations in the error that are
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approximately 0.5m. These variations can be removed by fine tuning
and increasing gains, but it induces some oscillations at curvatures or
starting point and while testing this simulation it has been observed
that high gain oscillation was causing problems for collision avoidance,
that is why these gains were set.

Fig. 63: Position errors

Heading angular rates from both the trajectory controller and quad-
copter model are shown in Fig. 64, and it is visible that desired angular
rate is achieved that was set to 0. Zoomed view of heading angular rate
in Fig. 65 that shows convergence of from a large value to desired value
in a very short amount of time at the beginning of simulation.

Simulation 2: Collision avoidance with 1 obstacle

This simulation is performed with considering one obstacle in the flight
path, to check the working of both trajectory tracking controller and col-
lision avoidance controller at the same time. Parameters for this sim-
ulation are listed in Table 14. Performance and results are presented
below.
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Fig. 64: Heading angular rate

Fig. 65: Zoomed view heading angular rate

Performance of working path in the presence of obstacle is shown in
Fig. 66. It is visible in this result that quadcopter safely and success-
fully avoided the obstacle.

Position errors for this simulation are shown in Fig. 67. Maximum
error occurs when the collision avoidance is activated as it can be seen
in Fig. 67 that two vertical line shows the time span in which collision
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Table 14: Parameters for simulation 2

Symbol Description Value and
Unit

vr Reference velocity 1m/s

ωr Reference angular rate 0rad/s

k1, k2, k3 Trajectory tracking controller gains (1.8, 1.8, 2)

k Collision avoidance controller gain 10

(P, I,D)Position Position rate controller gains (2, 0, 0.8)

(P, I,D)Y aw Yaw rate controller gains (20, 0, 0)

(P, I,D)Attitude Attitude controller gains (10, 0, 5)

(P, I,D)Attitude Altitude cascaded controller gains (1, 0, 0), (5, 0, 0)

O Obstacle positions (3.98, 59.48)

Dactive Distance of activating the collision 4.5m
avoidance algorithm

R Safety radius 1.43m

Fig. 66: Performance of working path across vessel
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avoidance controller worked. Error is increased due to that reason that
quadcopter is maneuvered away from obstacle, hence causing deviation
from desired trajectory. Zoomed and detailed view of position error dur-
ing the working of avoidance controller is shown in Fig. 68.

Fig. 67: Position errors

Fig. 68: Position errors zoomed view

Fig. 69 represents the two angles α and β. These angles are com-
puted by collision avoidance controller, and they have contribution in
the equations of this algorithm. In Fig. 70 that is close and zoomed
view of this tracking, it can be clearly seen that when collision avoid-
ance (this point is indicated as start time of avoidance in Fig. 70) is
activated, the angle α start to track angle β using the control law. At
the point when collision avoidance is achieved successfully and distance
between obstacle and quadcopter is more than the limit and there is
no risk of collision anymore (this point is indicated as ending time of
avoidance in Fig. 70) the collision avoidance controller deactivated and
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normal controller will start. From that point on-wards angle α stopped
tracking angle β. The sudden shift of angle α from positive to negative
value visible in Fig. 69 is because on the left side of vessel quadcopter is
flying along increasing y direction and when quadcopter turned right at
the top of top front of vessel it starts to move in decreasing y direction
causing the heading angle in downward direction that result in negative
α.

Fig. 69: Angle α tracking angle β

Fig. 70: Zoomed view of angle α tracking angle β

Angular tracking error for collision avoidance control that is (e =
α − β) is shown in Fig. 71. It is visible in this figure that error was
greater than zero prior to the start of avoidance, but when avoidance
controller activated it converged that error to zero until the avoidance
is completed and ended, indicating that angle α successfully tracked
angle β. Convergence of error to zero is clearly shown in the zoomed
view in Fig. 72. In Fig. 71 the flip in error is from negative to positive
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value and reason is same as explained for angular tracking, but sign
is different because the error is computed by subtracting angle α from
angle β. Therefore, negative value of α subtracted from positive value
of β changed the error in positive value when quadcopter moved from
left to right side of vessel.

Fig. 71: Angular tracking error

Fig. 72: Zoomed view of Angular tracking error

Relative distance between quadcopter and obstacle in comparison
to safety radius and activation distance for collision avoidance for com-
plete simulation is shown in Fig. 73, and detailed view of distance dur-
ing the working of avoidance controller is shown in Fig. 74. It can
be seen in Fig. 74 that in between the time span of starting and end-
ing of avoidance the distance Dt approached close to safety radius R,
but it never became less than R, indicating that controller successfully
avoided obstacle.

Controller generated heading rate ωm and actual heading rate ψ̇m
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Fig. 73: Distance Dt for complete simulation

Fig. 74: Zoomed view of distance Dt

from Fig. 75 are almost equal to each other before avoidance is ac-
tivated. Once avoidance is started ωm showed a lot of variation as
shown in zoomed view in Fig. 76 indicating that the avoidance con-
troller is changing the heading of quadcopter to avoid obstacle. Even
with large deviations in ωm the actual heading angular rate of quad-
copter ψ̇m didn’t showed much deviations from the desired value 0, be-
cause of the separate heading rate PID controller, only a small amount
of change at the start of avoidance control activation indicating that
quadcopter changed the heading to avoid obstacle.

Simulation 3: Collision avoidance with multiple obstacles
on both sides of vessel

This simulation is performed with considering three obstacles in the
flight path, one on the right side of vessel and two on the left side of ves-
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Fig. 75: Heading angular rate for complete simulation

Fig. 76: Zoomed view of Heading angular rate

sel at different locations to check the working of both trajectory track-
ing controller and collision avoidance controller in presence of multiple
obstacles. Parameters for this simulation are listed in Table 15. Perfor-
mance and results are presented below.

Complete working path of quadcopter in presence of three obstacles
is shown in Fig. 77. It can be seen that quadcopter has successfully
achieved obstacle avoidance for all three obstacles.

In Fig. 78 position error in z, y and z directions for complete sim-
ulation are shown, it can be seen in this figure that position error in y
direction was 10m at the beginning and it dropped close to 0 immedi-
ately at the start of simulation. A zoomed and detailed representation
of position errors is shown in Fig. 79 that is zoomed in to skip start-
ing spike. It can be seen in Fig. 79 that after the maximum error in
position occurred during the time spans in which collision avoidance is
activated, these time spans are indicated by vertical dotted line in Fig.
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Table 15: Parameters for simulation 3

Symbol Description Value and
Unit

vr Reference velocity 1m/s

ωr Reference angular rate 0rad/s

k1, k2, k3 Trajectory tracking controller gains (1.8, 1.8, 2)

k Collision avoidance controller gain 10

(P, I,D)Position Position rate controller gains (2, 0, 0.8)

(P, I,D)Y aw Yaw rate controller gains (20, 0, 0)

(P, I,D)Attitude Attitude controller gains (10, 0, 5)

(P, I,D)Attitude Altitude cascaded controller gains (1, 0, 0), (5, 0, 0)

O1 Obstacle 1 positions (4, 20)

O2 Obstacle 2 positions (3.98, 59.48)

O3 Obstacle 3 positions (21.14, 51.01)

Dactive Distance of activating the collision 4.5m
avoidance algorithm

R Safety radius 1.43m

Fig. 77: Performance of working path across vessel
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78, indicating that position of quadcopter is diverted away from desired
trajectory and this caused error in positions. Position errors begin to
rise when avoidance starts and start to approach zero when avoidance
controller stops.

Fig. 78: Position errors

Fig. 79: Position errors zoomed view

Whenever avoidance controller is activated it makes the angle α to
track angle β, this angular tracking is shown in Fig. 80. As there are
three obstacles in this simulation therefore angle α tracked angle β, a
zoomed view with more details is shown in Fig. 81. Large flip in the
angle α from positive to negative that is visible in Fig. 80 is skipped by
zooming the result as shown in Fig. 81, also large spikes in α are also
cropped in Fig. 81 to have a detailed view. This flip in α is caused due
to the reason that we are only tracking β+ because of the reason that
on β− side there is body of vessel, and on the right side of vessel the
quadcopter moves downward or negative y-direction resulting angle α in
negative. But as said earlier that tracking will be for β+ that is why this
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sudden flip occurred at the start of avoidance for third obstacle and it
again tuned to its original negative value after the ending of avoidance
for third obstacle. For first two obstacle α is also tracking β.

Fig. 80: Angle α tracking angle β

Fig. 81: Zoomed view of angle α tracking angle β

As discussed in last paragraph about angle α tracking β, this is done
by avoidance controller that achieve this goal by converging the angular
tracking error (e = β − α) to 0. This convergence of angular tracking
error to 0 for complete simulation is shown in Fig. 82. A zoomed view
ignoring large spikes due to the same reason explained in previous para-
graph is shown in Fig. 82. As in Fig. 82 flip in error in from negative
to positive but in angle α in Fig. 80 flip is from positive to negative,
this is due to the formula for error that is (e = β − α) which make error
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positive when negative α is subtracted from positive β. In Fig. 83 it can
be seen that error dropped to 0 immediately when avoidance started for
all three obstacles.

Fig. 82: Angular tracking error

Fig. 83: Zoomed view of Angular tracking error

Main goal of avoidance controller is to make sure that relative dis-
tance Dt between quadcopter and obstacle should never became less
than safety radius R, this is demonstrated in Fig. 84 for complete sim-
ulation and a zoomed view is shown in Fig. 85. It can be seen in Fig.
85 that whenever distance Dt approached activation distance Dactive the
collision avoidance started that is indicated by the vertical dotted lines
as start and ending of obstacle avoidance for each obstacle. After start-
ing of avoidance Dt approached R but never dropped below R for all
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three obstacles indicating that avoidance is achieved.

Fig. 84: Distance Dt for complete simulation

Fig. 85: Zoomed view of distance Dt

Changes in the heading angular rate that avoidance controller in-
duced during avoidance are shown in Fig. 86. This heading angular
rate is responsible for generating the torque required to change head-
ing of quadcopter by changing its yaw angle. Zoomed view of heading
angular rate is shown in Fig. 87. It shows a large spike at the start
of collision avoidance for all three obstacles, this spike is because of
the reason that with normal trajectory tracking controller working it is
converging heading angular rate to desired value that is set to 0, but
when avoidance activated the avoidance controller immediately start to
change the heading rate but then PID for heading angular rate control
try to settle it down to normal values. But variations in the heading
angular rate can be seen in the time difference between start and end of
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Fig. 86: Heading angular rate for complete simulation

Fig. 87: Zoomed view of heading angular rate

activation, to continuously turn the quadcopter to make sure Dt never
become less than safety radius R and also the quadcopter make a turn
around the safety radius to approach desired trajectory when avoidance
controller will stop again.
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7 Discussion

Many challenges and problems were faced during the work on this the-
sis. At the beginning stages it was difficult to found enough literature
available on the internet about draft surveys. Literature was mostly
about calculation and marine industry related. Also, no previous work
was found about application of drones in autonomous draft surveys. But
this was covered by available literature about autonomous inspections
with drones in different needs.

Moreover, full filling the design specification was also challenging
because cost of the product needs to be as minimum as possible, but
this should not degrade the performance and reliability to the product.
Sensors for collision avoidance opted are Lidar based, limiting the col-
lision avoidance to obstacle detection only whereas shape and size are
required make collision avoidance more efficient, therefor the dimen-
sions of obstacle are already known in this work. Dimension of vessel
were not exactly same as of a true vessel but are scaled down for eas-
iness in the implementation, hence trajectory planned is also a scaled
version. One other factor was weight of the whole drone should be as low
as possible so that a reasonable flight time can be achieved. And this led
to looking for components such gimbal and camera with small weights.
It may cause problems in the quality of video captured by camera or
instability in the video as single axis light weight and low-cost gimbal
is considered. Actual hardware was not tested due to short amount
of time, implementing this idea on actual hardware will discover some
more problems that was not covered in this study, and this can be ex-
plored by doing experimentation with hardware in a lab, as well as in
actual working environment.

Modelling of this system is done by certain assumptions and ignor-
ing details about aerodynamic effects and power modelling of the sys-
tem such as battery consumption by motors and other supporting com-
ponents such as gimbal, lights, and extra sensor. External environment
factors such as winds, waves, and weather conditions such as rain or
strong sunlight were also not considered. Approximated Weight and
other dimensions of the complete drones with the help of available data
on the website of drone and other components is used in simulation.
Most of the literature available about collision avoidance is based on
advance camera, sensors, and algorithms such as image processing, ar-
tificial intelligence, and other search algorithms.

In this simulation a simple geometric collision avoidance controller
is implemented. Tuning the PID controller for drone, trajectory track-
ing controller and collision avoidance controller was really challeng-
ing. Specially the avoidance controller turned out to be very unstable
even with negligible variation in the gains of any other controller in
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the system caused performance errors. Also, a tuned controller starts
to behave different in different scenarios like changing trajectory can
lead to different performance. Another challenging thing was simulator
(Simulink) as a lot of time after detailed inspection of faulty results the
cause was found to be numerical error in the solver. Fixed-step solver
was used in simulation because of a constant stepping in time to load
the consistent coordinates of trajectory, and this also made simulation
unstable sometimes but changing the solver to variable-step. Although
it resolved stability and performance issues most of the time but with
the problem of missing data points in trajectory. But with hit and trial
experiments and fine tuning resulted in good performance of designed
system for different scenarios.

Implementing these controllers on a flight control can be challeng-
ing but for open-source controller like Pixhawk it is comparatively easy
as most of the controllers are already designed in this package. This
work can be implemented on actual hardware and with few experimen-
tations and improvements in controller tuning a good performance can
be achieved.
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8 Conclusion

A new concept about the use of drone in maritime industry for measur-
ing the draft of large vessels is summarized in this thesis. This study
has also covered the supportive components to make a drone operation
more efficient during different lighting conditions. Details related to
design specification requirements of a drone are also covered in this
thesis. Some state-of-the-art techniques for controller design and use of
these different controllers for autonomous drones’ operations are shown
in this thesis with the help of mathematical expressions and simulation
result. Generation of trajectory for vessel survey and inspection is also
covered in this study. Other challenges that occur for any autonomous
flying vehicle are collision avoidance and stable control of the vehicle,
this work demonstrated an approach to tackle this problem by cover-
ing mathematical details and doing some modifications in an existing
work. All the work is implemented on MATLAB/Simulink simulation,
and that can be used by anyone to study and analyze the working of such
drone-based operations or to take this concept on step further by im-
proving it or adding new concepts. Therefore, desired objectives of this
study are fully tried to cover in this thesis, even though not with full
perfection and precision. It will provide adequate solutions and ways
forward that anyone can utilize this knowledge and data to progress
into a ready to use product or a working prototype.

8.1 Future work

Advance sensors utilization for obstacle detection and recognizing the
shape of and dimensions of obstacle would be very interesting as it will
make it work for any kind of obstacle. And advance simulator that take
into count external environmental factors, aerodynamic effects and bet-
ter numerical computations is an important thing to be considered for
future work. Vision-based navigation can also be implemented on this
idea, and it will make it more autonomous and general for use. An-
other future work that can be considered is to use image procession
techniques to recognize draft markings on the vessel and stopping the
drone exactly at draft marking at taking high quality pictures and feed-
ing these pictures to the operator room in real-time. Lastly a more ad-
vanced future work can be to use high performance processor to perform
image processing, data processing and computations to estimate a draft
reading by the drone itself.
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