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H I G H L I G H T S  

• Demonstration of an open-source tool using a reactive programming framework for measurement and verification and energy saving models. 
• Fast development cycle without any need-to-know web programming languages like HTML, CSS or JavaScript. 
• A use case documents energy savings in 40 different Norwegian food retail stores.  

A R T I C L E  I N F O   

Keywords: 
Real-time energy savings evaluation 
Building energy retrofitting 
Measurement and verification 2.0 
Data driven models 
Tao Vanilla Benchmarking model 

A B S T R A C T   

To document energy savings from retrofitting a building, a reliable baseline model is needed. The development 
and implementation of the baseline model is an important step in the measurement and verification (M&V) 
process. Usually, an energy analyst enters the stage, collects data, do the estimation and delivers the baseline 
model. The modeling work of the energy analyst is done on either a proprietary or open-source statistical 
software, often using a coding script. If stakeholders want an updated report on energy savings, the analyst must 
re-do the whole process, for example on a monthly basis. This workflow is based on an imperative programming 
paradigm. The analyst holds on to the code that performs the analysis and re-run the code when agreed upon. 
The consequence of this workflow is that stakeholders are dependent on the energy analyst and that updated 
energy savings results must be planned and scheduled. However, emerging M&V 2.0 technologies enables 
automation of the energy saving reports. This paper demonstrates how energy savings from retrofitting’s in the 
Norwegian food retail sector is continuously monitored and documented in a web application. The application is 
built using open-source tools where the baseline model is delivered through a reactive programming framework. 
As an energy savings baseline model, the Tao Vanilla benchmarking model (TVB) was set into production in the 
web application. The TVB is a linear regression model with well specified features, easy to interpret and has a 
history of excellent prediction performance. The proposed web application framework allows for a fast devel
opment cycle without any need-to-know web programming languages like HTML, CSS or JavaScript. The reactive 
framework delivers several advantages. First, the stakeholders will always have a current and real-time report on 
the savings. Second, complex methodologies are dynamically used by the end-user. Third, increased involvement 
by stakeholders and interaction with the analyst related to the methods used in the energy savings analysis leads 
to collaborative benefits such as faster disseminating of knowledge. These synergy effect leads to a better 
technical understanding from the end user perspective and enhanced practical understanding for the analyst. 
Finally, the paper presents an integrated look at the energy kWh savings versus the cost of the retrofitting’s.   

1. Introduction 

The Intergovernmental Panel on Climate Change (IPCC) objective is 
to provide governments with scientific information to develop climate 

policies. The IPCC has a 195 member countries and thousands of con
tributors. The IPCC scientists assess thousands of published scientific 
papers each year, and the most recent report is summarized with the 
following quote, 
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It is unequivocal that human influence has warmed the atmosphere, 
ocean and land. Widespread and rapid changes in the atmosphere, 
ocean, cryosphere and biosphere have occurred [1]. 

The building sector worldwide uses about 32 percent of all generated 
energy and 19 percent of energy-related greenhouse emissions [2]. 
Research show that the potential for increased efficiency in terms of 
energy cuts are some 30 to 40 percent [3]. Green buildings receive a lot 
of attention, especially in new design construction. And many new 
building standards have been developed internationally. For example, 
the German Passiv House Institute (PHI), Net Zero from the Interna
tional Living Futures Institutes, Leadership in Energy and Environ
mental Design (LEED), and R-2000 by Natural Resources Canada. In 
Norway the standards NS 3700 for residential buildings and the NS 3701 
for non-residential buildings apply. These standards are important to 
make sure that the environmental impact of new buildings stay as low as 
possible. Still, only about 1 to 3 percent of old buildings are replaced per 
year [3], thus the existing buildings will still be around in the foresee
able future. According to Statistics Norway the existing building stock in 
Norway is 4.23 million, and more than 2.6 million of these buildings are 
non-residential [4]. The number of buildings globally and the potential 
for energy reductions makes retrofitting an important addition to cut 
greenhouse gas emission and support the Paris climate agreement. Also, 
according to analysis by the Rockefeller Foundation and Deutsche 
Bank’s climate change shop the business opportunity in retrofitting is 
substantial. An investment in the United States of $279 billion in ret
rofitting buildings could yield more than $1 trillion in energy savings 
over ten years. This equals 30 percent of the countries annual spending 
on electricity, and represents a created potential of more than 3.3 
million cumulative job years of employment. Nonetheless, the existing 
upgrade rate is only 2.2 percent each year [3,5]. 

In this paper we collaborate with a medium sized Norwegian energy 
service company (ESCO) that has specialized in retrofitting within the 
retail food sector. The ESCO has recently agreed upon an energy per
formance contract (EPC) for 40 Norwegian food retail stores. The con
tract includes a yearly guaranteed energy savings target, and the ESCO 
also handles all the energy related issues within the contract period, 
including service and maintenance. The energy conservation measures 
(ECM) were implemented in the autumn of 2020 and consisted of a mix 
of the following: change to more efficient LED lightning, new coolers 
and/or freezers, new heating, ventilation and air conditioning (HVAC) 
and/or optimization of the stores control systems. The contract has a 10- 
year duration, and the first year of measuring the energy savings is 2021. 

The main contribution of this paper is to demonstrate how to docu
ment and monitor energy savings using a dynamic web application 
based on a open-source reactive programming framework. The devel
opment of the application has been done in collaboration with the ESCO 
and other stakeholders in the EPC project over a two year period. The 
implementation of the application as a means of setting up baseline 
models and monitoring the energy savings for the 40 food retail stores 
has led to several synergy benefits; both collaborative and practical. The 
energy savings results from the modelling process was seen in real time 
in the application, on an hourly basis, and automatically updated each 
day. As a results of this there was no dependency on a energy analyst. 
The reports was always up-to-date, and the knowledge sharing between 
participating parties with different skill sets resulted in better baseline 
models. There was quick detection of unwanted energy increases and 
follow up of potential errors in the buildings technical system. In short; 
the web application gave the users a more coherent and reliable process 
of documenting the energy savings. This is in line with both [6] and [7] 
who find that web applications facilitate efficient collaboration between 
scientists and stakeholders and that the cross collaboration between 
researchers and easy dissemination of results is important for external 
validity [8]. 

Today, there are several web-based systems available that can 
monitor the energy consumption in buildings, but they do not offer any 
advanced modeling solutions, and are often based on proprietary 

software [9]. Open-source solutions are not common, and previous so
lutions focus on visualisations and reporting of electricity consumption, 
and does not offer baseline energy saving models [10,11]. Up until 
recently there has been little available research or case studies that 
document the use of M&V 2.0 energy saving estimation [12]. However, 
in 2018 [13] presented a residential energy management system, 
reEMpy, that is based on Python. This system is also aimed to energy 
service companies (ESCOs) to provide a solution that may be used to 
assess the energy needs of real life use cases by evaluating different 
algorithmic models, including load forecasting. Nonetheless, our solu
tion differs in terms of the approach. Our proposed framework does not 
offer code for a final ready-made applications, but a reactive coding 
framework to allow quickly prototyping new functionality and baseline 
energy saving models in close collaboration with end-users. Further
more, [14] proposes a platform for real-time M&V of energy perfor
mance. The platform computing tier is developed using the Java 
development toolkit within the Eclipse software. Conversely, the reac
tive framework presented in this paper requires no prior development 
skills. Also, in [14] the platform is demonstrated on one utility, while the 
usecase for the presented framework, ShinyRBase, is given for 40 food 
retail stores. 

The web application ShinyRBase, was developed and implemented 
using R, a free software environment for statistical computing and 
graphics [15]. R is one of the most popular programming languages for 
statistics. Furthermore, the R library Shiny [16] was used to develop the 
reactive programming framework. Shiny makes it very easy to build 
interactive web applications straight from R without any need to know 
HTML, CSS or JavaScript. Additionally, Shiny makes it straightforward 
to use more than 18.000 available packages for a wide range of appli
cations1 [17]. For example, the popular R packages ggplot [18] and 
dygraphs [19] is used as tools for interactive visualization and to 
enhance user interaction with the baseline energy savings model. Also, 
tidypredict [20] is implemented to save and run predictions for the 
relevant models inside a database. As will be shown the reactive appli
cation gives offers a number of advantages to promote M&V 2.0. The 
Shiny library, which is the main component in the application, has been 
in active development since 2016 and has more than 5000 unique peer 
reviewed works to promote user interaction with scientific research 
[21]. 

1.1. Novelty of the paper 

The novel contributions of the present papers are threefold. First, the 
application is developed in collaboration with implementers and utili
ties. The reactive programming framework, as opposed to the impera
tive paradigm, offers a flexible and dynamic application that easily can 
be adapted to different building types. For instance, the vast number of R 
libraries can be integrated to deliver on changing M&V environments. 
To be able to convince investors in energy efficiency projects it is critical 
to provide current and trustworthy energy savings calculations. In that 
respect, the proposed reactive framework in this paper contributes to the 
current literature. 

Second, the application is demonstrated on a use case continuously 
monitoring and documenting the energy savings of a large retrofitting 
project for 40 Norwegian food retail stores. This is the first paper that 
document the energy savings of a renovation project of this scale within 
the food retail sector in Norway. Previous research has established that 
uncertainty regarding the expected savings is a major obstacle that 
hinder renovations projects [46]. As such, the reactive framework and 
the documented energy savings in this paper is an example that may 
motivate new renovation projects, and ultimately produce cost savings 

1 https://cran.r-project.org/web/packages/#:~:text=Currently%2C%20the 
%20CRAN%20package%20repository%20features%2018316%20available% 
20packages. 

A. Severinsen and Ø. Myrland                                                                                                                                                                                                               



Applied Energy 325 (2022) 119798

3

and a reduction of GHG emissions. 
Third, the baseline model used to estimate energy savings in the web 

application is a linear regression model, the Tao Vanilla Benchmarking 
model (TVB). The model was first published in [23], and was later used 
in the GEFCom2012 load forecasting competition as one of the top 25 
performing contributions [24]. The TVB model is evaluated through the 
guidelines outlined in The International Performance Measurement and 
Verification Protocol (IPMVP), developed by the Efficiency Valuation 
Organization (EVO) [25]. In particular, the IPMVP measure “option C: 
whole building” is applied. Hence, data from utility meters are used to 
evaluate the energy performance of the whole building. Note that this 
option establishes the total savings of all implemented ECMs. In previous 
research the TVB was used in [26] to document energy savings from 
retrofitting’s with small expected effects. Further, [27] use the TVB 
model to document energy savings in 5 different Norwegian food retail 
stores that undertook major retrofitting’s. However, in the present paper 
the TVB is implemented to document energy savings for food retail 
stores within a reactive framework, near-real time for 40 different 
stores. Given the models previous prediction performance, easy imple
mentation, and the lack of use to estimate savings in retrofitting projects 
the present paper promotes the novelty of the method as a benchmark 
model, and adds to the already established data-driven tools within the 
M&V industry. 

The paper is split into 6 different sections. In the first section a 
presentation of the ESCO and details about the EPC contract and the 
food retail stores is given. Second, an overview of the data and the 
features that will be used for the TVB models. Third, the TVB model and 
the measures used for model performance is outlined. Furthermore, the 
fourth section gives a detailed presentation on how the Shiny library’s 
reactive programming framework is used to implement the TVB model. 
Fifth, the energy savings results from the EPC project is presented. The 
results are shown as they appear in the web application. Finally, the 
findings linked to both individual and synergy effects of this project 
based on user interaction with the application is given. Also, future 
development improvements that would have given the application more 
value is presented, both from a scientific and a practitioners point-of- 
view. 

1.2. The ESCO and the energy performance contract 

The energy service company (ESCO), Ohmia Retail AS, is a medium 
sized Norwegian company. The company has developed a product that is 
marketed towards the food retail sector in Norway as ‘Energy as a ser
vice.’ The customer pays a fixed monthly fee and need not to worry about 
necessary equipment investments, insurance and maintenance. Thus, 
Ohmia Retail takes full responsibility for all the stores technical infra
structure; freezers, coolers, lighting, and the HVAC system. For the food 
retailer this is a great asset as they can maintain their primary activity, 
food retail. The ESCO has signed an Energy performance contract (EPC) 
that includes a guaranteed energy savings for a building portfolio of 40 
food retail stores in Norway. The contract has a 10 year duration, and 
started January 1st 2021. Hence, to document and monitor the guar
anteed energy savings it is important for both the ESCO and the 
customer to utilize reliable methods. Historically the ESCO has used very 
basic methods to document savings, based on degree day normalization 
and often using quarterly reports. Thus, the ESCO had great interests in 
methods that could improve their monitoring workflow, which again 
motivated this research project. 

1.3. Building portfolio, electric load and weather data 

Norway has a central repository, Elhub (elhub.no), that daily collects 
energy use on an hourly level for almost all commercial and household 
buildings using the advanced metering (AMI) system. It is mandatory for 
all the Norwegian grid operators to update the central repository every 
day. This service was launched in February 2019. All the energy data 

from February 2019 and onward for the 40 buildings in this paper 
originates from Elhub. The energy data from 2018 up until January 2019 
is collected from the building energy management system that was in 
operation before the launch of Elhub. Outside temperature data is 
collected from the Norwegian Meteorological Service (https://www. 
met.no). Each stores position (longitude and latitude) is mapped against 
a 2.5 km × 2.5 km grid of Norway. The temperature data used in the 
model stems from the closest weather stations. All energy and weather 
data is downloaded automatically on an hourly level on a daily basis into 
a PostgreSQL database. The PostgreSQL is an open-source object-rela
tional database with more than 30 years of active development [28]. 
This database has a central role in this project. The results from the 
baseline model is stored, documented and used for daily predictions, all 
within the database. The next sections present the model and the 
framework used to set the model into production. 

2. Methods 

2.1. Estimating energy savings - the baseline model 

To estimate the energy savings this paper follows the International 
Performance Measurement and Verification Protocol (IPMVP) option C: 
whole building”. Thus, data from utility meters are used to evaluate the 
energy performance of the whole building [25]. In particular hourly 
energy and temperature data is used to train a baseline energy saving 
model. This process involves choosing representative energy data for 
one whole year before any retrofitting is conducted, and then train a 
model to predict (after the retrofitting) what the energy consumption 
would have been without the ECMs. Furthermore, the Tao Vanilla 
benchmark (TVB) model [23] is used to estimate energy savings. Some 
energy conservation measures, for example changing to LED lights, may 
have an expected savings target below 10 %. In these cases the EVO 
recommends using sub meters as a means of documenting the savings. 
However, in this project there was no data available from sub-meters. 
Nonetheless, [26] finds that the TVB model is a good candidate to es
timate savings that are below 10 %. Moreover, The TVB model is a well 
specified regression model and easy to estimate and understand. The 
following model specification is used: 

Yt = β0 + β1Mt + β2Wt + β3Ht + β4WtHt + β5Tt + β6T2
t +

β7T3
t + β8TtMt + β9T2

t Mt + β10T3
t Mt + β11TtHt + β12T2

t Ht + β13T3
t Ht 

where Yt is the actual load for hour t, βi are the estimated coefficients 
from the least squares regression method; Mt, Wt and Ht are month of the 
year, day of the week and hour of the day. Furthermore, Tt is the outside 
temperature corresponding to time t. Note that the original TVB model 
includes trend and past loads. In this study the TVB model will reflect 
how a specific building perform based on a reference period, thus trend 
and lagged predictors are not included. The simplicity of model choice 
has several advantages for implementation in the web application. Also, 
as seen in the next section all the models were estimated within the web 
application. 

Because the load often increases when the temperature drops and 
when the temperature increases, it is necessary to take this into account. 
This could be incorporated with linear piecewise functions. However, 
that would require cut-off temperatures which may be different across 
different buildings. Thus, this is included in the model using 3rd ordered 
polynomials of the temperature. Also, the model includes interaction 
effects between the polynomials of the temperature and the calendar 
variables *Hour* and *Month*, respectively. The rationale behind is 
that energy loads may be different when the temperature varies, and 
there might be differences across different months and hours. 

Furthermore, to come up with the model specification, in his thesis 
[23], Hong tested seven different linear regression models. The testing 
was demonstrated using the case study of one week ahead hourly fore
cast for a medium US utility, and the TVB model was found to have best 
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performance. Furthermore, the TVB load forecasting performance was 
also tested against possibilistic linear models (PLM) [23], p. 117] and 
artificial neural networks (ANN) [23], p. 136]. The TVB outperformed 
both modeling alternatives. 

The performance of the TVB models is measured with the coefficient 
of variation root mean square error (CV-RMSE). The CV-RMSE is calcu
lated as follows: 

CV − RMSE =

∑
(Ŷi − Yi)

2

n− k− 1

Y 

where Y is the mean of the measured energy consumption in the 
training data (the reference year). Yi is the actual energy use in hour i, Ŷi 

is the predicted value of energy use in hour i from the TVB model, 
estimated on the baseline period. Furthermore, n is the sample size, and 
k is is the number of features in the model. This performance measure is 
recommended by the IPMVP [25]. However, the guideline does not 
propose a definite threshold that defines a good baseline model. The CV- 
RMSE has received some critique because the RMSE increase with both 
the average absolute error and the variance error, which is not desirable 
[29]. Still, since this paper does not compare between models the CV- 
RMSE is a good indicator to measure the performance of the models 
between different training data and different buildings. Furthermore, a 
“rule-of-thumb” where the CV-RMSE should be below 25 % is applied. In 
the next section when the web application and the reactive framework is 
presented it is also shown that within the application it is easy to switch 
reference year (training data) between the last three years, and the 
corresponding change in CV-RMSE can be seen instantly. Setting up the 
model and choosing reference year was done in collaboration with both 
the ESCO and the building owners. Large CV-RMSE (greater than25 %) 
was immediately inspected through visualizations of the data in the 
reference period and could in many instances be led back to the food 
store being out of operation and/or some extraordinary activity, for 
example in-store promotion activities. Consequently, the CV-RMSE was 
actively used to understand the modeling results together with the 
stakeholders, and for many buildings this collaboration led to a change 
of reference year and/or a better understanding of the actual data used 
as training data, eg. missing and/or unusual data. 

2.2. The reactive framework energy monitoring solution 

This section presents the reactive framework that was used to 
develop the web application that documents and monitors energy sav
ings. The ESCO and their customers typically depends on an energy 
analyst to deliver the analysis that documents the energy savings in a 
project. The usual way of delivering results from statistical models is 
based on imperative programming, e.g. when c = a+b then c is assigned 
the sum the terms a,b. If a, b changes then c needs to be re-evaluated to 
change. However, reactive programming will allow c to be updated 
instantly when a, b change [30]. This reactivity is the main idea behind 
the R library Shiny [16]. Shiny helps the energy analyst to promote real- 
time user interaction with the analysis through a user interface (UI). The 
Shiny reactive framework allows user input to be evaluated dynamically 
via the user interface, and the library comes with pre-defined templates 
for web based user interfaces. This avoids the need to learn web based 
programming languages such as HTML and/or JavaScript. However, in 
contrast to the reactive framework, an analyst would write a script that 
runs all the necessary analysis to deliver a report of the energy savings. 
Then the analyst has to re-do all the analysis on a regular basis, often 
monthly. The script is re-run and a new updated report is produced. This 
way of working is referred to as imperative programming. One example 
of this is seen in the below R and SQL code sequence (comments indi
cated with a #). In short, the analyst;  

1. Selects data needed for the analysis. In this case this means writing 
an SQL code that extracts energy and temperature data (store_id, 

date_hour, temperature, kWh) from a database table. The buildings 
id’s and the date intervals has to be specified by the analyst. The 
query is then run to pull data into a dataset train, using an R function 
from a database connection library DBI::dbGetQuery(pool, sql).  

2. A formula for the baseline model is defined (in this case the TVB 
model).  

3. The regression model is run (through the R function lm) and the 
results is stored in the object TVB_estimates for further inspection. 

2.3. Imperative code sequence  

# Step 1 - pull data from database to R as specified by script 
sql <- ( 
“SELECT 
store_id, hour, temperature, kwh 
sum(timeseries_interval_observations.value) AS kwh 
FROM energy_data 
WHERE id IN (’6754′,’6789′) 
AND date BETWEEN ’2019–01-01′ AND ’2019–12-31′;“ 
) 
train <- DBI::dbGetQuery(pool, sql)  

# Step 2 - define the formula for linear regression model 
TVB_formula <- as.formula(“kwh ~ hour*weekday + month +
hour*temperature + hour*temperature^2 +
hour*temperature^3 + month*temperature +
month*temperature^2 + month*temperature^3′′) 
# Step 3 - run the linear regression 
TVB_estimates <- lm(TVB_formula, data = train)  

Now, let us look at how the imperative programming approach is 
handled by R using the Shiny library to create a reactive framework with 
some simple user inputs in a web application. There are 6 steps involved;  

1. The analyst set up the input fields that the user can access and 
interact with in the user interface (UI). Shiny has pre-canned UI el
ements that is used to define the UI (radio buttons, date range input 
fields, checkbox, etc). In addition, the data analyst sets up a UI 
element to display the analysis (tables, graphics, text). In this 
simplified example this is only a output field for text where the an
alyst plans to show the model coefficients from the TVB model.  

2. The server environment is defined.  
3. Data is selected based on the UI inputs from step 1.  
4. The formula is set up (same as in the imperative script).  
5. The regression model is run. Every time the user chose new input in 

the UI, this step is instantly re-run.  
6. Set up a render statement to be passed back and displayed in the UI. 

As for this example; the linear regression models coefficients. 

This was a basic workflow example. Yet this process only adds a few 
lines of extra R code, but turns the analysis into an web application that 
can be used to interactively chose stores and train data for the TVB 
models. The part of the web application that will be presented in the 
results section is about 1000 lines of code. This includes functions to 
handle pulling and pushing data between R and the database and code 
for error handling. Strictly speaking, it would be possible to write the 
application with some 500 lines of code. Hence, in contrast to other web 
application this is quite efficient. 

2.4. Reactive code sequence  

# Step 1 - Define UI 
ui <- fluidPage( 
titlePanel(“Reactive code sequence”), 
sidebarLayout( 
checkboxGroupInput(ns(“selected_meters”), ’Main meter(s)’, choices = NULL), 
dateRangeInput( 
“Referenceperiod:”, 
start = ref_start_date, 

(continued on next page) 
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(continued ) 

end = ref_end_date, 
), 
mainPanel( 
textOutput(“SQL_model_scoring”) 
) 
)  

# Step 2 - Define server environment 
server <- function(input, output) {  

# Step 3 - pull data inta a R dataframe with a reactive expression 
train_data <- reactive({ 
sql <- glue::glue_sql( 
“SELECT 
hour, month, temperature, kwh 
sum(timeseries_interval_observations.value) AS kwh 
FROM energy_data 
WHERE id IN ({metering_points*}) 
AND date BETWEEN {date_from} AND {date_to};“, 
.con = pool, 
.envir = list( 
metering_points = selected_meters(), # user selected store 
date_from = ref_start_date, # user chosen from-date 
date_to = ref_end_date # user chosen to-date 
)) %>% 
DBI::dbGetQuery(pool, sql)  

# Step 4 - define formula for linear regression 
TVB_formula <- as.formula(“kwh ~ hour*weekday + month +
hour*temperature + hour*temperature^2 +
hour*temperature^3 + month*temperature +
month*temperature^2 + month*temperature^3′′)  

# Step 5 - run linear regression and translate the coefficients to SQL. 
# Reactive expression. Will re-run every time a user change the input fields. 
model_coefficients_as_sql <- reactive({ 
train <- train() 
TVB_estimates <- lm(TVB_formula, data = train_data) 
sql_statement <- tidypredict::tidypredict_sql(TVB_estimates, dbplyr:: 

simulate_postgres()) 
return(model_coefficients_as_sql) 
}) 
output$SQL_model_scoring <- renderText({ 
print(model_coefficients_as_sql) 
}) 
}  

In Fig. 1 the reactive framework used to design the web application is 
presented. 

The web application framework consists of 7 different steps.  

1. Data from the Elhub repository (energy data on an hourly level from 
the main meter) is stored in a PostgreSQL database. The database is 
updated daily. This step takes place outside the R/Shiny reactive 
framework. However, the R library RPostgreSQL [31] handles data 
transfer between the database and R.  

2. Modeling in R. This step is based on user inputs in the Shiny web 
application. The user chose the relevant building and the period to be 
used as training data. This is the reference period before the imple
mented ECMs. Typically, this would be one whole year of data (en
ergy consumption and temperature data) before the installed ECMs. 
The user then chose the period to be predicted based on the trained 
model. This involves choosing the date that the ECMs were installed, 
and the period to be analyzed. Once these choices are made the app 
automatically runs the TVB model, the CV-RMSE is calculated and 
presented and the ECM period is scored and visualized (both the 
actual energy use and the predicted, the difference between these 
being the savings). Fig. 2 shows the UI that is available to the users. 
The blue line is the predicted kWh, while the red line is the actual 
energy consumption.  

3. The R library tidypredict [20] reads the current model from step 2, 
creates a list objects with the necessary components to run pre
dictions, and builds a formula based on the list object.  

4. The R library dplyr [32] evaluates the formula through its database 
backend dbplyr and translates the code into SQL.  

5. The translated SQL is stored in a text field in the database with 
additional details about the building, main meters, and the data used 
for the models. Not only will this SQL statement be available for 
continuously scoring new data, but it also works as a documentation 
for future reference of the model.  

6. A cron job (automated Linux job scheduler) wakes up every morning 
when new data is stored in the database, pulls out the stored SQL 
from step 5 and use the new data and the SQL statement for new 
predictions. Hence, the energy savings from the last 24 h in added 
continuously.  

7. The predictions are stored in the database (on an hourly level). This 
way the database is always updated with the most current data to 
calculate the energy savings. All the tables and visualizations in the 
application is based on this; hourly visualizations and aggregates of 
the results. 

See Fig. 2 for a closer look at the UI from step 2 where the user in
teracts with the web application. In this particular example the reference 
year was 2018, and the ECM period was 2021. It is important to choose a 
year for training the TVB model that is representative of each building’s 
energy usage before the installed ECMs. CV-RMSE is the “technical” 
indicator that guides the model making. However, the interactive user 
interface that pictures a year of energy and temperature data on an 
hourly level together with the prognosis from the TVB model made the 
modeling process more intuitive for the non-analytical building owners 
and the ESCO. They could observe how changing the reference base 
impacted the prognosis after the ECMs made the process of setting the 
reference data for the 40 buildings easier. This interactivity in the pro
cess was found to break down the complexity barrier and connect the 
stakeholders to the modeling process for increased collaborative 
benefits. 

The entire model building process was done together with the ESCO 
and the building owners. First, a building under scrutiny was chosen, 
then year of reference was set. The reference year within the portfolio 
was either 2018, 2019 or 2020. The effect on choosing any of these could 
be seen immediately by comparing the predicted and the actual values in 
the time series plot of the UI. For example, one could train a model on 
energy data from 2018 and then predict the energy consumption in 
2019. Given no ECMs in 2019 the actual value and the predictions 
should follow each other closely. This exercise generated a lot of very 
useful discussions - both for the building owner and the analyst. For 
example, the CV-RMSE was above 25 % for many of the models. Often, Fig. 1. Reactive framework.  
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this could be related to issues such as; missing data, in-store promotion, 
fault with the AMI energy meters and/or some other unusual building 
activity. The visualizations was either performed using the R library 
ggplot2 [18] or the interface to dygraphs described in [19]. 

3. Results 

3.1. Energy savings 

After a user has set up a baseline model with reference data and the 
ECM period, accepted the CV-RMSE and stored the baseline model, the 
stores end up in the web application as seen in Fig. 3. This table presents 
an example from the web application of three of the stores (Store-id 
1831, 1832, 1834) with the largest energy savings. The savings are 
aggregated between 2021 and 01-01 and the current date. The table is 
updated every day based on the last 24 h. As can be seen the savings 
range from 45.1 % − 29.0 %. Also, the reference dates, ECM dates and 
the CV-RMSE for each underlying model are displayed. Additionally, the 
savings are presented in three different ways. First, the total savings 
(field: ‘Estimated savings’), which is the actual kWh usage minus the 
predicted in the ECM period. Second, the results the last 5 weeks is 
presented as a bar plot in the field ‘Savings last 5 weeks (kWh).’ Each bar 
represents a week. The bars are colored green if saving energy, and red if 
actual energy use is above the predicted level. This gives the end user a 
way of quickly comparing the aggregated result with the results over the 
last 5 weeks. For example, store ‘1831′ in the first row has a total energy 
saving of 45.1 %, but only a 1.6 % savings the last 5 weeks. For this 
particular store this was somewhat expected as the implemented ECMs 
was related to winter ECM, since the store had changed the heating 
system. However, Fig. 3 also shows the savings the last 72 h as bars (each 
bars equals an hour; green color if saving, and red if higher use than 
predicted). This indicates that the store needs further investigation into 
possible causes of higher than expected energy usage. 

Table 1 presents the aggregated results for each of the stores ECMs 
for the first 11 months of 2021, from January 1st 2021 up until 

November 30th 2021. The three stores with the largest percent energy 
savings where those with store-id 1522, 1249, and 1520 with energy 
savings reductions of 46 %, 48 % and 56 %, respectively. However, 
compared to many of the other stores within this building portfolio the 
stores undertook quite extensive ECMs, such as both change of lighting, 
HVAC and the refrigeration system. The three stores with the lowest 
energy savings where store-id 1572, 1538 and 1653. These three stores 
actually had an increase in the energy use when comparing with the 
reference year. However, these results are due to the ESCO replacing oil 
boilers with heat pumps to heat the buildings (in 2021), hence the in
crease in electricity consumption. These issues are regulated in the EPC 
contract. The aggregated results are available to the ESCO at any time in 
the web application, and updates daily. Every month the ESCO generates 
a report from the dashboard and has a review meeting together with the 
customer. 

Furthermore, the ESCO wanted a web dashboard that could be used 
to follow the energy savings in more details from day to day. To deliver 
on that a visualization that displays the average energy savings for all 24 
h of the day, but also split into all week days, ia developed. As can be 
seen from the top bar plot in Fig. 4 the savings are at its peak at 10:00 
with a reduction in energy usage of 25 %. In general it is best at opening 
hours between 07:00 and 21:00. Further, one may study the savings for 
each individual day, were Sunday is best (-21,3%) and Tuesday worst 
(-14.5 %). Also, note that the savings are very low during Tuesday 
evening and night, and at its worst negative (red bar) on Tuesdays at 
23:00. Visual inspection gives a quick overview of the performance of 
the ECMs and potential for detecting errors and faults. 

3.2. Cost-Benefit analysis 

So far in this paper one have only considered the actual electricity 
consumption (kWh) savings. However, from the ESCO point of view, 
translating these savings into profitability is important. In the EPC 
project the profitability analysis have been ad hoc and based on 
manually collecting the relevant data, costs, electricity prices and grid 

Fig. 2. User interface example of TVB in the web application.  
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rent, and then performing the analysis in a spreadsheet. However, since 
the underlying data mostly is available through web API’s and is 
continuously updated it is a natural next step to develop a profitability 
dashboard as an extension of the web application. Thus, in this section 
the available data is presented, prices and rent, and how these can be 
integrated with the kWh savings (as reported in the previous section). 
And at last a benefit cost analysis that should be relatively straightfor
ward to implement in the ShinyRBase web application is offered. 

3.3. Electricity prices and grid rent 

Electricity prices in the end-user market in Norway comprise of 
physical power and grid rent for transmission of the electricity by the 
local grid company. Nord Pool spot is the marketplace for physical 
electricity contracts, and is the place where the Norwegian electricity 
spot prices are set. The electricity prices used in this paper were 
downloaded from Nord Pools website as a spreadsheet.2 However, they 
do have available an API that can be used to automate this step within an 
application.3 Furthermore, the second price component of electricity 
consumption is grid rent. The food retail stores in this paper belongs to 
different grid owners, and to simplify-one of the largest grid owners in 
the area, Vevig AS is chosen, as a basis for calculating grid rent for all of 
the relevant stores. A summary of Vevig’s tariffs is presented in Table 2 
below. For further details please see: https://vevig.no/nettleie-og-vil
kår/nettleie-næring. 

The effect prices are weighted based on months. For instance, in 
January, February, November and December these weight equals 1. 
Further, between March and October the weights vary from 0.9 to 0.6. 
Hence, given a store with a maximum load of 210 kW in March the effect 
price is 210 × 0.9 × 55.9 = 10 564. Hence, there is a “penalty” for larger 
loads in the colder months. The end user’s total electricity bills also 
consists of a fee earmarked for the energy fund Enova SF’s (owned by the 
Ministry of Climate and Environment) work to reduce greenhouse gas 
emission and to strengthen security of supply. There is also a variable fee 
for electricity certificates. This fee depends on the developments in the 
electricity certificate market. At last there is a consumption tax on 
electricity. 

It is not easy to automate the collection of grid rent data. There are 
more than 100 grid owners in Norway and many of them have different 
grid rent pricing strategies. Nonetheless, the pricing scheme often follow 
the same pattern as presented for Vevig. Hence, summer prices versus 
winter prices, and typically a penalty for larger loads, in particular in the 
winter. Probably the best solution would be to develop a user interface 
in the web application where the grid rent is based on user input. 

3.4. Benefit cost analysis 

In this section a closer look at the benefit cost analysis is presented. 
Unfortunately, due to confidentiality issues we are not allowed to share 
the details behind the actual cost elements. However, it is still found 
useful to propose a general method on how to approach this EPC project, 

in particular as the customer pays a monthly fee that includes the 
guaranteed energy savings, but also service and maintenance over a 10 
year period. The results presented in this section is for the period 
January 1, 2021 - November 30, 2021, thus an 11 month period. 

Usually when investigating the profitability of a project one can look 
at the Present Value (PV). This is defined as: 

PV = X0 +
∑T

t=1

Xt

(1 + r)t 

where X0 is the initial cost of the project, Xt is the net cash flow 
generated by the project for t = 1, ...,T periods, and r is the discount 
rate. However in this case, there is no initial cost like an investment in 
new equipment. This is done by the ESCO, and the customer pays a 
monthly lump sum for all 40 stores for the 10 years of the energy per
formance contract. 

This “subscription” to energy savings and new improved equipment 
through the energy contract makes the standard way of looking at cost/ 
benefit measures obsolete. The monthly lump sum cost paid by the 
customer to the ESCO can be considered an annuity over the 10 year 
period. It is like leasing a car. The monthly payment covers the ESCO’s 
investments in the contract in addition to their profits. The benefits for 
the customer, since there is no initial investments, are “avoided” costs. 
These benefits for the customer are taken into account by looking at the 
investments costs by the ESCO. The customer gets benefits from reduced 
electricity costs and avoided administrative costs for equipment 
maintenance. 

In terms of the actual implemented ECMs, all the stores changed to 
more efficient LED lightning, nine stores got new refrigeration systems, 
five stores got new heating, ventilation and air conditioning (HVAC). In 
addition the customer avoids insurance costs on the refrigeration system. 

In order to calculate the benefits the present value (P) of an annuity 
based on the investments (PV) by the ESCO is calculated as: 

P = PV ×
r
k

1 −
(
1 + r

k

)− nk 

where r is the annual interest rate, k is the number of compounds per 
year (12 months), and n is the number of years. 

As an example, if you need to invest space(100000) (PV) in new lights 
in a store today, the present value (P) of an annuity at monthly in
stallments (k) for 10 years (n) at 2.5 % interest (r) is 942.7 per month. 

The project has run for 11 months. In Fig. 5 (panel A) the monthly 
benefit cost ratio (BCR) is calculated. The benefits consists of two parts. 
The value of savings in energy costs. This is a variable part. And the fixed 
benefits from “avoided” costs as discussed above. 

The average BCR is 1.48. Further, there is an increase in the ratio the 
last four months. The average percentage savings in kWh is some 13.52 
% (panel B). This indicates that the variable component in the BCR is the 
price of electricity. Also, panel C shows that there is an increase in the 
average price of electricity. In the same panel (C) one also see that the 
variable portion of the BCR is above one in September. 

The finding that electricity costs is contributing a relative high share 
in the benefit cost calculations is interesting, even when the energy 
savings in this period is between 11 and 16 %. One might expect higher 
electricity prices in the future, making the contributions of energy sav
ings relatively large in the cost benefit perspective. Note also that before 
the building owner singed up for the EPC project they handled the 

Fig. 3. Energy savings as presented in the web application.  

2 https://www.nordpoolgroup.com/4ab28c/globalassets/marketdata-excel- 
files/elspot-prices_2021_hourly_nok.xls.  

3 https://www.nordpoolgroup.com/trading/api/. 
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insurance, service and maintenance internally. This was often a time 
involving process, and for many food retailers taking away the burden of 
handling this is also important to recognize - an element difficult to 
integrate into the benefit cost analysis. 

All the analysis in this section was conducted using the R library 
lifecontingencies [33], and as such the library is easy to fully integrate 
into the Shiny web application. Also, the library has many other options 
for financial analysis that may be incorporated. 

4. Discussion 

Developing the ShinyRBase framework and application outlined in 
this paper has been a two year research project in close cooperation with 
the ESCO. Weekly status meetings were done throughout the process. 
The application was in fully operation in January 2021. Hence energy 
savings for the 40 food retail stores has been monitored on a day to day 
basis since then. Note that the savings are estimated in the context of 
measuring energy use at the whole facility. The interaction when setting 
up the baseline model has resulted in knowledge sharing for both sides. 
First and foremost, the main objective from the ESCO points of view was 
to have a web application that could be used to closely follow the energy 
savings, and to make sure that they complied with the guaranteed sav
ings as agreed upon in the EPC contract. The ESCO did not share in
formation about how they approached the energy audit and the 
calculations of the potential energy savings within the buildings under 
study. Often, in the audit stage of the retrofitting project simulations of 
the energy savings could be conducted through software such as Ener
gyPlus.4 It would be useful to have access to such simulations as a 
comparison between the simulations and the predicted savings could be 
used to adjust the simulations, and to enhance the understanding of the 
effect of the retrofitting. Also, the provided energy data was only for the 
whole building, and access to sub-meters (e.g., ventilation, refrigeration, 
lighting) could further improve the energy saving analysis. 

Furthermore, during 2021 the application was used to discard 
training data due to high CV-RMSE (visual inspection). In this process 
the application detected: lights that were on during the night, ventila
tion that was running in day-mode during night, in-store promotions in 
the training data, AMI meters that stopped working or had an technical 
error that resulted in to much reported electricity, and errors in the 
Elhub data repository that gave zero electricity reported, but also some 
very high levels of energy consumption (large hourly peaks). Some of 
these errors would have been possible to detect with a standard energy 
monitoring system (EMS) and/or through more standard reports from a 
energy analyst. However, the continuously real-time aspect that the web 
application enabled has been a great advantage to facilitate such find
ings. At the same time, building owners may benefit from other auto
mated approaches such as occupant-building interaction via smart 
zoning of thermostatic loads or demand management via distributed 
control. Still, extending the use of energy savings baseline models such 
as TVB (within a reactive programming paradigm) may prove additional 
information that can be used to detect potential errors in the technical 
infrastructure. For instance, given that a model was trained on data 
from, for example, the refrigeration system within a time span when the 

Table 1 
Energy savings as of November 30 2021.  

Store- 
ID 

Ref. year CV- 
RMSE 

Tot. 
kWh 

Tot. prog. 
kWh 

Savings 
(kWh) 

Savings 
(%) 

1522 2018 0,178 413 
439 

934 539 − 521 100 − 55,760 

1249 2018 0,086 262 
384 

508 378 − 245 994 − 48,388 

1520 2018 0,078 505 
378 

940 101 − 434 723 − 46,242 

1546 2018 0,088 100 
448 

183 416 − 82 968 − 45,235 

1560 2019 0,131 388 
999 

579 186 − 190 187 –32,837 

1555 2018 0,139 259 
624 

378 003 − 118 379 − 31,317 

1551 2018 0,114 652 
130 

901 184 − 249 054 − 27,636 

1524 2018 0,09 345 
700 

476 985 − 131 284 − 27,524 

1573 2019 0,124 1 429 
274 

1 967 
543 

− 538 269 − 27,357 

1562 2018 0,136 861 
749 

1 172 
593 

− 310 844 − 26,509 

1563 2019 0,108 361 
473 

467 376 − 105 903 –22,659 

1526 2018 0,086 350 
440 

452 670 − 102 230 –22,584 

1557 2018 0,077 285 
757 

369 029 − 83 272 –22,565 

1531 2019 0,073 184 
752 

229 118 − 44 366 − 19,364 

1556 2018 0,096 222 
500 

275 873 − 53 373 − 19,347 

1566 2018 0,106 561 
216 

693 902 − 132 686 − 19,122 

1681 2018 0,138 182 
268 

223 251 − 40 983 − 18,357 

1569 2020 0,213 978 
826 

1 192 
884 

− 214 057 − 17,945 

1548 2018 0,122 109 
926 

133 574 –23 648 − 17,704 

1536 2018 0,119 91 541 110 778 − 19 237 − 17,366 
1540 2018 0,101 204 

746 
241 196 − 36 450 − 15,112 

1528 2018 0,125 346 
505 

398 251 − 51 746 − 12,993 

1731 2018 0,143 1 324 
183 

1 512 
011 

− 187 828 − 12,422 

1564 2018 0,087 426 
011 

484 579 − 58 569 − 12,087 

1552 2018 0,149 549 
568 

623 214 − 73 646 − 11,817 

1554 2018 0,129 255 
964 

289 778 –33 814 − 11,669 

1533 2019 0,171 877 
886 

988 021 − 110 135 − 11,147 

1529 2018 0,107 132 
523 

147 924 − 15 400 − 10,411 

1542 2018 0,121 80 213 88 055 − 7 842 − 8,905 
1549 2018 0,093 104 

823 
112 850 − 8 027 − 7,113 

1545 2018 0,122 217 
618 

233 760 − 16 143 − 6,906 

1547 2018 0,136 213 
985 

223 827 − 9 842 − 4,397 

1553 2019 0,118 198 
001 

206 148 − 8 147 − 3,952 

1640 2019 0,073 718 
989 

744 872 − 25 883 − 3,475 

1558 2018 0,102 259 
053 

258 983 70 0,027 

1532 2018 0,127 100 
878 

99 774 1 104 1,106 

1527 2018 0,1 2 594 
299 

2 547 
885 

46 414 1,822  

Table 1 (continued ) 

Store- 
ID 

Ref. year CV- 
RMSE 

Tot. 
kWh 

Tot. prog. 
kWh 

Savings 
(kWh) 

Savings 
(%) 

1653 2018 0,11 129 
735 

127 324 2 411 1,893 

1538 2018 0,095 157 
216 

152 955 4 261 2,786 

1572 2019 0,189 580 
417 

545 210 35 208 6,458  

4 https://energyplus.net. 
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system was running under optimal settings, the prediction can be set 
into production and the running difference between the actual energy 
consumption may be an indication of some non-optimal setting in the 
system. 

Working together with the different stakeholders, the ESCO and the 
building owners, has surely increased the overall knowledge about the 
drivers of energy savings within the EPC project. These synergy effects 
ended up in a more usable web application, and as a tool for error 
detection. The app in itself has integrated the different stakeholders in 
ways that otherwise would have been difficult. Hence, the reactive 
framework streamlines the M&V process and deliver significant value. 
These findings echo the study by [34]. Furthermore, an important 
feature of M&V 2.0, as [12] also notes, in many energy efficiency pro
jects there is a time lag between implementation of the ECMs and the 
evaluation of the savings. This lag hinders on-going changes in the ECMs 
that may further reduce the energy savings, e.g. optimize the control 
units in a HVAC. For ESCOs that has energy saving contracts the op
portunity to identify and correct these failures may increase payments. 

The ShinyRBase application was used with the following workflow. 
The user choose a baseline model based on a reference year. Then the 
model was evaluated using the CV-RMSE and by visual inspection of the 
actual versus predicted energy consumption on an hourly level. When 
the user was happy about the quality of the model they saved the model. 
The model was then automatically scored on a daily basis when new 
energy and temperature data was stored in the database. This was 
repeated for each of the 40 stores. The stakeholders used a web dash
board where they could monitor energy savings, both aggregated, the 
last 5 weeks and the last 72 h. This process was not flawless. There were 
several models whose predictions made little sense. However, this was 
either when the CV-RMSE was larger than 25 %, or when predictions 

was made using temperatures in the ECM period that was not present in 
the training data. Today, the application handle this with some basic 
rules that rolls back the predictions made when the feature space is not 
“fully covered.” The roll back is very basic and just takes the last pre
dictions (1 h back). But so far this has been a successful workaround. 

4.1. Alternative baseline models 

What about the TVB model and the potential need for more advanced 
models in operation? In this research this is an issue approached very 
carefully. Current research from field experience show that interpret
ability of models may keep the clients from accepting a black-box model 
(ex. artificial neural network) [35]. Furthermore, throughout this proj
ect it has been important to balance the scientific perspective with the 
stakeholders practical perspective. For example, it has not been easy to 
argue for more advanced models as the end-user already had concerns 
about the TVB model. Typically, the users wanted to use available 
development resources to enhance the visualization and layout in the 
application. Nonetheless, the modeling approach should be further 
developed taking into consideration more recent research findings. For 
instance, as [36] points out, a one-size-fits-all model is not realistic to be 
reliable across different building types. Hence, the web application 
should make it easier to compare models of different complexity because 
the user instantly gets a visualizations of the black-box model, for 
example a time-series plot with the actual values versus the predicted 
values. The visuals is a potential solution to break down this barrier. For 
instance, particle swarm optimization, similar to what was implemented 
in [14] could be integrated into the reactive framework through R li
braries such as pso or psoptim [37,38]. 

The methods that are currently reviewed and tested is based on the 
main findings from the ASHRAE 2019 Kaggle competition “Great Energy 
Predictor III. How much energy will a building consume?”5 This 
competition attracted 4,370 participants from 94 countries. The prize 
money for the winning team was $25,000. A detailed overview of the 
machine learning workflows and the winning teams are presented in 
[39]. The top 5 solutions were reproduced by [39] and the 

Fig. 4. Optimization - following the energy savings over days and hours.  

Table 2 
Vevig grid rent tariffs.  

Description Price 

Fixed price (NOK, monthly) 2048 
Effect price (NOK) 55.9 
Winter (Øre) 0.063 
Summer (Øre) 0.042 
Consumption tax (Øre) 0.1669 
Enova SF energy fund (NOK, yearly 800  

5 https://www.kaggle.com/c/ashrae-energy-prediction. 
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accompanying code can be found on github.6 The winning solutions are 
presented in Table 3. As can be seen 4 out of 5 used multiple methods 
and post-processing of data with ensembling and weighting. All the 
winning solutions used Light GBM, and three of the winning teams used 
Catboost, and two used XGBoost. 

The methods used to compete in the Kaggle competitions are quite 
technical. However, the winning solutions where all coded in Python 
[40], which is also open-source, and the code for the winning solutions 
can found in the above mentioned github repository for easy repro
duction. The teams used pre-canned solutions (modules) to train the 
models, and replication in other settings should therefore be relatively 
straightforward. For example, all models are also available in R; 
lightgbm [41], xgboost [42], catboost (not part of CRAN yet, but can be 
downloaded as a development version from the catboost.ai website7), 
MLP (multi-layer perceptron) [43]. Most of the ensambling and 
weighting can be handled in the stacks package [44]. In a bi-lingual R 
and Python team, or if a method is only available in Python it is possible 
to use the R package reticulate [45], which provides a comprehensive 
set of tools for interoperability between Python and R. For example you 
can call Python from within R, translate between R and Python objects 
and there are flexible bindings to different versions of Python, both 
virtual and Conda environments. 

As previously mentioned it is beneficial to have the coefficients from 
the models saved into a database for in-database continuously scoring 

Fig. 5. BCR and energy savings in the first 11 months of the EPC project.  

Table 3 
Kaggle top 5 performing teams - modeling solutions.  

Rank Team Features Modeling Post-processing 

1 Matthew 
Motoki and 
Isamu 
Yamashita 
(Isamu and 
Matt) 

28 features CatBoost, 
LightGBM, and 
multi-layer 
perceptron 

Ensembled the 
model 
predictions 
using weighted 
generalized 
mean 

2 Rohan Rao, 
Anton Isakin, 
Yangguang 
Zang, and Oleg 
Knaub (cHa0s) 

Temporal 
features, 
building 
metadata, 
statistical 
features of 
weather data 

Catboost, 
XGBoost, 
LightGBM, and 
Feed-forward 
Neural 
Network 

Weighted 
average 

3 Xavier 
Capdepon 
(eagle4) 

21 features 
including raw 
weather and 
meta data 

Catboost, 
Keras CNN, 
LightGBM 

Weighted 
average 

4 Jun Yang (不用 
leakage 上分太 
难了) 

23 features 
weather lag 
features and 
aggregates 

XGBoost and 
Light GBM 

Ensembles. 
Weights were 
determined 
using the leaked 
data 

5 Tatsuya Sano, 
Minoru 
Tomioka, and 
Yuta Kobayashi 
(mma) 

Target encoding 
using percentile 
and proportion 
and the weather 
data temporal 
features 

LightGBM Weighted 
average  

6 https://github.com/buds-lab/ashrae-great-energy-predictor-3-solution-an 
alysis.  

7 https://catboost.ai/en/docs/installation/r-installation-binary-installation. 
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and monitoring of the ECMs. This is in the application handled by the 
package tidypredict, where xgboost, random forest and tree models are 
already a part of the tidypredict library. However, catboost, light-GBM 
and MLP is presently not possible to translate into SQL. Still, running 
predictions inside databases based on this is relatively straightforward 
to implement. While future work will carefully review these methods 
potential to improve the baseline models, the question raised by the 
ESCO several times along the project, “will more advanced modeling 
approaches enable the application to deliver more reliable results?” 
must also be recognized. To answer this there is a need to balance pre
dictive accuracy versus the value of a slightly better model. For instance, 
[29] points out that because of cost and constraints, the stakeholders are 
less prone to embrace innovations from a modeling point of view. Often 
they chose a very simplified model to estimate energy savings (eg. just 
one temperature variable). This is important to take into consideration. 
For example, the ESCO in this study was used to using energy - tem
perature curves from weekly aggregated data with a regression model 
based on only the average weekly temperature as an independent vari
able. In this study, the web application made it much easier for the 
ESCO’s transition from this model to an hourly based TVB model. To 
illustrate, they were given the chance to play around with the TVB 
model and to compare the overall results with the ET-curves (which 
gave very similar results). This comparison gave the user confidence as 
well as they could also see the extra benefits of looking at the results 
from an hourly perspective. 

4.2. Baseline models in web applications - advantages and disadvantages 

The advantages and disadvantages to deliver analytics using a web 
application instead of as a static report from an energy analyst can be 
divided into two phases; the development phase and the phase when the 
application is in production. During development one find that:  

1. The stakeholder is closely involved in deciding what information will 
be presented in the application, and is able to try early versions of the 
app interactively. This leads to a strong ownership for the end 
product. However, this phase requires more involvement and is time 
consuming.  

2. Different parties have different skill-sets, and working together 
during the development process means that those skill-sets are re
flected in the application. These are collaborative benefits that may 
be challenging to achieve otherwise. Because the application is real- 
time and dynamic there is an instant feedback from the users that 
may be difficult to capture in a workflow where the analysis is 
delivered as a static report. This interactivity was found to “trigger” 
curiosity and need for more information. It is easier for the user to 
“play” with the application than to order a new report with more 
information. 

Several advantages were found during the phase where the appli
cation is finished and set into production:  

1. The results are available at the users convenience. 
2. Increased efficiency for the analyst and the stakeholder. Less repet

itive work for the analyst and no user dependence on the analyst to 
deliver.  

3. The models are documented in the database for easy reproduction 
and daily scoring. 

4. Because it is possible to closely follow the ECM’s actual versus pre
dicted consumption on an hourly level in real-time, the application is 
not only used to monitor the energy, but also to optimize parts of the 
technical system.  

5. Several errors in the technical system was quickly detected. 

Furthermore, the reactive framework as offered by the Shiny appli
cation and adjoining R libraries enabled fast prototyping of different 

solutions, web dashboards and ways to visualize and report on the TVB 
model. Compared to the imperative programming scheme with static 
reports and a strict dependence on the energy analyst the proposed 
framework has proven valuable. 

5. Conclusions 

This paper demonstrates the development of a web application, 
ShinyRBase, using a reactive framework to document and continuously 
monitor and benchmark energy savings for 40 food retail stores in 
Norway. Using open source tools, R, Shiny and adjoining libraries, this 
process was relatively straightforward, compared to the more standard 
way of delivering energy savings report. There is no need to know 
HTML, CSS or JavaScript to do this. The reactive framework within the 
Shiny library and the automated way of developing a user interface 
handled those aspects. The end-user was trained to make them self- 
sufficient in terms of setting up baseline models for the different 
buildings and to continuously monitor the energy savings. The baseline 
models was based on a well specified linear regression, the Tao Vanilla 
Benchmarking model. 

Complex methodologies was instantly used by the end user without 
the need of advanced computation skills. The development and the use 
of the application promoted collaboration between practitioners (the 
ESCO and the customers) and the researcher/analyst. This collaboration 
resulted in an app that was fit for purpose because of the advise and the 
on-going interactive use from the collaborators. The advantages was 
twofold. First, during development the stakeholders took part of the 
process, which resulted in increased ownership and engagement. The 
different participating parties had different skill-sets, and working 
together during development those skill-sets ended up in a final appli
cation that was more relevant. Second, after the application was in 
production there were several other advantages compare to using a 
standard report to follow the energy savings. The users could look into 
the results at their own convenience, and always had fresh and current 
updates that was easy to monitor. Thus, a more efficient workflow for 
both the energy analyst (less repetitive work) and the end users (self- 
sufficient). The parameter estimates from the linear regression models 
for the different stores was saved in a table in the database (as a SQL 
query). This worked both as a documentation of the models, and as a 
useful way of scoring and updating the results every day. Hence, having 
the models documented in a database gave both easy and reliable 
reproduction of the models. Finally, since the results was always current 
and it was easy to closely monitor the savings, it was also easy to detect 
when the savings trended negatively. This enabled the users to quickly 
detect several errors in the technical system, such as ventilation in day- 
mode during night and lights that was not turned off. Some caveats 
should be mentioned. Even though the Shiny app simplifies the process 
of setting up a reactive framework there are still some added complexity. 
This way of working is more involved and time-consuming during the 
development phase, and running the app in production mode requires 
knowledge about setting up a server environment. 
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