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Abstract
Remote sensing data acquired from various sensors have been used for decades
tomonitor sea ice conditions over polar regions. Sea ice plays an essential role in
the polar environment and climate. Furthermore, sea ice affects anthropogenic
activities, including shipping and navigation, the oil and gas industry, fisheries,
tourism, and the lifestyle of the indigenous population of the Arctic. With
the continuous decline of sea ice in the Arctic the presence of human-based
activities will grow. Therefore, reliable information about sea ice conditions
is of primary interest to protect the Arctic and to ensure safe and effective
commercial activities and polar navigation.

Currently, sea ice services produce operational ice charts manually using the
knowledge of sea ice experts. However, with an increasing number of various
data sources that provide different information regarding sea ice, it is impor-
tant to develop automatic methods for sea ice characterization. Robust and
automatic ice charting can not be achieved using only one satellite mission. It
is fundamental to combine information from various remote sensors with dif-
ferent characteristics for more reliable sea ice monitoring and characterization.
However, how do we know that all the information is actually relevant? It may
be redundant, corrupted, or unnecessary for the given task, hence decreasing
the performance of the algorithms from the required processing time and ac-
curacy point of view. Therefore, it is crucial to select an optimal set of features
that provides the relevant information content to enhance the efficiency and
accuracy of the image interpretation and retrieval of geophysical parameters.
The work in this dissertation specifically focuses on the development of such a
method.

In this thesis, we employ a fully automatic, flexible, accurate, efficient, and in-
terpretable information selection method that is based on the graph Laplacians.
The proposed approach assesses relevant information on a global and local level
using two metrics simultaneously and selects relevant features for different re-
gions of an image according to their physical characteristics and observation
conditions. Moreover, it is linked in a common scheme with a classification
algorithm that helps to properly evaluate the performance of the information
selection and provides sea ice classification maps as an output. Accordingly, in
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recent studies, we investigate and evaluate the robustness and effectiveness of
the proposed method for sea ice classification by testing several data combi-
nations with various sea ice conditions. Experiments illustrate the flexibility
and efficiency of the proposed scheme and clearly indicate an advantage of
combining various sensors. Moreover, the results demonstrate the potential for
operational sea ice monitoring that should be further thoroughly examined in
future studies.
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1
Introduction
Over the last several decades, satellite imagery has become an important source that provides
useful information about the Earth’s surface. Nowadays, a region of interest (ROI) can be moni-
tored by various sensors characterized by different modalities, i.e., acquisition techniques, using
different frequency bands or wavelength channels, wide or narrow coverage, and coarse or high
spatial resolution, and different revisit periods [1].

Information provided by multiple sensors reflects different aspects of the ROI, e.g., hyperspectral
images reveal the material content, and light detection and ranging (LiDAR) technology provides
highly accurate measurements of the vertical height of structures. Nevertheless, here we aremore
focused on other sensors, such as optical, synthetic aperture radar (SAR), and passive microwave
radiometers (PMR). These sensors together grasp different aspects of the observed area, optical
sensors provide information about the chemical and atomic composition of the surface, synthetic
aperture radar responds to dielectric properties, geometry, roughness, as well as to an object’s
surface structure and - if the radiation penetrates into the object - to its volume structure, and
passive microwave radiometers measure the emitted radiance and temperature of different
surfaces. Moreover, each of these sensors has different sensing characteristics, such as units of
measurement, spatial resolution, image, and geographical coordinate systems. Consequently,
an accurate characterization of the Earth’s surface can be achieved by combining relevant
information coming from various modalities in order to obtain useful insight into different
aspects of the underlying surface [2].

Although improving the understanding and characterization of the ROI sounds very tempting,
the combination of the multimodal data sets raises several challenges [1, 2]. One of the chal-
lenges lies in the fact that we are dealing with heterogeneous data sets obtained from various
remote sensing systems, hence combining different data domains. Furthermore, by expanding
the size of a data set, we are simultaneously increasing the complexity of the records to be
analyzed, especially when it is multimodal. Moreover, although different data sources provide
complementary information, they can potentially also include redundant, corrupted, or simply
unnecessary information for a given task. Indeed, it has been shown that increasing the number

1



2 chapter 1 introduction

of modalities without properly addressing an investigation of the significance and reliability of
the data may even deteriorate the performance [3, 4]. This may, therefore, represent a strong lim-
iting factor to the use of multimodal remote sensing data analysis in practical scenarios, as well
as to its actual impact in operational frameworks within private and public sectors [1].

The main object of this dissertation is sea ice, which has become a hot topic in Earth observation
disciplines, as it plays a vital role in the polar ecosystem, and is one of the main indicators of
global climate change. Moreover, it strongly affects several anthropogenic activities in the Arctic
region, such as the oil and gas industry, fisheries, shipping, tourism, and the lifestyle and welfare
of the indigenous population.

Currently, there are plenty of satellite missions that observe sea ice in a wide range of the
electromagnetic spectrum. A large amount of publicly available data has created a need to
develop new accurate, flexible, and efficient methods capable of extracting relevant information
from heterogeneous data sets [5]. Moreover, these methods in combination with data fusion
can be employed to improve the performance of various algorithms in terms of accuracy and
computing time. The work presented in this thesis focuses on the development and validation
of the information selection method.

The information retrieval can be obtained by dimensionality reduction algorithms. Generally,
they are divided into two main categories, which are feature extraction and feature selection.
Each of these information retrieval techniques has its advantages and drawbacks. Feature ex-
traction reduces the dimensionality by finding the optimal transformation matrix and projecting
the original high-dimensional data onto a lower-dimensional subspace [6]. Unlike feature ex-
traction, feature selection reduces dimensionality by selecting the most informative subset of
existing records [7]. In the case of sea ice, it is crucial to preserve the original physical meaning
and characteristics of the data, therefore, our choice fell to the feature selection algorithms.
Among a huge variety of feature selection methods, graph-based algorithms have some unique
advantages, e.g. (a) the ability to capture complex relationships/dependencies among different
features, (b) the capacity to efficiently handle high-dimensional data, (c) flexibility in defining
similarity measures that allow customization of the feature selection process to the specific
needs, (d) capability to provide interpretable results that can help to understand the relation-
ships among features [8]. In this work, we are employing high-dimensional remote sensing
data obtained from various sensors and satellite platforms with complex relationships between
features, which motivates us to choose the graph-based clustering feature selection.

The proposed method has a few crucial novelties which distinguish it from existing techniques.
Among all the advantages, we would like to stress a few major contributions of this work and
the proposed approach in particular: (a) it employs two similarity measures that preserve global
and local particularities of the original data set; (b) it is performed on a superpixel level, i.e.
homogeneous regions that share similar pixel information, therefore, it selects the most relevant
features for the considered classes individually for each area of the scene; (c) it can be applied
to various data combinations with different characteristics; (d) it is unsupervised, thus not
requiring any prior information regarding the data.

1.1 Motivation
The work presented in this thesis is funded by the Centre for Integrated Remote Sensing and
Forecasting for Arctic Operations (CIRFA) which is a centre for research-based innovation hosted
by the Department of Physics and Technology at The Arctic University of Norway (UIT). The
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main focus of CIRFA in general, and this thesis in particular is the integration and combining of
remote sensing data from various sensors for improving sea ice observations.

1.1.1 Scientific Goals

The main scientific goals of this project which is a part of the CIRFA work package allocated to
"Sea Ice Remote Sensing" are as follows:

Goal 1: explore approaches to properly integrate, combine and utilize various types
of data with different characteristics in order to improve the knowledge regarding the
observed area and sea ice characterization in particular.

Goal 2: develop new strategies to extract relevant unique information from heteroge-
neous multimodal data combinations in order to improve the performance of the classi-
fication algorithms in terms of accuracy and time consumption.

Goal 3: investigate the potential capabilities of the developed algorithms for operational
sea ice monitoring.

1.1.2 Research Outcomes

Below is a list of main scientific publications that are specifically exploring the dissertation goals
mentioned above. Furthermore, we additionally list other published journal and conference pa-
pers that were not included as a part of the dissertation, however, contain important information
for this project.

1.1.2.1 Main Scientific Publications

1. E. Khachatrian, S. Chlaily, T. Eltoft, and A. Marinoni. "AMultimodal Feature Selection
Method for Remote Sensing Data Analysis Based on Double Graph Laplacian Diag-
onalization", IEEE Journal of Selected Topics in Applied Earth Observations and Remote
Sensing, Volume: 14, 11546 – 11566, November 2021.

2. E. Khachatrian,S. Chlaily,T. Eltoft,W. Dierking, F. Dinessen, andA. Marinoni. "Automatic
Selection of Relevant Attributes for Multi-Sensor Remote Sensing Analysis: A Case
Study on Sea Ice Classification", IEEE Journal of Selected Topics in Applied Earth Obser-
vations and Remote Sensing, Volume: 14, 9025 – 9037, July 2021.

3. E. Khachatrian, W. Dierking, S. Chlaily, T. Eltoft, F. Dinessen, N, Hughes, and A. Mari-
noni. "SAR and PassiveMicrowave Fusion Scheme: a Test Case on Sentinel-1/AMSR-2
Data Sets for Sea Ice Classification", AGU Geophysical Research Letters, Volume: 50(4),
February 2023.

Paper I introduces the proposed method and validates the performance of the algorithm using
various multimodal remote sensing data combinations for the purposes of urban and agricultural
classification (Goal 2). In this study,we validated ourmethod on scenes that have a proper ground
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truth (not readily available for Arctic sea ice) which makes it easier to accurately evaluate the
performance of the algorithm. We conducted various experiments with the algorithm in order to
properly tune it and motivate the choice of choosing several important parameters, validate the
robustness of the proposed approach, and compared it with existing dimensionality reduction
methods.

Paper II explores the potential of applying the information selection proposed in Paper I for dif-
ferent multimodal remote sensing data sets in order to improve the sea ice characterization and
classification algorithms performance (Goal 1, Goal 2). Moreover, we investigated features se-
lected for various sea ice and water classes. Additionally, we explored the advantages of applying
multisensor/multifrequency data combinations by comparing to single-sensor scenarios.

Paper III continues Paper II with further investigation on the potential of applying multimodal
remote sensing data sets for the improvements of sea ice classification. In comparison to previous
studies, here we apply the most commonly used sensors for sea ice observation and charting,
which are SAR and PMR, in order to test the proposed method for operational sea ice monitoring
(Goal 1, Goal 2, Goal 3).

1.1.2.2 Other Scientific Publications

1. E. Khachatrian and N. Sandalyuk. "On the Exploitation of Multimodal Remote Sens-
ing Data Combination for Mesoscale/Submesoscale Eddy Detection in the Marginal
Ice Zone", IEEE Geoscience and Remote Sensing Letters, vol. 19, pp. 1-5, 2022, Art no.
3513805, doi: 10.1109/LGRS.2022.3215202.

2. E. Khachatrian, S. Chlaily, T. Eltoft, and A. Marinoni. "Unsupervised Information
Selection In Multimodal Sea Ice Remote Sensing", PROCEEDINGS OF THE 25th IN-
TERNATIONAL SYMPOSIUM ON ICE Trondheim, Norway, 23rd – 25th November 2020.
The International Association for Hydro-Environment Engineering and Research (IAHR)
2020 ISBN 978-82-7598-120-0. s. 208-217.

3. E. Khachatrian, S. Chlaily, T. Eltoft, and A. Marinoni. "Selecting Principal Attributes
in Multimodal Remote Sensing for Sea Ice Characterization", EUSAR 2021 : 13th
European Conference on Synthetic Aperture Radar 29 March – 1 April 2021, VDE Verlag
GmbH 2021 ISBN 978-3-8007-5457-1. s. 531-536.

4. E. Khachatrian, S. Chlaily, T. Eltoft, P. Gamba, and A. Marinoni. "Unsupervised Band
Selection for Hyperspectral Data Sets by Double Graph Laplacian Diagonalization",
International Geoscience and Remote Sensing Symposium (IGARSS), 2021.

1.2 Notation
For notational convenience, random scalars are denoted by lowercase letters, e.g., 𝑧. Random
vectors are designated by bold lowercase letters, e.g., z. Bold upper case letters refer to matrices,
e.g., A. |A| denote the determinant of the matrix A. diag{𝑑1, . . . , 𝑑𝑁 } refers to a diagonal matrix
whose diagonal elements are 𝑑1, . . . , 𝑑𝑁 starting from the upper left.

In this thesis, we are using two similar terms, namely "feature" and "attribute". In general, they
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both are used to describe the properties or characteristics of an object or data set. Within this
dissertation, we are mostly using the term "feature", e.g. feature extraction or feature selection,
which is a commonly used term in fields such as classification methodologies, pattern recogni-
tion, and texture analysis. Nevertheless, in Chapter 4 dedicated to the proposed method, we are
using the notation “attribute” in order to not confuse it with textural feature extraction which
we are using in the same chapter. The term “attribute” is from information theory which in
our case refers to directly measured quantities such as, e.g., radar intensities at different fre-
quencies and polarizations, optical reflectance, and parameters such as textural or polarimetric
features.

1.3 Thesis Outline
The rest of this thesis is organized as follows. Chapter 2 introduces the main object of this
research - sea ice. Chapter 3 covers the basics of dimensionality reduction as an important part
of pattern recognition. Chapter 4 gives an overview of the proposed method and its novelty.
Chapter 5 demonstrates the basic principles of optical, SAR, and PMR remote sensing, while
Chapter 6 displays the challenges and importance of multimodal remote sensing in particular
for sea ice monitoring. The papers overview as well as the papers themselves are presented in
Chapters 7-10. Chapter 11 shows the main conclusions along with future research plans and
suggestions.





2
Sea Ice
In the last decades, sea ice research has become a crucial topic in Earth observation disciplines.
This is due to the fact that sea ice loss is one of the most visible signs of a current dramatic change
in the climate. It is especially crucial in the Arctic region where sea ice extent and volume are
declining rapidly [9]. Scientists from all over the world are trying to improve the understanding
and knowledge of the potential sea ice decline effect on Earth’s climate, ecosystems, and anthro-
pogenic activities in the Arctic. Figure 2.1 displays the Arctic and Antarctic sea ice extent for
several years including the record minimum for both poles along with the 1981 to 2010 median.
It is evident that the Arctic suffers a dramatic sea ice decline, while the Antarctic is having less
significant fluctuations in sea ice extent. Nevertheless, both Arctic and Antarctic are extremely
sensitive to climate change and especially to anthropogenic influence in comparison to the rest
of the world.

2.1 Sea Ice Importance
Sea ice plays an essential role in the global climate system, being an important indicator of any
climate-related fluctuations in the atmosphere and the ocean. There are several characteristics
of sea ice that affect components of the climate system. First and foremost, sea ice as a surface
layer completely prevents or significantly reduces the exchange of heat, momentum, and water
vapor between the atmosphere and the ocean [11]. Secondly, the reflection and absorption of
incoming short-wave radiation is controlled by surface albedo, which changes dramatically
with sea ice melting [12]. Naturally, sea ice has a significantly higher albedo compared to the
surrounding ocean. For comparison, the albedo of the ocean is approximately 0.06, while sea ice
albedo varies between 0.5 to 0.9 depending on the age, i.e., thickness and snow cover on top of
it [13, 14]. Therefore, sea ice absorbs less solar energy and keeps the underlying surface cooler.
Moreover, sea ice plays an important role in brine and freshwater distribution in the ocean.
Sea ice melting and formation affect ocean circulation and stratification, which is indirectly
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(a) (b)

Figure 2.1: Graphs of Arctic (a) and Antarctic (b) sea ice extent for 5 previous years
(2022, 2019, 2015, 2012, 2007) along with the 1981 to 2010 median shown
in dark grey color. The gray areas around the median line show the in-
terquartile and interdecile ranges of the data. Figure was generated from
[10].

influencing the climate in different areas [11, 15].

Sea ice covers large areas of the Arctic Ocean and plays a major role in the marine ecosystem.
Different species from large mammals to microorganisms inaccessible to the human eye depend
on the presence of sea ice. While birds andmammals use sea ice as a platform for hunting, smaller
organisms such as algae live either internally within the sea ice or at the ice-water interface
[17, 18]. Moreover, sea ice organisms are an important food source for different pelagic animals
and they are a reason for algae blooms occurring during the sea ice melt [17].

Additionally, sea ice considerably influences various human activities in the polar regions. The
lifestyle andwelfare of the indigenous population strongly rely on the presence of sea ice [19, 20].
Sea ice poses a great challenge to navigation in the polar seas, which is especially important
given the growth of shipping activity in the Northern Sea Route. Figure 2.2 illustrates the main
shipping routes in the Arctic Ocean, as well as the potential routes that can be possibly employed
in near future due to significant and unprecedented sea ice decline. Therefore, the knowledge
about its type, concentration, thickness, deformation, and extent is extremely important for
various activities, such as marine transportation and offshore operations, and for stakeholders
from the oil and gas industry, fisheries, and tourism, among others [21, 22]. Some of the ice
charting groups around the world, such as the Norwegian Ice Service (NIS), Canadian Ice Service
(CIS), and the Arctic and Antarctic Research Institute (AARI) are providing the daily sea ice
conditions overview in the form of maps. One of the examples of such a map is illustrated in
Figure 2.3. The ice chart provides information about sea ice concentration (SIC) and the location
of the original SAR data that was used. It should be noted that this kind of ice chart is produced
mostly manually and requires an expert’s knowledge.
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Figure 2.2: Map of the main Arctic shipping routes that become significantly more
employed due to the unprecedented sea ice concentration decrease. The
red line refers to Northwest Passage, the purple to Northeast Passage, and
the green line to the potential Transpolar Sea Route. The light blue line
corresponds to the Arctic Circle.

2.2 Sea Ice Observations
2.2.1 In-Situ Observations

In-situ observations of sea ice are crucial for understanding the processes that control its forma-
tion, growth, and decay. Many studies require extraction and examination of ice cover samples,
in order to obtain the physical, chemical, and biological properties of sea ice [23]. They in-
volve direct measurements of various properties of the ice, including its thickness, roughness,
temperature, salinity, and structure.

Even though the interest in sea ice research has grown significantly over the last decades, with
an increasing number of polar expeditions, in-situ observations are still very sparse and can only
reveal local information about sea ice.

Overall, in-situ observations of sea ice are still critical for understanding complex processes
of sea ice evolution. They provide researchers with valuable data that can further be used to
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Figure 2.3: Example of an ice chart produced by Norwegian Ice Service for the 1st
of December, 2022. Sea ice concentration is demonstrated by different
colors, while the black rectangles show the SAR imagery frames used in
the production of this ice chart. In addition to various SAR sources, the
Ice Service also uses data from other sensors, such as optical and passive
microwave in order to produce detailed ice charts. Such ice charts are
freely available from [16].

improve various sea ice models to make more accurate predictions about atmosphere - sea ice -
ocean interactions.

2.2.2 Remote Sensing Observations

Sea ice observations have a long history of more than a century. They were carried out visually
from coastal stations, ships, and aircraft. Aircraft survey was the main observation method until
the 1980s, however, it was spatially and temporally limited [22]. Regular sea ice monitoring
over larger regions became possible in the late 1970s with the advent of satellites and over the
last several decades, it became impossible to imagine operational sea ice monitoring without
satellite data [22, 24]. Since then, the technology for acquiring and analyzing sea ice data has
been considerably improved and extended.

The sea ice observations are carried out over a wide range of the electromagnetic spectrum, at
visible, infrared, and microwave wavelengths, using both active and passive sensors. Active sen-
sors generate their own signal and are independent of a natural radiation source, while passive
sensors rely either on solar illumination, as in the case of optical sensors, or on radiation that
is naturally emitted from the Earth’s surface and atmosphere, in the case of passive microwave
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radiometry.

Nowadays, the main sources of information about sea ice conditions and for climatological
studies are data from passive microwave radiometers (PMR), and synthetic aperture radars
(SAR). The latter is preferably used for strategic and tactical navigational support and for local
studies requiring data at high spatial resolution. Both sensors are commonly used due to their
independence from cloud and light conditions and therefore their ability to provide imaging
of the Earth’s surface continuously during day and night, and for almost all weather situations
[25].

2.3 Sea Ice Types
Sea ice can be classified based on different criteria, such as its thickness, structure, and environ-
mental conditions in which it forms. In the case of sea ice classification, we are more interested
in ice thickness which is related to the ice age and deformation.

The ice types based on World Meteorological Organization (WMO) Sea Ice Nomenclature are
the most common classification scheme for sea ice [26]. Even though the SAR and PMR data
can not directly measure the sea ice thickness, except the thickness of very thin ice that can be
retrieved from PMR data, the class labels for sea ice are mainly related to ranges of ice thickness
(nilas, grey ice, grey-white ice), in some cases directly focussing on age (e.g. young ice, first-year
ice, multi-year ice) [27].

For microwave remote sensing, it is important to understand the interaction of the radar signal
with the sea ice, which depends on various radar and radiometer data as well as on the ice
properties, in order to properly identify and distinguish different sea ice classes. In this thesis,
we used various sensors, namely optical, SAR, and PMR that provide different information
about sea ice types. It should be noted, that each of these sensors can provide complementary
information to distinguish different sea ice types. Optical data helps distinguish water, nilas,
and young ice, and SAR can provide information about older ice types, while from PMR data
one can derive the sea ice concentration and extent. Therefore, it is extremely beneficial for
visual inspection and manual identification of various sea ice and water classes to use various
sensors in combination in order to grasp all the available information about the ROI.

In Paper II several sea ice classes were determined after the visual data inspection, namely nilas,
grey ice, grey-white ice, level first-year ice (FYI), deformed FYI, thick FYI, and thin FYI. It should
be noted, that we used optical and SAR high-resolution data combinations that allowed us to
distinguish more sea ice types than shown in Paper III, where we are using SAR and PMR data
that significantly differ in spatial resolution. Accordingly, in Paper III only 3 sea ice classes were
determined after the visual inspection, namely brash ice, grey ice, and thin FYI.





3
Dimensionality Reduction
The majority of scientific contributions in this dissertation focus on the development and vali-
dation of a new information selection algorithm, therefore, this chapter introduces the basics of
dimensionality reduction which is an important part of pattern recognition in general.

3.1 Dimensionality Reduction Principles
Dimensionality reduction is one of the crucial parts of any pattern recognition task. It corresponds
to the methods applied to represent data with fewer features/attributes in order to discover a
compact and informative representation of the original data [6, 28]. There are several reasons
behind dimensionality reduction that makes it an important part of many applications. First and
foremost, dimensionality reduction methods can remove information redundancies that usually
exist in the set of samples obtained by the measuring devices [7]. This redundant information
can significantly increase the complexity of the analysis leading to a decrease or saturation
of the accuracy. Secondly, decreasing the number of data dimensions will lead to a reduction
of necessary computational resources and an increase in the overall algorithm performance.
Moreover, in the case of data sets with a large number of features, some models become too
complex and dimensionality reduction helps avoid the problem of overfitting. Likewise, it can be
used to transform non-linear data into a linearly-separable form. Additionally, it should be noted,
that not all the features are actually valuable since they can be redundant, corrupted, or simply
unnecessary for the given task and can potentially even decrease the method’s performance.
Accordingly, to improve the algorithm’s performance as well as knowledge about an observed
area, there is a need to develop an automatic method to select the relevant information.

Dimensionality reduction can be achieved through supervised and unsupervised methods. In re-
cent years, unsupervised dimensionality reduction techniques have raised considerable interest,
since they do not require any prior knowledge about the data, which gives them a significant
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advantage over the supervised methods, especially for applications where it is challenging to ob-
tain proper labeling [29]. Nevertheless, despite the huge variety of existing methods, generally,
dimensionality reduction methods can be divided into two main approaches: feature extraction
and feature selection.

3.1.1 Feature Extraction

Feature extraction is one of the dimensionality reduction approaches that reduce dimensionality
by finding an optimal transformation matrix and projecting the original high-dimensional data
onto a lower dimensional subspace [30, 31]. In this way, the separability of the data is increased,
however, the physical interpretability of the original data is not preserved.

In order to demonstrate the idea of feature extraction methods in general we will use one of the
most popular and widely applied unsupervised dimensionality reduction techniques, principal
component analysis (PCA) [7, 30]. PCA converts a set of features of potentially correlated
variables into a set of linearly uncorrelated variables, called principal components. It projects
the original set into a lower dimensional space spanned by a subset of the principal eigenvectors
of the data’s covariance matrix. Thus, it reduces the size of the original set while maximizing
its variance [7].

Let 𝑀 be the number of all features, in our case multimodal remotely sensed images, e.g.,
polarization intensities, spectral channels, textural features, etc. It should be noted, that the
images acquired by different sensors may have different physical units, different resolutions, and
different coordinate systems. The first step of analysis consists of making the data comparable,
by means of normalization, subsampling, and spatial alignment on the same coordinate system
such that the images perfectly overlap. We denote by x𝑖 ∈ R𝑀 the set of𝑀 images, where each
image represents one feature associated with the 𝑖-th pixel, and by X = [x1, . . . , x𝑁 ] ∈ R𝑀×𝑁

the matrix of features, where 𝑁 is the number of pixels.

In order to remove the redundancy and reduce the dimensions of the original features, PCA
generates a new representation using the eigenvectors of their covariance matrix. The sample
covariance matrix of the features can be written as follows:

𝚺 =
1

𝑁 − 1

𝑁∑︁
𝑖=1

(x𝑖 − 𝝁) (x𝑖 − 𝝁)𝑇 (3.1)

where 𝝁 = 1
𝑁

∑𝑁
𝑖=1 x𝑖 , and .

𝑇 denote the transpose operator. Using singular value decomposition
[32], we obtain:

𝚺 = V𝚲V𝑇 (3.2)

where V ∈ R𝑀×𝑀 is a unitary matrix, whose columns are the eigenvectors of 𝚺, while

𝚲 = diag{𝜆1, . . . , 𝜆𝑀 } is a diagonal matrix, whose elements are the eigenvalues of 𝚺, sorted
such that 𝜆1 ≥ 𝜆2 ≥ · · · ≥ 𝜆𝑀 .
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V =

𝑣11 𝑣12 . . . 𝑣1𝐾 . . . 𝑣1𝑀
𝑣21 𝑣22 . . . 𝑣2𝐾 . . . 𝑣2𝑀

...
𝑣𝑀1 𝑣𝑀2 . . . 𝑣𝑀𝐾 . . . 𝑣𝑀𝑀
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𝐾 principal eigenvectors (3.3)

𝚺 depicts the second-order statistical relationships between the features. Moreover, the eigen-
vectors of 𝚺 can be geometrically interpreted as the axes that best represent the directions of
the data plane [33]. Their corresponding eigenvalues reflect the variability of the features along
the axes. Accordingly, eigenvectors with large eigenvalues reveal most of the information about
data variance [33]. Therefore, PCA uses principal eigenvectors corresponding to the 𝐾 largest
eigenvalues of 𝚺 (which hold most of the variation about the features) [34], as the basis of a
lower-dimensional space onto which the data set is projected. Respectively, we use the rows of
V = [v1, . . . , v𝐾 ], after discarding the eigenvectors corresponding to the smallest eigenvalues,
as the new representations of the features (see Equation 3.3). This new representation that
accounts only for the largest eigenvalues presents a powerful discrimination compared to the
original features. The new lower-dimensional space is given by:

Y = XV𝑇 (3.4)

where Y is the transformed output image, X is the original set of input features defined above,
and V ∈ R𝑀×𝐾 is the matrix of normalized eigenvectors of the input data set covariance matrix,
which is ordered by the respective eigenvalues. Depending on the data set and task, the first
several components are selected as relevant representative features.

As was mentioned above, PCA is a widely used dimensionality reduction technique. It projects
the original data onto a new transformed space, a direct mapping between the original features
in the data set and the PCA components [33]. This strongly affects remote sensing data analysis,
since it makes it difficult to achieve an interpretation of the physics behind the outcomes of the
analysis, i.e., it is not possible to understand what physical factors (identified by the features
originally collected in the data set) drive the information extraction process. This is a crucial
drawback, especially in disciplines (e.g., environmental monitoring, climate change adaptation,
and mitigation) that rely on a robust characterization of the events occurring on the Earth’s
surface [35, 36].

One of the first results of this PhD project that we achieved was improving the principal feature
analysis (PFA) technique [37] which is a feature selection method that was based on PCA. PFA
exploits the same tools as PCA to generate a new representation of the data, however, this
new representation, as opposed to PCA, can be mapped back to the original domain and hence
preserves the physical interpretation of the data set. In [38] we applied PFA for multimodal
information selection for remote sensing of sea ice. In contrast to the classic PFA, we perform the
selection in a patch-wise manner, which allows us to capture the most relevant information for
smaller homogeneous regions. Moreover, we take into account the particularity of each object in
the observed scene, since our approach only chooses the relevant features to its characterization.
Experimental tests demonstrated the robustness and flexibility of the improved algorithm. This
experience and knowledge helped us in developing a new feature selection algorithm that we
subsequently proposed.
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Among the methods of feature extraction, besides PCA and its variations, we may also cite, for
instance, decision boundary feature extraction (DBFE) [39]. Unlike PCA, DBFE is a supervised
approach that uses the training set to determine the decision boundary between classes. The
eigenvectors of the decision boundary matrix determine the direction of projection of the original
set of features. Thus, it provides a minimum number of transformed features that achieve the
same accuracy as the original set [39].

3.1.2 Feature Selection

Feature selection is a part of different scientific fields, such as pattern recognition, machine learn-
ing, data mining, and statistical analysis. Unlike feature extraction, feature selection reduces
dimensionality by selecting the most informative subset of records, preserving the character-
istics of the original data without working in a different space [40]. It determines a relevant
subset of the original set according to different criteria, such as information, similarity, or cor-
relation.

3.1.2.1 Categories

There are different ways how the feature selection methods are divided, in this work we will
categorize them into several main categories: ranking-based, searching-based, sparsity-based,
embedding learning-based, clustering-based, and hybrid-based. The following paragraphs pro-
vide a brief description of each category:

Ranking methods measure the significance of each feature individually by sorting them
in terms of relevance using different criteria [41, 42]. They can be very efficient, however,
not very precise due to the fact that they do not consider the relationship between the
features. Among this feature selection category, it is worth citing Fisher score selection
(FIS). FIS is a supervised algorithm that uses the Fisher score as a criterion to select the
most relevant features. Fisher score measures the ability of each feature to reduce the
intraclass distance while increasing the interclass distance [43].

Searching methods select the optimal subset in an incremental, removal, or update
manner using a search method, such as the genetic algorithm [44] or branch and bound
[45]. This category of feature selection methods is more accurate compared to ranking
methods since it considers the interaction between the data, however, such methods are
limited by the size of the searching space. In the case of large data sets, computation time
significantly increases, and the searching methods fail to achieve optimal results. Within
this category, it is worth highlighting forward feature selection (FS) [46], orthogonal
branch and bound (OBB) [45], and the genetic algorithm (GA) [44]. FS determines the
optimal subset in an incremental fashion. The algorithm starts with a minimum number
of features, and with each new step, it adds one feature that improves the accuracy until
no further improvement is noticed [46]. The OBB is a backtracking feature selection
algorithm, that is based on the assumption that the adopted criterion function fulfills
the monotonicity condition. Hence, it guarantees finding the optimal subset while omit-
ting many feature subset evaluations. The branching step consists of constructing the
tree such that the subtree of each level is constructed by deleting one feature until the
required number of features is reached. The bounding step represents the process of
traversing the tree to find the optimal subset [45]. GA is an adaptive algorithm that finds
the global optimum solution for an optimization problem based on the mechanics of
natural genetics and biological evolution. Genetic algorithms operate on a population of



3.1 dimensionality reduction principles 17

individuals to produce better approximations. In feature selection, each individual in the
population represents a predictive model with genes that correspond to the total number
of features in the data set. Genes are encoded as binary values that show if the feature
is included or not in the subset [44].

Sparsity methods emphasize underlying structures within data by solving an optimiza-
tion problem with sparsity constraints [47]. Among this category, we can mention several
methods, one with sparse non-negative matrix factorization (SNMF) that uses additional
constraints, such as the thresholded Earth’s mover distance (TEMD) [48], and sparse
representation-based band selection (Spa-BS) [49] that does not require non-negative
matrix factorization.

Clustering methods divide the components of the original set of features into differ-
ent groups/clusters, and from each cluster, selects a representative relevant element to
compose the optimal subset [50]. It is worth noting that the approaches within this cat-
egory can be further divided into three sub-categories, k-means-based [47, 50], affinity
propagation-based [51], and graph-based [52]. This thesis shall focus on graph-based
methods.

Embedding learning-basedmethods incorporate feature selection into the optimization
of a specific model for various applications, such as classification, target detection, unmix-
ing, etc [47]. Here we can mention a method that automatically eliminates redundant
features by adopting logistic voting to improve the convergence speed of recursive-feature
elimination (RFE) [53]. Additionally, there is an RFE-SVMmethod that was modified into
the kernel-based feature-selection algorithm, which applied a magnitude of the support
vector machine (SVM) coefficients as a ranking criterion to select the relevant features
and improve the classifier training [54].

Hybrid methods integrate multiple above-mentioned operations to obtain relevant fea-
ture selection. Among the hybrid-based algorithms, we can highlight a method where
the ranking and eliminating searching schemes were combined together in order to rank
the features according to minimum redundancy and maximum relevance (mRMR) along
with sequential backward elimination to choose the most relevant features [55].

3.1.2.2 Graph Clustering

Among the various subcategories of clustering-based feature selection methods, graph-based
clustering methods play a key role. Even though the definition of clustering feature selection
methods might look similar to the ranking methods, in reality, there are some significant differ-
ences. While ranking methods involve assigning a score or rank to each feature based on some
metric or criterion, clustering methods group similar features together based on some similarity
measure or distance metric. The intuitive goal of clustering itself is to separate the data points
into several groups/clusters such that points in the same group are similar, while the points in
different groups are dissimilar to each other. The graph clustering-based approaches find the
relevant features by partitioning the graph into subgraphs and selecting the representative fea-
ture from each of them [56]. Consequently, the crucial difference between the above-mentioned
feature selection methods lies in the fact that the ranking techniques focus on the individual fea-
tures and arrange them depending on the rank or score, while the clustering-based approaches
group features together and select them based on their similarity or correlation with each
other.
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Figure 3.1: Example of the graph of four features. Blue circles represent the set of
vertices/nodes, while the red lines correspond to the set of edges that
connect the nodes. The dashed red line shows a weak connection, while
the solid red line shows a strong connection between features, therefore
A1 and A2 are grouped into one cluster, while A3 and A4 are included in
another cluster.

Graphs are one of the natural ways to represent various types of data. A graph is a set of nodes
or vertices, where each node corresponds to one feature, with a corresponding set of edges that
connect them (see Figure 3.1). The edges may be either directed or undirected and in some
cases, they can have weights. If there is not much information apart from similarities between
the data points provided, a nice way of representing the data is to form a similarity graph.
There are various similarity graphs that differ from the construction point of view. The main
idea is to properly model the local neighborhood relationships between the data points. The
most commonly used graphs are 𝜖-neighborhood graph, 𝑘-nearest neighbor graph, and fully
connected graph. The 𝜖-neighborhood graph is usually considered as an unweighted graph that
connects all points whose pairwise distances are smaller than 𝜖. The 𝑘-nearest neighbor graph
is a directed graph where vertexes are connected among their 𝑘-nearest neighbors. The fully
connected graph simply connects all points with positive similarity with each other, and weights
all the edges. In the case of a fully connected graph, we use a similarity function to reflect the
local neighborhood relationships.

For the sake of clarity, we present the principles of the graph clustering feature selection first
at a pixel level. The adaptation to the superpixel/patch level will be demonstrated in Section
3. In feature selection, we specifically aim to find the smallest subset of features, that preserves
the structure and information content of the original set. Let {𝑥1, . . . , 𝑥𝑀 } be a set of data
points/pixels, where M is the number of features used, then {𝑥1, . . . , 𝑥𝐾 } corresponds to a
smaller subset that we are targeting to find, where 𝐾 refers to the number of features to be
selected. The undirected and fully connected similarity graph is introduced as follows:

G(V,E) (3.5)

where V denotes the set of data points from our features that are represented as nodes/vertices,
while E corresponds to the edges that connect the nodes and reflect their similarities.

The most commonly used function to create a fully connected graph is the Gaussian similarity
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function which is given by:

𝑤𝑖, 𝑗 = exp

(
−
(𝑥𝑖 − 𝑥 𝑗 )2

2𝜎2

)
(3.6)

where 𝜎 > 0 is a parameter that controls the width of the neighborhoods [56]. A large value of
𝜎 will indicate a larger similarity even if the Euclidean distance between 𝑥𝑖 and 𝑥 𝑗 is relatively
large, whereas conversely, a lower value of 𝜎 weakens the resemblance judged from only the
Euclidean distance.

In graph theory, there are a few graph representations that can be used to reflect the relationships
between data points and to construct a graph Laplacian matrix, namely affinity (weighted
adjacency) and adjacency matrices. However, they differ in their definitions and the information
they provide. The adjacency matrix W is a graph representation, where the row and column
indices represent the nodes, and the entries represent the absence or presence of an edge
between the nodes, either 0 or 1. An affinity matrix is similar to an adjacency matrix, however,
the value for a pair of points signifies how similar those points are to each other. Therefore,
the affinity acts like the weights for the edges on our graph. For both, affinity and adjacency
matrices, 0 corresponds to complete dissimilarity between two points, while 1 means that the
points are identical. The main difference between the two matrices is that the affinity matrix
reflects the similarity between data points, while the adjacency matrix provides information
about the structure of the graph. Whereas the symmetrical matrixW represents the connections
between the nodes in a graph, the degree matrixD is a diagonal matrix that contains information
about the degrees of the nodes in the graph, thereby demonstrate how many edges connect to
a particular node.

Once the graph is defined according to the operations that have been previously introduced, we
can build the Laplacian matrix that plays a crucial role in graph clustering. There are various
variants of graph Laplacians each of which has different properties, however, the most com-
monly used definitions are the unnormalized Laplacian and the normalized Laplacian [56]. The
normalized graph Laplacian matrix is defined as

L = I − D−1/2WD−1/2 (3.7)

where I is the identity matrix. W = (𝑤𝑖 𝑗 ) is the adjacency matrix of the graph G, and D =

diag(∑𝑖≠𝑗 𝑤𝑖 𝑗 ) is a degree matrix, which counts the number of times an edge terminates at the
particular vertex.

The next step is to perform the eigendecomposition of the Laplacian matrix that provides infor-
mation about the graph’s structure that can be used for further clustering. The corresponding
eigenvectors of the Laplacian matrix form a set of orthogonal basis vectors that span the space of
all possible vertex configurations. Accordingly, by projecting the vertices onto these eigenvectors,
we can obtain a low-dimensional representation of the graph that preserves the graph’s connec-
tivity [56]. The eigenvectors that correspond to the smallest eigenvalues of the Laplacian matrix
are especially crucial, since they capture the local structure of the graph, therefore, being the
most informative. After that, the clustering algorithm can be performed on this low-dimensional
representation in order to group similar vertices together. The eigendecomposition is defined
as follows:
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L = V𝚲V𝑇 (3.8)

where 𝚲 = diag(𝜆1, ..., 𝜆𝑀 ), is a diagonal matrix of the corresponding eigenvalues, and V is the
matrix of eigenvectors.

The last step is clustering itself, which is performed on the eigenvectors that were built from the
graph or the data set. Correspondingly, we stack the most informative first 𝐾 eigenvectors of L,
u𝑖 (𝑖 = 1, . . . , 𝐾), into one matrix U = [u1, . . . , u𝐾 ], where 𝐾 is the number of clusters to be
created. It should be noted, that 𝐾 is directly connected to the number of features to be selected.
There are various ways to determine the appropriate 𝐾 for a clustering algorithm, such as Elbow
Method, Silhouette Method, and Gap Statistic [57, 58, 59]. However, each of these methods can
provide a different optimal value for 𝐾 , even for the same data set. Moreover, some of these
algorithms are time-consuming. Therefore, in some cases, it is better to tune the 𝐾 for specific
data sets. The graph partition can be done using a clustering method, which is an unsupervised
division of the data points into a number of groups with similar values. There are plenty of
algorithms that are used for clustering purposes, among them those that are particularly suitable
for sea ice analysis [60]. In this work, we are employing a commonly used method in spectral
clustering, namely 𝑘-means [7], which is a simple and fast clustering algorithm.

The k-means algorithm is one of the simplest unsupervised learning techniques, that group a
given data set through a particular number of clusters that are fixed apriori. The basic idea
behind the 𝑘-means algorithm is that we define 𝐾 centroids, one for each cluster, respectively,
that should be placed as far away as possible from each other.

Generally, 𝑘-means can be divided into 3 crucial steps. As a first step, namely (1) cluster
initialization we randomly select the 𝐾 centroids, which in our case corresponds to the number
of relevant features we want to select. The second step is (2) cluster assignment, where we
take each point that belongs to a given data set and associate it with the nearest centroid. The
final step of this algorithm is (3) cluster update, where we re-calculate 𝐾 new centroids, by
averaging the locations of data points corresponding to each centroid and re-assign the centroid
to that location. Additionally, we perform the steps (2) and (3) until convergence (until the end
of the change in centroids position).

In conclusion of this paragraph, I would like to add that, for sea ice monitoring, it is not a
very common scenario to have large data sets in terms of a number of features. Even if it is a
multimodal case, like in this particular dissertation, we can potentially end up with less than a
dozen of features. Although, it is possible to increase the number of features by extracting the
textural or polarimetric parameters. However, even when we have only a few features, feature
selection can still be a useful technique to improve the performance of the classification.



4
Proposed Scheme
The backbone of the dissertation and the most important part of Paper I, Paper II, and Paper
III is the proposed dimensionality reduction method that is integrated into the scheme for
classification. In this section, we briefly introduce the proposed information selection method,
which is based on the representation of Graph Laplacians, as well as the whole scheme for data
processing and classification. The scheme itself consists of three main parts, which are displayed
in Figure 4.1, namely Attribute Generation, Attribute Selection, and Classification.

4.1 Attribute Generation
Attribute Generation is the very first step that includes Pre-Processing and Feature Extraction.
In Paper I we used publicly available data sets that are fully pre-processed. In Paper II the pre-
processing part was fully performed by the dissertation author, while in Paper III other authors
were involved in the data curation part.

4.1.1 Pre-Processing

One of the main goals of this thesis is the employment of multimodal data sets which are
acquired by various sensors that operate at different frequencies, hence can potentially have
different characteristics, such as units of measurement, spatial resolution, and geographical
systems. As a very first step, we make sure that all the acquired images are perfectly spatially
compatible.

Therefore, the images should be spatially aligned such their attributes overlap; calibrated if
needed; resampled to the same spatial resolution; denoised, which is especially important for
SAR, where we have to consider thermal noise and speckle; and stacked together. Most of these
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Figure 4.1: Flowchart of the proposed algorithm with all the crucial steps for a multi-
modal sea ice classification case.

steps were performed in ESA’s Sentinel Application Platform (SNAP).

4.1.2 Textural Features Extraction

One of the crucial parts of Attribute Generation is the extraction of textural features from the
gray-level co-occurrence matrix (GLCM) [61, 62, 63]. This step was performed in each of the
included papers, in order to increase the number of attributes and extract some additional unique
information from the original data.

It is worth mentioning, that there are other features besides textural that can potentially be
applied to sea ice analysis. Especially, polarimetric features should be highlighted, since they
are able to provide more detailed and accurate information about the physical properties of sea
ice than traditional intensity-based features. Moreover, by analyzing the polarization properties
of the radar signal, it is possible to obtain crucial information about sea ice, such as its surface,
volume, and dielectric properties. Even though polarimetric features were not used in this thesis,
they can potentially be integrated into future studies.

In the case of sea ice, we used a directional average for 0◦, 45◦, 90◦, and 135◦ which is common
practice to account for the possible rotation of sea ice floes, leads, or any other sea ice structure or
roughness pattern on the ocean surface. There are also other parameters that can be potentially
changed, such as distance/displacement or window size, however, it is noteworthy that minor
changes in these parameters are not significantly affecting the performance. Therefore, it is
more beneficial to use averaged parameters in order to reduce the number of GLCM matrices.
Figure 4.2 demonstrates a few GLCM textural features extracted from one optical band and SAR
polarization for eddy identification in the marginal ice zone that we used in other studies. It
is evident that the textural features can potentially expand the amount of unique information
that will further be evaluated by the proposed selection method in order to decide whether it
is complementary or redundant.
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Figure 4.2: Examples of GLCM texture features (angular second moment (ASM), vari-
ance, entropy, correlation, contrast) extracted from optical Band 9 and
SAR HH polarization for the marginal ice zone over the Greenland Sea,
East Greenland [64].

4.2 Attribute Selection
Here we present the proposed fully unsupervised, adaptive, interpretable, and flexible informa-
tion selection algorithm. In the remaining of this section, we refer to our method as GKMI, based
on the two similarity measures that were used, namely the Gaussian Kernel and Mutual Infor-
mation. The proposed information selection method consists of three main steps: Segmentation,
Graph Building, and Graph Clustering.

4.2.1 Segmentation

Taking into account the large data size of the remote sensing images, performing the information
selection in a pixel-wise manner is computationally expensive. Therefore, in order to alleviate
the computational complexity, we implement the algorithm superpixel-wise, i.e., patch-wise.
Moreover, depending on the size of superpixels, it allows us to preserve more local particularities,
which is crucial since some image parts might require different types of attributes to effectively
represent different classes and characteristics.

It should be noted that there are other patch-wise approaches, e.g. using regularly spaced
windows. However, in comparison to fixed windows, superpixels include pixels that share similar
information since they are generated using segmentation, which is a grouping of homogeneous
pixels. It makes the selection more accurate and precise. Figure 4.3 illustrates an example of
superpixel segmentation for the sea ice scenario.

There are various segmentation methods that can be used to divide the image into superpixels,
such as Watershed [65] or Felzenszwalb [66], and Simple Linear Iterative Clustering (SLIC) [67]
segmentation method. Watershed and SLIC are two commonly used algorithms in computer vi-
sion and image processing, that partition an image into small, compact regions called superpixels.
Watershed treats an image as a topographical surface and partitions it based on the intensity and
spatial gradients, while SLIC, on the other hand, is a clustering-based approach that partitions
an image into a fixed number of superpixels based on color and spatial distance.
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(a)

(b)

Figure 4.3: Example of superpixel segmentation for sea ice: original image (a), seg-
mented image (b).

Furthermore, the number of superpixels is a parameter that can be changed within the algo-
rithm depending on user preferences and applications. It is worth mentioning, that superpixel
segmentation is only used as a part of the information selection step and despite other valuable
benefits, the main purpose of the superpixel-wise approach is the computational optimization
of the attribute selection algorithm.

4.2.2 Graph Building

To find the attributes which are best suited for sea ice classification, we apply a selection method,
that relies on information theory metrics and on a representation based on graph Laplacians. The
following subsections, namely Graph Building and Graph Clustering are based on the approach
and equations that are fully described in Section 3.1.2.2. Therefore, the main focus will be on the
crucial differences, between the classical approach and our proposed attribute selection.

First and foremost, in comparison to the classical pixel-wise approach, the proposed method is
performed on a superpixel level, therefore, let 𝐿 be the number of superpixels extracted using
the segmentation method and 𝑀 the number of initial attributes.

Furthermore, unlike existing graph-based clustering methods that are only using kernels as
similarity measures (representing the mutual relations between the data points), we are also
considering the information content of the original data. Therefore, the similarity is quantified
using two metrics simultaneously, which allows us to capture relevant information at different
scales which improves the precision of the selection. The mutual information (MI) is performed
globally and provides a better estimation of the attributes-shared information,while the Gaussian
kernel (GK) is applied locally and preserves the structure of the original data.

Gaussian Kernel 𝑤GK
𝑙𝑖 𝑗

is a commonly used similarity measure that permits the preservation of
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the structure of the original data set and in our method, it is performed on each superpixel
separately using Equation 3.6. The difference is that instead of scalars 𝑥𝑖 and 𝑥 𝑗 we are using
the vectors x𝑙𝑖 and x𝑙 𝑗 consisting of all pixels corresponding to the 𝑖-th and 𝑗 -th attribute of the
given superpixel 𝑙 respectively.

On the other hand,MI reports the shared information between two attributes [68]. The selection
via information is performed image-wise in order to capture the global information of the original
data. It is defined as follows:

𝑤MI
𝑖, 𝑗 = 𝐼

(
x𝑖 , x𝑗

)
, 1 ≤ 𝑖, 𝑗 ≤ 𝑀

=

𝐿∑︁
𝑖=1

𝐿∑︁
𝑗=1

𝑃
(
x𝑖 , x𝑗

)
log

(
𝑃

(
x𝑖 , x𝑗

)
𝑃 (x𝑖 ) 𝑃

(
x𝑗

) ) (4.1)

where 𝑃 (x𝑖 , x𝑗 ) is the joint density function of x𝑖 and x𝑗 , and 𝑃 (x𝑖 ) and 𝑃 (x𝑗 ) are the marginals.
Small values of 𝑤MI

𝑖, 𝑗
exhibit independency of x𝑖 and x𝑗 which means that both attributes en-

compass different information. Conversely, high values of𝑤MI
𝑖, 𝑗

show dependency between the
attributes which means that both reflect similar information.

It should be mentioned, that for the image-wise metric that reveals the information content
of the original attributes, other metrics could be potentially used. For instance, the Pearson
correlation coefficient measures the linear relationship between two attributes, thereby showing
how similar they are [69]. In one of the studies, we applied the Pearson correlation coefficient
as an intercorrelation criterion to directly evaluate the performance of the different information
selection methods [70].

Accordingly, for each superpixel 𝑙 , we build a multi-graph G𝑙 (V𝑙 ,E𝐺𝐾𝑙 ,E𝑀𝐼 ), where V𝑙 denote
the set of attributes, E𝐺𝐾

𝑙
and E𝑀𝐼 are two set of edges that connect the vertices. Consequently,

the weights of the edges (strength of the connections) are given by Gaussian kernel𝑤GK
𝑙𝑖 𝑗

, and
mutual information 𝑤MI

𝑖, 𝑗
. The MI is measured image-wise, considering pixels of the original

images, therefore, the weights are equal for all superpixels, while the GK is calculated superpixel-
wise, using only the pixels within each superpixel.

Applying the method on the superpixel level as well as exploiting two similarity measures
are two main novelties of the proposed information selection algorithm that distinguish our
method from the classical graph-based feature selection approaches. These novelties give us
the possibility to extract both global and local information about our data which allows us to
enhance the performance of the proposed method.

4.2.3 Graph Clustering

By partitioning the graph G𝑙 into sub-graphs, GKMI groups similar attributes together, according
to two similarity measures. Thus, by selecting a representative attribute from each sub-graph
we obtain a subset that preserves the structure and the information content of the original set
of attributes within the 𝑙 superpixel.

The Graph Clustering part of the method applies similar steps as in Section 3.1.2.2. Accordingly,
since we have two similarities, we should calculate two normalized Laplacian matrices, LGK and
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LMI, that are associated with the G𝑙 . They are defined using Equation 3.7.

After the Laplacian matrices are calculated, we can perform joint approximate diagonalization
in order to obtain joint eigenvectors and corresponding eigenvalues of the LGK and LMI using
Equation 3.8. The common eigenspace spanned by both Laplacians enables their interaction,
which might unfold the complicated structure of the graph.

The last step is performing k-means clustering on the joint eigenvectors that were built from
the graphs of the data set. Accordingly, the final subset of 𝐾 relevant attributes will correspond
to the attributes closest to the centroids of the clusters, which is determined by comparing the
distances between the centroids and each attribute. Moreover, the embedding (the matrix of
eigenvectors of the Laplacian matrix associated with the eigenvalues) of the attributes increases
their separability and accordingly gives better results than when performing the clustering on the
original attributes [56]. Unlike the classical feature extraction approaches, attribute embedding
can be mapped back to the original set since the original attributes and their new representations
have the same indices. It allows for preserving the physical interpretability, which can be of
crucial importance for some applications.

4.3 Classification
Dimensionality reduction in general and the proposed information selection, in particular, can
be used as a pre-processing step for different kinds of applications and algorithms, such as
target detection, classification, unmixing, etc. In our case, in order to quantify and evaluate
the performance of the proposed method we linked it with different classification algorithms.
It should be noted that the main focus of the thesis is developing the dimensionality reduction
algorithm, therefore the classification methods will be only briefly described.

Throughout this thesis, we applied different supervised classification methods. Supervised meth-
ods require to have prior information about the data in order to learn specific patterns and
further predict an associated discrete class. There are also unsupervised methods, also known
as clustering, e.g. k-means described in Section 3.1.2.2, that do not require any preliminary
knowledge about original data. They have the advantage of providing a segmentation based
on the actual image information, however, it is challenging to afterward label the segments ac-
cording to a given classification scheme. Moreover, another limitation is that in most clustering
algorithms, the number of clusters has to be fixed before running the algorithm, which might
differ from the actual number of classes on the observed scene.

4.3.1 Support Vector Machines

Support Vector Machines (SVM) is a type of classifier that is commonly used in various fields,
such as vegetation [71], land cover [72], and sea ice classification [73]. It determines a set of
hyperplanes that separate the data set into different classes [74].

Originally SVM is a linear classifier that searches for the optimal linear decision boundary in the
training set, which is defined by maximizing the margin to the closest training samples (called
support vectors) of each particular class. However, depending on the case, if the points in the data
set are not linearly separable, SVM can model nonlinear decision boundaries through the use
of various kernel functions [7]. Figure 4.4 shows an example of simulated training samples for
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(a) (b)

Figure 4.4: Example of simulated training samples for the two-dimensional two-class
problem: linearly separable case (a), non-separable case (b). Various colors
represent different classes. The black line displays the optimal decision
boundary for a linearly separable case.

the two-dimensional two-class problem, where (A) shows the linearly separable case, while (B)
shows the non-separable case. It should be noted, that the choice of the proper kernel is a crucial
parameter that affects the performance and should be optimized for a particular task.

In Paper I in order to validate the performance and show the consistency and robustness of our
algorithm, we implement SVM and Random Forest (RF) since they are two of the widely applied
classifiers in remote sensing.

4.3.2 Random Forests

Random Forest is another type of classifier that is commonly used in remote sensing. RF generates
an ensemble of individual decision trees and combines their outputs to get an accurate prediction
of the class [75]. Each individual decision tree in the forest is a multistage decision system that
sequentially rejects classes along a path of nodes until the final proper path for a particular class
is created. There are various ways to split the trees depending on the splitting criteria and other
factors. The most common trees split the feature space linearly into hyper-rectangles with sides
parallel to the axes of the feature space.

RF was used in Paper I, Paper II, Paper III. In Paper I we used RF along with SVM in order to
properly demonstrate the robustness of the proposed information selection algorithm as well as
to tune the parameters within the method. Whereas on the smaller urban scenes used in Paper I,
both RF and SVM provided similar performance, on the large sea ice scenes employed in Paper
II and especially in Paper III, the SVM needed significantly more computer time. Therefore, in
Paper II and Paper III we integrated the RF classifier into the sea ice classification scheme since
it was providing less computational complexity than SVM, which is crucial if we are aiming
toward operational sea ice monitoring. Moreover, we further investigated the potential of the
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proposed method for different data combinations and more sophisticated scenarios.

4.3.3 Validation Metrics

Once the supervised classifier is finally developed and properly tuned, it is crucial to evalu-
ate the performance and estimate the quality of the outputs. The validation is performed on
the data which is preliminary split into the training and test set. There are several metrics
that we used throughout the thesis to quantitatively evaluate different aspects of the proposed
scheme.

The Overall Accuracy (OA) shows the percentage of correctly classified samples, Average Accu-
racy (AA) quantifies the mean of class-specific accuracies for all classes, while Cohen’s Kappa
coefficient (𝑘) measures the agreement between the classification and the reference data [76].
Additionally, we used the Execution Time (ET) to estimate the time complexity of the algorithm’s
performance.

While Paper I had the ground truth labels that were specifically intended for the classification,
for the sea ice analyses of Paper II and Paper III the data sets were labeled by analysts from
operational ice services and sea ice experts from institutions contributing to the articles. It should
be noted that labeling different sea ice polygons and distinguishing the regions of interest (ROIs)
for different sea ice types is a challenging task and always requires expert knowledge. For all
the experiments of Paper I and Paper II, we randomly choose 20% of the pixels from the ROIs
as a training set, while the remaining 80% of pixels were used as a test set for performance
evaluation, which is a common approach in pattern recognition. However, for Paper III we
employed the predefined and mutually exclusive ROI polygons for training and testing in order
to better evaluate the differences between single-sensor and multi-sensor cases as well as the
performance of the information selection algorithm in general. Since Paper III exploits the data
acquired from sensors with significantly different spatial resolutions, we specifically tried to
place the ROIs with large enough distances between them to avoid mapping upsampled PMR
pixels corresponding to a single original PMR pixel into different ROIs. Furthermore, for various
superpixels, different numbers and attributes are selected, that were considered in the pixel-
wise classification which improves the performance of the algorithm in terms of accuracy and
required computational time.

4.3.4 Summary

In order to sum up everything mentioned in the Proposed Method section, in this thesis, we
introduce an information selection method that is combined with a classification algorithm for
multimodal data sets. Among all the mentioned advantages we would like to stress the main
contributions and novelties of this work and the proposed approach in particular:

• Two Similarities: it simultaneously employs two similaritymeasures that preserve global
and local particularities of the original data set, which allows selecting the most relevant
attributes.

• Flexible Selection: the method is performed in a superpixel-wise manner, therefore
it selects the most relevant attributes for the considered classes across the different
superpixels.
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Moreover, here are some minor advantages, that are less significant in general, and have been
employed in existing works, however, still worth mentioning:

• Multimodal: it is flexible, therefore it can be applied to various data combinations with
different characteristics.

• Unsupervised: the partwith information selection is completely application-independent,
thus, it does not require any prior knowledge regarding the data sets or class labels in
particular.

• Interpretable: the method keeps the crucial advantages of both dimensionality reduction
strategies, namely attribute extraction and selection, such as preserving the physical
meaning of the original data, while increasing its separability.





5
Basics of Optical, SAR, and
PMR Remote Sensing
Since the beginning of the satellite era in the late 1970, space-borne remote sensing has become
the main source of data for numerous applications. The measurements are acquired in a wide
range of the electromagnetic spectrum, at visible, infrared, and microwave wavelengths. Remote
sensing systems are most commonly divided into active and passive sensors. Active sensors
generate their own energy, then record the reflection of that energy from the Earth’s surface,
which makes them independent from natural radiation sources, e.g. incoming sun radiation and
Earth emission. Dependent on the type, passive sensors eithermeasure reflected sunlight emitted
from the sun, e.g., optical, or radiation that is naturally emitted from the Earth’s surface, e.g.,
passive microwave radiometry [77]. Each of these sensors provides unique information since
they grasp different aspects of the area of interest. Moreover, each of these sensors has some
advantages and limitations. In the following subsections, some of the sensors used throughout
this thesis as well as their basic principles will be briefly described.

5.1 Optical Sensors
Optical Remote Sensing uses that part of the electromagnetic spectrum (EM) that is characterized
by the wavelengths from the visible to the near-infrared (NIR) or short-wave infrared (SWIR),
and sometimes up to thermal infrared (TIR), as in the case of Landsat mission. Figure 5.1 displays
different types of electromagnetic radiation, in particular, the tiny part related to optical remote
sensing. Optical sensors detect the solar radiation reflected and emitted (in the case of TIR) from
the observed surfaces and targets. Various materials reflect and absorb differently at particular
wavelengths, therefore, targets can be identified by their spectral reflectance signatures in the
formed remotely sensed images [78]. There are various types of optical remote sensing that are
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Figure 5.1: Electromagnetic spectrum with the range of various types of EM radiation.
Figure from Review of Myopia Management [79].

characterized depending on the number of spectral bands and wavelengths used.

• Panchromatic Imaging System. This sensor is a single-channel detector that is sensitive
to radiation within a broad wavelength range [78]. Since it is a single-channel, the out-
put of the panchromatic sensor is a grey-scale image, therefore, the spectral information
about the color of targets is lost.

• Multispectral Imaging System. The sensor is a multichannel detector that is operating
with only a few spectral bands. Each of the provided channels is sensitive to radiation
within a narrow wavelength band. The multichannel sensor provides a multilayer image
that contains both the brightness and spectral information about the surface and targets
that were observed.

• Superspectral Imaging System. A superspectral imaging sensor has more spectral chan-
nels in comparison to a multispectral sensor, usually around 10. Each band has a narrower
bandwidth, therefore, enabling the finer spectral characteristics of the targets to be cap-
tured by the sensor.

• Hyperspectral Imaging System. A hyperspectral imaging system acquires from a few
dozen to a few hundred wavelength channels with more contiguous spectral ranges.
The spectral information contained in a hyperspectral image enables a more accurate
characterization, identification, and separation of targets [77].

Optical remote sensing is widely used for various applications such as agriculture (monitoring
of types, moisture, health, maturity of the crops), vegetation (identification of different vegeta-
tion types, health, separation from other types of land cover, forest fires), coastal management
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(a) (b)

Figure 5.2: Example of natural-color composite for optical data: (Bands 4, 3, 2) of
Sentinel-2 (a) with swath width 290 km and (Bands 17,6,3) of Sentinel-3
(b) with swath width 1270 km.

(monitoring of phytoplankton bloom, water pollution, bathymetry), soil (monitoring the deser-
tification processes, soil erosion), glaciers (estimation of size, shape, melting), etc [77]. Figure
5.2 illustrates an example of optical data obtained from Sentinel-2 and Sentinel-3 sensors that
have a significant difference in spatial coverage and resolution.

In Paper I we are employing several optical publicly available data sets for classification purposes
in order to perform the evaluation of the proposed information selection method. Moreover,
in Paper II we are additionally using images obtained from Sentinel-1 and Landsat 8 satellites
for sea ice classification. It should be noted, that optical sensors are limited due to sensitivity
to light and atmospheric conditions, which is well visible in Figure 5.2 (b), where a huge part
of the scene is blocked due to the cloud cover. Nevertheless, it is still an important source of
information about sea ice, which can be beneficial depending on the task. It can provide a lot
of complementarity for visual inspection. Optical images can be crucial for labeling some sea
ice types that are harder to interpret and separate using other sensors.

Table 5.1 shows several currently operating optical sensors and satellite platforms that are
commonly used for Earth Observation. Each of these sensors provides a different number of
spectral bands in different wavelengths. Throughout the thesis, we employed the data obtained
from some of the satellites mentioned in Table 5.1, namely Sentinel-2, Landsat 8, and Sentinel-3,
as well as some airborne hyperspectral scenes. It is evident from the table, how the spatial
resolution differs with the change in swath width. While the high resolution of Sentinel-2 and
Landsat 8 makes them an ideal source for mapping and monitoring small objects on the ground,
the wide swath width of Sentinel-3 and MODIS makes them optimal for observing large-scale
oceanic and atmospheric processes, such as sea surface temperature, ocean color, and surface
wind speed.
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Table 5.1: Examples of optical sensors that are currently operating. Resolution is indi-
cated in meters. Swath Width is demonstrated in kilometers.

Optical Sensors
Sensor MODIS Landsat 8 Sentinel-2 Sentinel-3
Bands 36 11 13 21

Launched 2011 2013 2015 2016
Country USA USA Europe Europe

Resolution 250-1000 15-100 10-60 300
Swath Width 2330 185 290 1270

5.2 Synthetic Aperture Radar
During the last decades, SAR has become one of the main sensors in remote sensing, significantly
improving various applications. Moreover, it is the main data source that is used in this thesis.
Therefore, the following sections will briefly describe the SAR advantages and limitations, as
well as some fundamental principles that were especially important for this dissertation.

Currently, there are several SAR instruments that are orbiting the Earth. They operate at different
characteristics, such as frequency bands, polarization channels, spatial resolutions, etc. Table 5.2
shows a few of the currently operating spaceborne SAR sensors and satellite platforms. Each of
these sensors is obtaining valuable information that is crucial in the areas, such as polar regions,
where other sensors, such as optical, are failing to provide relevant data. In comparison to passive
microwave radiometers, SAR is an active sensor that generates its own signal [80]. Moreover,
the typical wavelengths of SAR are perfectly able to penetrate through dense clouds, therefore,
the observation is completely independent of solar illumination and weather conditions which
is additionally combined with high spatial resolution [22]. This is a crucial thing since dense
cloud cover and long periods of darkness prevail in the polar regions for several months of the
year. However, there are a few main limitations of SAR, which are especially significant for sea
ice. First of all SAR data are highly affected by thermal and speckle noise. The second and most
important is that the automatic interpretation of remote sensing data, especially SAR data, is
challenging and strongly relies on expert knowledge. Figure 5.3 demonstrates an example of
SAR data obtained from Sentinel-1 for the coast of West Greenland.

Table 5.2: Examples of a few spaceborne SAR sensors that are currently in opera-
tion. Spatial resolution is demonstrated in meters, while the swath width
is shown in kilometers. The swath width as well as the resolution may vary
depending on the imaging modes, therefore, for both parameters, the val-
ues show the range from the least to the largest possible. SP refers to Single
Polarization (HH or VV), DP corresponds to Dual Polarization (HH + HV
or VV + VH), and QP indicates Quad-Polarization (HH, HV, VH, and VV).

Synthetic Aperture Radar
Sensor Radarsat-2 TerraSAR-X/TanDEM-X ALOS-2 Sentinel-1A/1B

Frequency C-band X-band L-band C-band
Polarization SP, DP, QP SP, DP, QP SP, DP, QP SP, DP
Launched 2007 2007/2010 2013 2014/2016
Country Canada Germany Japan Europe

Swath Width 20-500 1-30 10-350 20-400
Spatial Resolution 3-100 0.25-40 3-100 5-40
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(a) (b)

Figure 5.3: Examples of false-color composite (HV, HH, HH-HV as RGB) SAR data
obtained from Sentinel-1 for the marginal ice zone along the coast of West
Greenland.

5.2.1 Influence of Radar Parameters

Frequency, polarization, and incidence angle are a few important parameters for radar remote
sensing that play a crucial role in the physical interaction between the electromagnetic wave
and the observed surface [78].

Frequency. The choice of frequency strongly depends on the application and availability of
corresponding images. In this thesis,we used images thatwere acquired from themost commonly
used frequencies for spaceborne SAR observations, namely X-, C-, and L-band [81]. Table 5.3
lists different frequencies and wavelengths that can be used for radar remote sensing [77].
It should be noted, that the use of different frequencies can provide various complementary
information about the underlying surface. Moreover, it can be especially crucial for sea ice
applications since longer wavelengths can penetrate deeper into the snow cover and sea ice
itself, therefore, providing a different view on specific ice properties [82]. However, it can still
be challenging to acquire images at different times from different satellite platforms, especially
for sea ice applications since they should be overlapped closely in space and time due to the ice
drift. Nevertheless, the information provided by various sensors with different frequencies and
wavelengths can significantly improve the knowledge about the ROI.

Incidence Angle. The incidence angle refers to the angle at which the sensor illuminates the
target on the Earth’s surface. The incidence angle increases across the swath from the near to
far range and can significantly affect the resulting image intensity values, which can have an
impact on the quality and interpretation of remote sensing images.

Polarization. Electromagnetic waves consist of electric and magnetic fields that are orthogonal
to each other. The polarization of the signal is defined as the orientation of the electric field and
can be described in terms of two orthogonal basis vectors [83]. Generally, electromagnetic waves
are elliptically polarized, however, there are special cases with linear and circular polarization.
SAR uses linear polarization on both the transmitter and the receiver with either horizontal (H)
or vertical (V) polarization direction to the plane of wave propagation [78]. Various polarizations
available from the SAR techniques have a different sensitivity to the target physical properties,
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therefore providing unique additional information. Various SAR instruments can observe the
surface in different polarimetric modes. There are three main modes, namely Single Polarization
(HH orVV) that transmits and receives using a single channel,Dual Polarization (HH+HV orVV
+ VH) that utilize two polarization channels, and Quad-Polarization (HH, HV, VH, and VV) that
exploits the full spectrum of linear polarization capabilities by transmitting and receiving in two
polarization channels. Furthermore, several satellite missions, namely RADARSAT Constellation
Mission (RSM), NASA-ISRO SAR Mission (NISAR), and Radar Imaging Satellite-1 (RISAT-1)
use hybrid compact polarimetry that transmits a circularly polarized wave and receives H and
V. It combines the desirable properties of Dual Polarization mode, e.g., allowing for better
discrimination between different types of targets, while better balancing the power between
the receive channels.

Paper II shows the performance comparison of applying sensors with different frequencies and
wavelengths for better sea ice characterization and classification. Moreover, it demonstrates the
advantages and limitations of each sensor when used separately and simultaneously.

Table 5.3: Frequency bands and wavelengths used for radar remote sensing. Note,
that f corresponds to frequency and 𝜆 refers to wavelength. The cyan color
indicates the most commonly used frequencies in Earth Observation disci-
plines.

Band f [GHz] 𝜆 [cm]
VHF 0.03-0.3 100-1000
UHF 0.3-1 30-100
L 1-2 15-30
S 2-4 7.5-15
C 4-8 3.75-7.5
X 8-12 2.5-3.75
Ku 12-18 1.67-2.5
K 18-27 1.11-1.67
Ka 27-40 0.75-1.11

5.2.2 Speckle and Noise

At full spatial resolution, SAR images reveal a grainy "salt and pepper" variation of their intensity,
which is a multiplicative noise that complicates image interpretation. This effect is called speckle
and it is unavoidable in SAR imaging systems. Speckle is created by constructive and destructive
interference of the energy reflected from a number of separate small scatterers that are located
within a single-resolution cell and resulting in a granular appearance in the image [77]. Speckle
is one of the reasons why the SAR image is so challenging to interpret since sometimes it
significantly degrades the image quality. There are some techniques to remove or reduce the
speckle influence, however, at a cost of radiometric and spatial resolution. The most commonly
used is multi-looking which involves dividing the raw SAR data into a series of sub-apertures
and averaging the data from each sub-aperture to create a new image. The number of looks
used for multi-looking is generally chosen depending on the desired level of image quality. The
individual looks can be significantly affected by noise and other artifacts, however, averaging
the multiple looks, results in reduced noise and enhanced underlying signal, but at the expense
of a decreased spatial resolution. Another simple and computationally efficient way to reduce
speckle is a boxcar filter that averages the pixel values within a fixed-size window. Figure 5.4
illustrates the example of speckle on Sentinel-1 SAR image before (a) and after (b) speckle
reduction using a boxcar filter with 9 × 9 pixels.
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(a) (b)

Figure 5.4: Example of speckle on Sentinel-1 SAR image: original image before reduc-
tion (a), after reduction, using boxcar filter with 9 × 9 window (b).

Another phenomenon that can significantly deteriorate both the manual and automatic inter-
pretability of SAR images is thermal noise. It is a strong additive background noise that defines
the sensor´s noise floor [84]. There are some techniques that reduce noise in the image in
the pre-processing phase, however, sometimes they are insufficient. Therefore, there is a clear
necessity for developing robust noise correction. Figure 5.5 illustrates the example of thermal
noise on Sentinel-1 SAR image before (A) and after (B) correction available in the Sentinel
Application Platform (SNAP). It is visually evident that most of the thermal noise was removed
by the algorithm, however, there are still some noise residuals left especially in the first subswath
area where the influence of noise is stronger.

(a) (b)

Figure 5.5: Example of thermal noise on Sentinel-1 SAR image: original image before
correction (a), corrected image (b).

It is worth mentioning, that properties of the illuminated object influence the radar backscat-
tering such that the image analysis gets more difficult, e.g. varying soil moisture or large-scale
surface roughness in land applications [77]. The target properties have a strong influence on
the information that can be retrieved from the radar image and their individual contributions
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to the signal. Therefore, they need to be considered in the image interpretation.

5.3 Passive Microwave Radiometers
Another type of sensor that is commonly used for various applications is the Passive Microwave
Radiometer (PMR). It provides important information such as sea surface characteristics, wind
speed above the surface, atmospheric water vapor, cloud liquid water, and rain rate. These ob-
servations have led to significant advances in Earth observation research as well as significant
improvements in monitoring and forecasting of weather and climate [85]. Moreover, they pro-
vided a most comprehensive large-scale characterization of the global sea ice cover, which is of
crucial importance for the topic of this thesis [86]. Table 5.4 demonstrates a few of the currently
operating PMR sensors.

(a) (b)

Figure 5.6: Example of false-color composite (H, V, V as RGB) PMR data obtained
from AMSR-2 for different frequencies: 37 GHz (a) and 19 GHz (b). Spatial
coverage is 400 km (cropped to the Sentinel-1 scene). Spatial resolution
is 10 km for 37GHz and 24 km for 19GHz, respectively.

Passive Microwave Radiometers measure the emitted radiance from different surfaces, which
is referred to as brightness temperature. Brightness temperature is related to the emissivity
and the physical temperature of an object. The observed material can emit microwave energy
differently, depending on the atomic composition and crystalline structure. Moreover, the amount
of microwave energy emitted is a function of an object’s dielectric constant [77]. The differences
and fluctuations in microwave emissions allow for the detection andmeasuring of various objects,
such as soil or sea ice. Figure 5.6 shows an example of a PMR image obtained from AMSR-2
for different frequencies: 37 GHz (a) and 19 GHz (b). It is evident how the resolution and the
information content of the two PMR bands differ depending on the wavelength.

As mentioned above, PMR sensors are commonly used for large-scale Earth observations. These
sensors operate at multiple frequencies, each of which has different spatial resolutions and
sensitivity to atmospheric parameters, in particular water vapor [25]. However, even the finest
spatial resolution achievable with passive microwave sensors is significantly coarser than in the
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Table 5.4: Examples of passive microwave radiometers that are currently operating.
Spatial resolution and swath width are shown in kilometers. The spatial
resolution varies depending on the frequency, therefore, the values show
the range from the least to the largest possible.

Passive Microwave Radiometers
Sensor SSM/I AMSR-E AMSR-2

Frequency 19.3-85.5 6.9-89.0 6.9-89.0
Channels 7 12 13
Launched 1987 2002 2012
Country USA USA USA

Swath Width 1400 1450 1450
Spatial Resolution 25-50 5-50 5-50

case of other sensors used throughout this thesis, such as SAR and optical, being just over 3
kilometers. These higher spatial resolutions are achieved at higher frequencies of around 90
GHz, however, this comes with greater susceptibility to atmospheric noise. Lower frequencies
reduce this, but at the expense of much reduced spatial resolutions of 10’s of kilometers. The
main benefit of passive microwave radiometers is that their orbit and wide swaths allow daily
coverage over most of the polar regions and monitor sea ice at synoptic scales, which is crucial
for the topic of this thesis, namely sea ice observations [87].

In Paper III we use the AMSR-2 PMR sensor along with Sentinel-1 SAR. Specifically, we test the
potential of employing PMR as a complementary source for accurate sea ice classification and
characterization despite its coarse resolution. Moreover, we compare the performance difference
between single-case scenarios of SAR and PMR.





6
Multimodal Remote
Sensing of Sea Ice
6.1 Challenges of Multimodality
Regular sea ice monitoring over larger regions became possible in the late 1970s using image data
from satellites. In general, there are several sensors that are widely used for sea ice classification,
ice charting, and climatological sea ice monitoring. Nevertheless, there are other sensors that are
not commonly used, however, still can be potentially complementary for specific tasks related to
sea ice. Each of these sensors has some limitations and advantages. Moreover, various sensors
are often operating at different frequencies and/or spatial resolutions and coverage and with
different time intervals between data acquisitions over a given region. Thus, this diversity of
remote sensing systems can grasp various properties and aspects of the underlying surface, in
our case, sea ice, by using different physical principles. The joint use of the information provided
by multiple sensors allows for gaining more knowledge regarding the area of interest as well
as a better characterization of sea ice by providing complementary information [2]. Figure
6.1 demonstrates a few examples of overlapping areas for SAR and optical data obtained for
several cases: Radarsat-2 and Landsat 8 (a), Sentinel-1 and Sentinel-2 (b,c), and Sentinel-1 and
Landsat 8 (d). The maps display visually how different the information is provided by various
sensors.

Nevertheless, the combination of multimodal data sets raises several crucial challenges, that are
especially important for sea ice analysis.

• Heterogeneity of Data: the diverse variety of sensors that can potentially be used for sea
ice characterization and monitoring are very different in terms of various characteristics,
such as temporal, spatial, and radiometric resolutions, sizes, data types, and units of mea-
surement. That results in a problem of combining the data with different domains, which
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(a) (b)

(c) (d)

Figure 6.1: Examples of overlapping areas for SAR and optical data obtained for sev-
eral cases: Radarsat-2 and Landsat 8 (a), Sentinel-1 and Sentinel-2 (b,c),
and Sentinel-1 and Landsat 8 (d).

subsequently might lead to the loss of interpretability, which is crucial for sea ice analysis.

• Complexity of Analysis: by expanding the size of a data set, we are simultaneously
increasing the complexity of the records to be analyzed. This is especially crucial for
multimodal remote sensing data taking into account the large size of provided images.

• Data Availability: in the case of sea ice monitoring, which mostly occurs in polar re-
gions, not all different types of satellite data are always available. Some sensors, like
optical ones, are limited due to their sensitivity to weather and light conditions. Passive
microwave radiometers, depending on the frequency, can be sensitive to atmospheric
parameters, in particular to cloud liquid water and atmospheric water vapor. Moreover,
some parts of the acquired scenes can simply be corrupted due to technical reasons, such
as thermal noise in synthetic aperture radar.

• Temporal Lag: nevertheless, the sensors should not only be available but also overlapping
in terms of time. This is especially important for sea ice applications since the majority of
sea ice cover is constantly drifting. Therefore, depending on the region and application,
only short-time lags, which are less than a few hours, are suitable for subsequent work.

• Data Interpretation: interpreting multimodal data can be a challenging task since dif-
ferent sensors may provide conflicting or ambiguous information. Moreover, the deter-
mination of the importance of modalities, i.e. which sensor provides the most accurate
or reliable information, may be also difficult.
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Moreover, there are some sensor-related challenges, that are especially crucial for sea ice moni-
toring, that should also be mentioned.

• Optical Sensors: the main limitation of such type of data is the high sensitivity to at-
mosphere and light conditions, which is a crucial problem since dense cloud covers and
long periods of darkness prevail in the polar regions for several months of the year mak-
ing it impossible to obtain any useful information. Moreover, it is quite challenging to
discriminate snow-covered sea ice types using optical data.

• Synthetic Aperture Radar: even though SAR systems are widely used for sea ice monitor-
ing, they have a lot of significant challenges. First and foremost, speckle salt-and-pepper
noise and thermal noise can deteriorate the performance of the algorithms and the
interpretability of the images. Moreover, seasonality significantly affects the dielectric
characteristics of sea ice and snow cover on top of it. Therefore, the same sea ice classes
might look very different in terms of intensities for the summer and winter periods, which
should be taken into account when performing various sea ice applications. Another sig-
nificant challenge is the automatic and manual interpretation of SAR data due to the
complex relationship between radar backscatter and sea ice surface and volume proper-
ties which strongly relies on the knowledge of sea ice experts [88].

• Passive Microwave Radiometers: the main limitation in comparison to optical and SAR
sensors is a very coarse spatial resolution. Even the finest spatial resolution achievable
with passive microwave sensors is about 3 km and hence significantly coarser than in the
case of SAR or optical, which means that the information about the smaller sea ice struc-
tures and formations is lost. Moreover, as well as optical sensors, PMR can be sensitive
to atmospheric parameters, in particular to cloud liquid water and atmospheric water
vapor depending on the used frequency [89]. The finest spatial resolution is achieved
at frequencies of around 90 GHz which, however, comes with a greater susceptibility to
atmospheric noise. This effect is less severe at lower frequencies at the expense of much
reduced spatial resolutions at tens of kilometers.

The aforementioned challenges can either completely prevent or significantly deteriorate fur-
ther analysis. Furthermore, due to these limitations, some of the considered algorithms can
potentially fail to capture the data’s underlying structure, i.e., not achieve an accurate and ro-
bust characterization of the physical phenomena occurring on Earth’s surface. However, simply
combining all the available sources without properly addressing the complementarity that they
may possess is not always a good solution. Therefore, adding more sources of information does
not surely lead us to the best algorithms performance since some of the available information
can be redundant, corrupted, or unnecessary for the particular task [1, 2]. Moreover, increasing
the number of modalities without properly addressing an investigation of their relevance and
reliability may even significantly deteriorate the analysis. This, in fact, can be a strong limiting
factor to the use of multimodal remote sensing data analysis for practical scenarios or operational
frameworks within private and public sectors. Nevertheless, that leads us to the importance
of developing and applying automatic dimensionality reduction algorithms as a pre-processing
to select the relevant information from various sensors for improving the knowledge about an
observed area.
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6.2 Sensors Complementarity
Sea ice can be potentially monitored by various sensors and satellite techniques, such as optical,
synthetic aperture radar, and passive microwave sensors. Despite the limitations mentioned
above each of these sensors has some crucial advantages that will be briefly described in the
following paragraphs.

• Optical Sensors provide images in visible and infrared channels of the electromagnetic
spectrum. The most obvious benefit of such images is that they are easy to interpret
visually, especially in comparison to other aforementioned sensors. Moreover, they are
usually provided in a high spatial resolution, which allows identifying smaller sea ice
formations and structures on the surface. Furthermore, in the case of sea ice optical data
is commonly used in order to properly label and distinguish different sea ice classes as
well as to separate open water from sea ice.

• Synthetic Aperture Radar on the other hand combines high spatial resolution and abso-
lute independence of cloud and light conditions, which makes it one of the main sources
for operational sea ice monitoring and characterization. The high spatial resolution of
SAR allows identifying small-scale features of sea ice, such as leads, ridges, melt ponds,
and floes. Moreover, it provides images with different polarization modes, which can
provide complementary information about the characteristics of various sea ice types.
Furthermore, in comparison to optical sensors, SAR is capable to discriminate snow-
covered ice types (under freezing conditions) since the radar signal penetrates dry snow.

• Passive Microwave Radiometers are another type of sensor that is commonly used for
large-scale sea ice observations. Like SAR, passive microwave radiometers can operate
in almost all weather conditions, including darkness, fog, and clouds, especially at the
lower frequencies. These sensors operate at multiple frequencies, each of which has dif-
ferent spatial resolutions and can separate water and ice and hence provide information
about ice concentration and the position of the sea ice edge. At the same time, the sin-
gle channels are to varying degrees affected by atmospheric parameters. Overall, even
though PMR is unable to obtain the same detailed information as we have from SAR,
it still can be used as a complementary source. The crucial benefit of PMR is that their
wide swaths allow daily coverage over most of the ice-covered polar regions which are
extremely useful for monitoring sea ice at synoptic scales [87]. Furthermore, the regular
monitoring of ice-covered areas also allows to retrieve the large-scale (regional) patterns
of ice drift.

• Other Sensors can potentially be used for various sea ice applications. Among them are
laser and radar altimeters which are instruments that measure the height of the surface
and allow us to estimate the sea ice thickness at an ocean scale. The principle consists of
measuring the height of both sea ice floes and leads or polynyas and after that calculat-
ing the height difference between them, which allows determining the freeboard [90].
Knowing the density of ice and the water, as well as considering the snow load, we can
estimate the sea ice thickness using the hydrologic equilibrium equation. Another source
of information about sea ice comes from thermal sensors, which measure the thermal
radiation emitted by the sea ice surface that has a different thermal signature than the
surrounding water and land, so it can be further identified. Furthermore, thermal sensors
are useful to separate thin and thick ice. Moreover, thermal sensors can be used during
the polar night, however, only during cloud-free conditions.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 6.2: Color representation of the cropped overlapping area for Sentinel-
1/Sentinel-3/AMSR2 multisensor case: SAR false-color composite (HV,
HH,andHH as RGB) (a,d,g), optical natural color composite (RGB) (b,e,h),
passive microwave false-color composite (H, V, and V as RGB) (c,f,i). The
time gap between SAR and PMR scenes was a few minutes, while the
optical scene was acquired a few hours later.

Figure 6.2 demonstrates a few examples of sensor complementarity for sea ice applications,
including color representation of cropped overlapping area obtained from SAR Sentinel-1, optical
Sentinel-3, and passive microwave AMSR2 (Advanced Microwave Scanning Radiometer). The
scenes perfectly illustrate the limitations and advantages of each sensor. An optical sensor
usually provides a higher or similar resolution, than SAR, however, in the case of Sentinel-3, the
resolution is significantly coarser. It contains clouds that can significantly corrupt some parts of
the image. Moreover, it is visible that the optical image is performing better in distinguishing
younger ice types, such as nilas, and separating open water from the sea ice. However, it is often
unable to provide enough information regarding older sea ice types because of the snow cover
on the surface, while SAR provides an enormous amount of information about the older ice types
due to the deeper signal penetration. However, it should be noted that the radar penetration
depth is much reduced during melting, therefore, the separation of snow-covered ice types is
much easier under dry freezing conditions. It is evident from the image, that SAR provides more
information about mixed sea ice classes in the areas where the optical sensor fails. However,
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SAR data are still harder to evaluate visually, especially due to the thermal and speckle noise,
and the interpretation of images requires expert knowledge. Passive microwave images have a
much coarser resolution, nevertheless, they are still providing relevant information about sea ice.
Nevertheless, each sensor provides unique different information that can significantly improve
the algorithm performance and our knowledge regarding the region of interest.
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7.1 Paper Summaries
Paper I

E. Khachatrian, S. Chlaily, T. Eltoft, and A. Marinoni. "A Multimodal Feature Selection Method
for Remote Sensing Data Analysis Based on Double Graph Laplacian Diagonalization", IEEE
Journal of Selected Topics in Applied Earth Observations and Remote Sensing, Volume: 14, 11546 –
11566, November 2021.

This paper introduces a new information selection approach for multimodal remote sensing data
sets (Figure 7.1). The proposed approach relies on a representation based on graph Laplacians
and information theory metrics. It should be noted that this method contains several novelties
that distinguish it from other dimensionality reduction algorithms, even ones that are also based
on graph theory. While the existing works using graph Laplacians exploit the attributes’ structure
using kernels as similarity measures,we additionally consider the attribute’s information content.
Therefore, we simultaneously exploit two metrics, mutual information (MI), and the Gaussian
kernel (GK) as similarity measures in order to capture the most relevant attributes within the
data sets. Moreover, two similarity measures not only provide various information about the
original data set but are also applied at different detail levels. TheMI is used globally, considering
the pixels within the images to ensure a better estimation of the attributes shared information.
On the other hand, the GK is employed locally to preserve the particularity of homogeneous areas
within the images. Accordingly, different attributes are selected for different parts of an image
that might belong to different classes and measured under different conditions (i.e., different
noise levels, cloud coverage, etc.).

The main motivation behind this study is to develop a method that can improve the classic graph-
Laplacian-based approaches in the separation of the attributes when they are heterogeneous.
We are tackling this limitation with the joint employment of the two metrics simultaneously,
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Fig. 1. Flowchart of the multimodal information selection approach proposed in this work. (a) Attributes of the l-th pixel are stacked in one vector xl∗. (b) Graph
of four attributes with two similarity functions at the l-th pixel. (c) Graph of four attributes with two similarity functions at the l-th pixel. Similar attributes are
grouped together.

III. METHODS

This section reports the detailed description of the main steps
of the proposed information selection method (see Fig. 1).

A. Attribute Generation

The very first step is attribute generation. We assume that the
images are spatially aligned such that their attributes overlap.
Let M be the number of available images, including bands and
polarizations, and L be the number of pixels in each image. We
assume that N attributes (images, textural features, etc.) could
be associated with each pixel across the whole dataset, and we
stack them all in X= (xln) ∈ RL×N [see Fig. 1(a)]. We denote
the n-th column of X, which corresponds to the n-th attribute by
x∗n, so it is possible to write X= [x∗1, . . . ,x∗N ]. Analogously,
we denote the l-th row of X, which details the values of attributes
at the l-th pixel, by xl∗; hence, X= [xT

1∗, . . . ,x
T
L∗]

T .

B. Graph Building

For the sake of clarity, we present our approach first at a
pixel level. The adaptation to the superpixel/patch level will be
detailed in Section III-D. We aim to find, for a given pixel l, the
smallest subset of attributes, {xl1, . . . , xlK}, that preserves the
structure and information content of the original set. To perform
such selection, we apply the graph theory [9] since graphs are a
natural way to represent various types of data.

In the proposed method, the set of N attributes will con-
stitute the vertices of an undirected fully connected graph
Gl(Vl, EGK

l , EMI), where Vl denote the set of attributes
(Vl = {A1, . . . , AN}, An refers to the n-th attribute the values
of which are given by x∗n), EGK

l and EMI are two set of edges
that connect the nodes (EGK

l , EMI = {(Ai, Aj), Ai, Aj ⊂ V}).
The weights of the edges are defined by two similarities, GK
and MI, to increase the accuracy of analysis (see Fig. 1(b) for
an example of four attributes at the l-th pixel).

It is worth noting that two vertices are connected by two edges.
The weight of the first edge, between attributes xln1

and xln2
,

is determined using the GK

wGK
ln1n2

= exp

(
− (xln1

− xln2
)2

2σ

)
, 1 ≤ n1, n2 ≤ N

(1)
where σ controls the width of the neighborhood in the graph.
The width of the neighborhood, i.e., the number of connected
vertices, increases with σ. In this work, we set σ to 1 by default,
since it produces a more accurate result; however, this parameter
does not affect the performance significantly.

A large value of wGK
ln1n2

implies that the attributes xln1
and

xln2
are very similar, and hence, it will be sufficient to only

consider one of them to obtain accurate characterization of
the dataset. Conversely, small values of wGK

ln1n2
mean that the

attributes are different and, therefore, likely to carry different
information, so that they must be both considered for the anal-
ysis.

The weight of the second edge, between attributes x∗n1
and

x∗n2
, is defined using MI, as follows:
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where x∗n is a vector of measures corresponding to the n-
th column of matrix X, i.e., n-th attribute. P (xi,xj) is the
joint density function of xi and xj , and P (xi) and P (xj)
are the marginals. MI quantifies the shared information be-
tween two random variables [14]. Accordingly, large values
of I(x∗n1

,x∗n2
) imply redundancy in information. Conversely,

low values of I(x∗n1
,x∗n2

) imply synergy (novelty).
The similarity measure based on the GK represents the struc-

ture of the attribute set. In our method, it is applied at local level
(i.e., on pixels or segments) in order to preserve the local partic-
ularities of the original data. On the other hand, MI reports the
information content of the attribute set by discarding redundant
ones. The selection via information is performed image-wise to
capture the global information of the observed region. Thus, we

Figure 7.1: Flowchart of the multimodal information selection approach proposed in
Paper I. (a) Attributes of the 𝑙 -th pixel are stacked in one vector x𝑙∗. (b)
Graph of four attributes with two similarity functions at the 𝑙 -th pixel.
(c) Graph of four attributes with two similarity functions at the 𝑙 -th pixel.
Similar attributes are grouped together.

and at different scales that ensures a better separability of the attributes and, hence, a more
precise selection. Accordingly, the proposed approach guarantees high accuracy of the analysis
so that the potential of multimodal remote sensing data analysis can be exploited in multiple
applications.

Our new information selection method can be applied for different multimodal remote sensing
data combinations. We specifically tested it on two LiDAR and hyperspectral data combinations
acquired over the University of Houston campus and agricultural area in the south part of the
city of Trento and two optical data combinations acquired over the cities of Berlin and Paris
from Sentinel-2 and Landsat-8 satellites. It should be noted that in this study we are not using
any sea ice scenes since they require proper labeling which is a challenging task. Therefore,
as a first step towards the sea ice application, we tested and tuned our proposed method on
publicly available urban scenes that have accurate ground truth labels. In order to evaluate
the performance of the proposed method, we report how the proposed information selection
algorithm can be used in order to enhance the performance of classification. Moreover, we
properly tuned various important parameters and compared the proposed algorithm with other
dimensionality reduction techniques. The experimental results obtained from severalmultimodal
data sets consistently demonstrated the effectiveness and robustness of the proposed method
for the processing of multimodal remote sensing data sets.

Paper II

E. Khachatrian, S. Chlaily, T. Eltoft, W. Dierking, F. Dinessen, and A. Marinoni. "Automatic
Selection of Relevant Attributes for Multi-Sensor Remote Sensing Analysis: A Case Study
on Sea Ice Classification", IEEE Journal of Selected Topics in Applied Earth Observations and
Remote Sensing, Volume: 14, 9025 – 9037, July 2021.

In this study, we provide a new scheme to obtain information on sea ice conditions by remote
sensing data analysis (Figure 7.2). In fact, combining information obtained from different image
modes or from various sensors (using for example different spectral ranges and spatial resolu-
tions) is instrumental in order to achieve advanced characterization of sea ice and automatic
sea ice monitoring. However, when analyzing several images with both complementary and re-
dundant characteristics, it is necessary to select an optimal set of image attributes that provides
the relevant information content to enhance the efficiency and accuracy of the system.
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Fig. 5. Flowchart of the proposed approach.

TABLE II
MATHEMATICAL DEFINITION OF GLCM FEATURES

Note: gi,j denotes the elements of the GLCM matrix G. Q is the number of gray levels used. gx =
∑

i gi,j , gy =
∑

j gi,j , gx+ y(n) =
∑

i+ j=n gi,j , gx−y(n) =
∑

|i−j|=n gi,j . µx−y =
∑Q−1

n=0 ngx−y(n). Hx = − ∑
i gx(i) log(gx(i)), and Hy = − ∑

i gy(i) log(gy(i)). λ is the second largest eigenvalue of A, where

A(i, j) =
∑

k

gi,kgj,k
gx(i)gy(k)

.

C. Attributes Selection

In this section, we briefly describe the GKMI method that we
employ to find relevant attributes [22]. This approach consists of
three steps: segmentation, graph building, and graph clustering.

Segmentation: GKMI finds different attributes for separate
zones of an image (superpixels) to reflect their particularity.
In fact, different parts of an image might represent separate
entities and may require different types of attributes to be well
represented. Moreover, even if the various parts represent the
same entities, they might be observed under different conditions
(different noise levels, light conditions, incidence angles, etc.).
As such, the first step of GKMI consists of determining the
superpixels using the Watershed segmentation method [28],
[29].

Graph building: Let L be the number of superpixels extracted
using the segmentation method and N the number of initial
attributes (see Table III).

In order to select K relevant attributes, among the initial N
attributes, GKMI employs two similarity measures, GK and MI.
GK permits to preserve the structure of the original set and is
defined as follows:

wGK
i,j = exp

(
−||xi − xj ||2

2σ2

)
(1)

where ||.|| is the Frobenius norm, xi and xj are the vectors
corresponding to the i-th and j-th attribute, respectively, and
σ > 0 is a parameter that controls the measure of similarity

of the attributes [30]. A large value of σ will indicate a larger
similarity even if the Euclidean distance between xi and xj is
relatively large, whereas, conversely, a lower value of σ weakens
the resemblance judged from only the Euclidean distance. Ac-
cordingly, σ might be interpreted as a scale factor that controls
the strength of the similarity measure between attributes. In this
work, we set σ to the default value 1. It is worth noting that we
tried other values of σ, but the performance of the analysis did
not change significantly (less than 1% of accuracy).

MI quantifies the shared information between two attributes
and is defined as follows [31]:

wMI
i,j = DKL (P (xi,xj)||P (xi)P (xj)) (2)

where DKL(.||.) is the Kullback–Leibler divergence, P (xi,xj)
is the joint density function of xi and xj , and P (xi) and P (xj)
are the marginals. Small values of wMI

i,j exhibits independency of
xi and xj which means that both attributes encompass different
information. Conversely, high values of wMI

i,j show dependency
between the attributes, which means that both reflect similar
information.

For each superpixel l, we build a multigraph Gl(V, E) with
N vertices corresponding to the N attributes connected by two
edges. The weights of the edges (strength of the connections) are
given by GK (1) and MI (2). The MI is measured image-wise,
considering all pixels in the image, while the GK is calculated
superpixel-wise, using only the pixels within each superpixel.

Figure 7.2: Flowchart of the proposed scheme tested in Paper II and improved in Paper
III including Pre-Processing, Attribute Generation, Attribute Selection, and
Classification steps.

While Paper I was introducing the method along with its main novelties for the multimodal data
combinations, Paper II focuses on employing the recently developed fully automatic and efficient
graph-based information selection method to capture the most relevant attributes for better
separation and characterization of different sea ice classes. The main motivation of this paper
is to introduce the information selection as a pre-processing step of the classification schemes
for sea ice applications, show the flexibility of the method, and compare the performance of
different sensors separately and simultaneously in order to distinguish their limitations and
advantages. Moreover, one of the main ideas was to check if it is possible to generalize the
information selected for different sea ice classes by comparing the attributes that were chosen
as relevant by our method.

It should be mentioned, that the focus of this paper is on using different frequencies/wavelengths
by combining optical and SAR images that do not differ significantly from the spatial resolution
point of view. Therefore, we combined a multi-frequency data set from an airborne SAR mea-
surement campaign (ICESAR), and two satellite data sets, namely Radarsat-2 and Landsat-8,
and Sentinel-1 and Sentinel-2.

The results indicate the flexibility of the approach to process different combinations of data
sets for different sea ice conditions, and the importance of deploying multi-sensors for the char-
acterization of ice types, by comparing the performance of using several sensors separately
and simultaneously. Experiments demonstrate that the attributes selected by our method re-
sult in high classification accuracies. Moreover, we discovered, that it is hard to generalize the
attribute relevance for different sea ice classes since they not only depend on sensor types
and imaging modes, but also on local environmental and sea ice conditions during the data
acquisition.

Paper III

E. Khachatrian, W. Dierking, S. Chlaily, T. Eltoft, F. Dinessen, N. Hughes, and A. Marinoni. "SAR
and Passive Microwave Fusion Scheme: a Test Case on Sentinel-1/AMSR-2 Data Sets for Sea
Ice Classification", AGU Geophysical Research Letters, Volume: 50(4), February 2023.

This work was a direct and logical continuation of Paper II. Here we demonstrate a flexible,
highly accurate, efficient, and adaptive multi-sensor fusion scheme applied to SAR and PMR
data combination, i.e. two most commonly used remote sensing sensors for ice charting and
sea ice monitoring (Figure 7.3). In comparison to the previous paper, in Paper III we combine
sensors that differ significantly in spatial resolution as well as in the measured quantities, which
makes it challenging to properly combine them. Nevertheless, each of these sensors provides
different complementary information that can be relevant for sea ice characterization. Moreover,
these sensors are not hindered by cloud and light conditions as in Paper II, where we use SAR
and optical data combinations.
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In this paper, we investigate the potential of combining SAR and PMR data for sea ice classifi-
cation, which we demonstrate for a test case using a combination of data from the Sentinel-1
C-band (5.405 GHz) SAR, and the 89 GHz channel of the Advanced Microwave Scanning Ra-
diometer 2 (AMSR-2). Accordingly, we illustrate both the advantages and limitations of applying
each sensor separately and simultaneously. The results illustrate, that there is a huge potential in
PMR and SAR combination, and a competent fusion of advantages of such data can lead to better
classification performance from both accuracy and time consumption point of view.manuscript submitted to Geophysical Research Letters
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Figure 1: Color representation of the data set: (a) false-color composite SAR (HV, HH

and HH as RGB), (b) PMR (H, V and V as RGB), (c) natural-color composite of op-

tical image from Sentinel-3 OLCI (Bands 8, 6, 4), and (d) spatial distribution of ROIs

that were used for the performance evaluation. Here the blue color refers to Open Wa-

ter (OW), white color corresponds to Brash Ice (BI), cyan illustrates the young Grey Ice

(GI), pink color shows the Thin First-Year Ice (TFYI), and black color indicates the land-

mask for Svalbard.

presents the experimental validation of the proposed method. Finally, discussion and con-78

clusion are presented in Section 5.79

2 Data Set80

The following section describes the Sentinel-1/AMSR-2 data set. The Sentinel-181

image was acquired in extra-wide (EW) swath mode in dual-polarization (HH and HV)82

at 40 m spatial resolution, which is commonly used for mapping sea ice. From AMSR-83

2 we use the brightness temperature (BT) of the 89 GHz channel at horizontal (H) and84

vertical (V) polarization which has a footprint of 3x5km. The data set was acquired over85

the southern part of Svalbard on March 17, 2021. The Sentinel-1 data was denoised and86

calibrated to sigma-nought in dB unit. Both data sets were collocated and the AMSR-87

2 data were downsampled to the Sentinel-1 pixel-size. Figure 1 shows the false-color com-88

posites for (a) SAR, and (b) PMR images , as well as (c) a natural-color composite from89

an optical image acquired by the Ocean and Land Colour Instrument (OLCI) on Sentinel-90

3. The time gap between SAR and PMR scenes was a few minutes, while the optical scene91

was acquired a few hours later. Nevertheless, it is visually obvious that the open water92

on the lower right side of the PMR scene was potentially a↵ected by water vapor in the93

atmosphere, which corresponds to the same area on the optical image covered with clouds.94

–4–

Figure 7.3: Color representation of the data set used in Paper III: (a) false-color com-
posite SAR (HV, HH, and HH as RGB), (b) PMR (H, V, and V as RGB), (c)
natural-color composite of an optical image from Sentinel-3 OLCI (Bands
8, 6, 4), and (d) spatial distribution of ROIs that were used for training
(polygons with green boundaries) and testing (red boundaries); here the
blue color refers to Open Water (OW), white color corresponds to Brash
Ice (BI), cyan illustrates the young Grey Ice (GI), pink color shows the Thin
First-Year Ice (TFYI), and black color indicates the landmask for Svalbard.

The experimental results of Paper III provide solid ground for future research that will be inves-
tigating the potential of applying the proposed scheme for operational sea ice monitoring. We
are planning to evaluate the performance of the proposed fusion scheme on a larger number
of Sentinel-1/AMSR2 data sets gathered over a full season and with more complex ice condi-
tions.

7.2 Other Scientific Contributions
The following section includes other scientific contributions, such as journal and conference
papers. From all the scientific contributions that are not crucial parts of the thesis, I would
like to highlight a scientific paper published in IEEE Geoscience and Remote Sensing Letters.
While the conference papers demonstrate the shorter versions of the journal papers on the
proposed information selection method, with less description and results, this paper not only
contains some of the topics that are crucial for this study, namely multimodality and sea ice but
also provides a slightly different application where some of the techniques used before can be
employed. The main focus of this article is to explore the potential of applying various sensors
for submesoscale/mesoscale eddy monitoring in the marginal ice zone (MIZ).

Note, that various symbols correspond to different types of contributions, such as ✧ referring
to journal papers, ◆ to a conference paper, and ❖ to other contributions.

As First Author
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doi: 10.1109/LGRS.2022.3215202.
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A Multimodal Feature Selection Method for Remote
Sensing Data Analysis Based on Double Graph

Laplacian Diagonalization
Eduard Khachatrian , Student Member, IEEE, Saloua Chlaily , Member, IEEE, Torbjørn Eltoft , Member, IEEE,

and Andrea Marinoni , Senior Member, IEEE

Abstract—When dealing with multivariate remotely sensed
records collected by multiple sensors, an accurate selection of
information at the data, feature, or decision level is instrumental
in improving the scenes’ characterization. This will also enhance
the system’s efficiency and provide more details on modeling the
physical phenomena occurring on the Earth’s surface. In this
article, we introduce a flexible and efficient method based on
graph Laplacians for information selection at different levels of
data fusion. The proposed approach combines data structure and
information content to address the limitations of existing graph-
Laplacian-based methods in dealing with heterogeneous datasets.
Moreover, it adapts the selection to each homogenous area of the
considered images according to their underlying properties. Ex-
perimental tests carried out on several multivariate remote sensing
datasets show the consistency of the proposed approach.

Index Terms—Gaussian kernel (GK), graph Laplacians,
multimodal remote sensing, mutual information (MI),
unsupervised information selection.

I. INTRODUCTION

OVER the past several decades, satellite imagery has be-
come a crucial source in providing a vast amount of

information about the Earth’s surface. Thanks to technological
advances, a region of interest (ROI) can be monitored by var-
ious sensors characterized by different acquisition techniques
(modalities), using different spectral, temporal, or spatial reso-
lutions [1]. The information provided by multiple sensors grasps
different aspects of the area of interest. For instance, hyperspec-
tral images might reveal the material content of the observed
region, while synthetic aperture radar (SAR) complements the
capabilities of optical imaging by reporting the topographic
(interferometry) and surface roughness information, and the
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light detection and ranging (LiDAR) technology provides highly
accurate measurements of the vertical height of structures. Ac-
cordingly, robust characterization of the Earth’s surface can be
achieved by combining data coming from different modalities
to obtain useful insight into various aspects of the underlying
surface [2].

The combination of multimodal datasets raises several chal-
lenges [1], [2]. These challenges are limited not only to dealing
with the heterogeneity of the multimodal images in terms of
temporal, spatial, and radiometric resolutions, sizes, and data
types [2], but also to accurately selecting the relevant informa-
tion that maximizes the benefits of the multimodal analysis. By
expanding the size of a dataset, we are simultaneously increasing
the complexity of the records to be analyzed, especially when
it is multimodal. Hence, the considered algorithms might fail
to capture the data’s underlying structure, i.e., not achieving an
accurate and robust characterization of the physical phenomena
occurring on Earth’s surface. Indeed, it has been shown that
increasing the number of modalities without properly addressing
an investigation of the significance and reliability of the data may
deteriorate the analysis [3], [4]. This may, therefore, represent a
strong limiting factor to the use of multimodal remote sensing
data analysis in practical scenarios, as well as to its actual
impact in operational frameworks within private and public
sectors [1].

In fact, not all information provided by several sensors is
valuable; it can be redundant, corrupted, or unnecessary for the
given task [1], [2]. Therefore, to get the most use of a multimodal
dataset, it is crucial to select only relevant information. In this
way, it is expected that the accuracy of the analysis will increase,
whereas the time complexity will be reduced. Consequently, to
improve the knowledge about an observed area, there is a need to
develop an automatic method to select the relevant information
from various sensors [1]–[3].

Dimensionality reduction has been proven as an effective
tool to tackle these issues in remote sensing data analysis [2],
[3], [5]–[7]. Feature extraction and feature selection methods
are able to strongly enhance the quality of understanding and
assessment of physical–chemical phenomena on the ground,
especially when data collected by means of homogeneous ac-
quisition techniques (i.e., sensors with similar properties of the
sensing devices) are analyzed. Nonetheless, traditional methods

This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License. For more information, see
https://creativecommons.org/licenses/by-nc-nd/4.0/
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for dimensionality reduction might fail in capturing the details of
elements, materials, and dynamic phenomena on Earth’s surface
when multimodal datasets are explored [2], [3].

We note that the term feature is commonly used in different
fields such as classification methodologies, pattern recognition,
and texture analysis. However, in our work, to prevent confusion
with textural features, we introduce the notation attribute from
information theory, which refers to directly measured quanti-
ties as, e.g., optical/hyperspectral/LiDAR reflectance across the
electromagnetic spectrum, and additional parameters such as
textural features.

In the case of multimodal datasets, which reside on a nonlinear
manifold, graphs are the appropriate representation of the data.
The graph is composed of the multimodal attributes as nodes, and
their similarities will give the weights to their connecting edges.
The dimensionality reduction is carried out by determining
similar nodes and picking a representative attribute from each
group. The graph partition reveals the pattern of the attributes;
as such, the chosen attributes preserve the structure of the graph.
The problem of graph partitioning or clustering to group similar
nodes is nondeterministic polynomial-time hard (NP-hard), but
it can be approximated via several techniques, such as spectral
clustering (SC) [8]. In fact, the graph structure can be understood
and analyzed via the Laplacian of the adjacency matrix that sum-
marizes the nodes’ similarities. In particular, the eigenvectors of
the Laplacian matrix, associated with the lowest eigenvalues,
reveal the structure information of the graph [9]. However, in
the case of graphs of heterogeneous degrees, where the nodes
interact differently, the graph’s eigenvalues scatter across the
spectrum. Accordingly, it will be hard to distinguish the lowest
eigenvalues and determine the informative eigenvectors, which
will undermine the attributes selection’s pertinence and effi-
cacy [10]–[12].

In this article, we introduce an approach to information se-
lection in multimodal remote sensing datasets that relies on a
representation based on graph Laplacians. While the existing
works using graph Laplacians exploit the attributes’ structure
using kernels as similarity measures, we additionally consider
the attribute’s information content. As such, we jointly exploit
mutual information (MI) and the Gaussian kernel (GK) simi-
larity metrics to capture the most relevant attributes within the
records. The two similarity measures are applied at different
detail levels. The MI is used globally, considering all the pixels
within the images to ensure a better estimation of the attributes’
shared information. On the other hand, the GK is employed
locally to preserve the particularity of homogeneous areas within
the images. Accordingly, different attributes are selected for
different parts of an image that might belong to different classes
or be measured under different conditions (i.e., different noise
levels, clouds coverage, etc.).

The main motivation of this work is, thus, the limitation
of classic graph-Laplacian-based approaches at separating the
attributes when they are heterogeneous, as it has been shown
in [10]–[12]. Nevertheless, the joint employment of the MI and
the GK at different scales ensures a better separability of the
attributes and, hence, a more precise selection. Accordingly, the
proposed approach guarantees high accuracy of the analysis and

reduces the computational complexity so that the potential of
multimodal remote sensing data analysis can be exploited in
multiple applications.

The rest of this article is organized as follows. Section II
reports a brief summary of the main methods for information
selection in remote sensing data analysis and the main contri-
bution of the proposed approach. Section III provides details of
the proposed architecture. Section IV presents an experimental
validation of the proposed method. Finally, Section V concludes
this article.

For notational convenience, random scalars are denoted by
lowercase letters, e.g., z. Random vectors are designated by bold
lowercase letters, e.g., z. Bold uppercase letters refer to matrices,
e.g., A. |A| and Tr(A) denote the determinant and trace of the
matrix A, respectively. diag{d1, . . . , dN} refers to a diagonal
matrix whose diagonal elements ared1, . . . , dN starting from the
upper left. The ddiag(A) operator is set to zero the off-diagonal
entries of A.

II. BACKGROUND AND MOTIVATION

A. Existing Work

In order to select the most informative subset of attributes
and discard the irrelevant ones, it is possible to use several
dimensionality reduction methods. Generally, dimensionality
reduction methods can be separated into two main approaches:
attribute extraction and attribute selection [13], [14].

1) Attribute extraction reduces the dimensionality by project-
ing the original data into a lower dimensional space [15],
[16]. As such, the separability of the data is increased
but at the expense of physical interpretability, which is
essential in remote sensing analysis. Among the meth-
ods of attribute extraction, we may cite, for instance,
principal component analysis (PCA) [17] and decision
boundary feature extraction (DBFE) [5]. PCA converts
a set of attributes of potentially correlated variables into
a set of linearly uncorrelated variables, called principal
components. It projects the original set into a lower di-
mensional space spanned by the principal eigenvectors
of data’s covariance matrix. Thus, it reduces the size of
the original set while preserving its variance [17]. DBFE
is a supervised approach that uses the training set to
determine the decision boundary between classes. The
eigenvectors of the decision boundary matrix determine
the direction of projection of the original set of attributes.
As such, it provides a minimum number of transformed
attributes that achieve the same accuracy as the original
set [5].

2) Attribute selection reduces dimensionality by selecting the
most informative subset of records preserving the charac-
teristics of the original data without working on a different
space [18]. Attribute selection determines a subset of
the original set that is more relevant according to some
criteria, such as information, similarity, or correlation. The
methods for attribute selection can be divided into three
categories: ranking, searching, and clustering.
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a) Ranking methods sort the attributes with respect to
a given criterion and select the most significant ele-
ments [6], [19]. They are very efficient, but they might
not be very precise because they do not consider the
relationships among the attributes. Among this family
of attribute selection methods, we can cite Fisher score
for attribute selection (FIS). FIS is a supervised ap-
proach that selects the subset of attributes with a large
Fisher score. The Fisher score measures the ability of
each attribute to reduce the intraclass distance while
increasing the interclass distance [20].

b) Searching methods select the optimal subset in an
incremental, removal, or update manner using a search
method, such as a genetic algorithm (GA) [21] or
branch and bound [22]. This class of attribute selection
algorithms is more accurate than ranking methods
since it considers the interaction between the data.
However, such methods are limited by the size of the
searching space. In the case of large datasets, compu-
tation time significantly increases, and the searching
methods fail to achieve optimal results. Here, we can
highlight forward attribute selection (FS) [23], orthog-
onal branch and bound (OBB) [22], and GA [21].
FS determines the optimal subset in an incremental
fashion. The algorithm starts with a minimum number
of attributes, and with each new step, it adds one
attribute that improves the accuracy until no further
improvement is noticed [23]. The OBB is a backtrack-
ing attribute selection algorithm. It is based on the
assumption that the adopted criterion function fulfills
the monotonicity condition. Hence, it guarantees to
find the optimal subset while omitting many attribute
subset evaluations. The branching step consists of
constructing the tree such that the subtree of each
level is constructed by deleting one attribute until the
required number of attributes is reached. The bounding
step represents the process of traversing the tree to
find the optimal subset [22]. The GA is an adaptive
algorithm that finds the global optimum solution for
an optimization problem based on the mechanics of
natural genetics and biological evolution. GAs operate
on a population of individuals to produce better approx-
imations. In attribute selection, each individual in the
population represents a predictive model with genes
that correspond to the total number of attributes in the
dataset. Genes are encoded as binary values that show
if the attribute is included or not in the subset [21].

c) Clustering methods divide the components of the orig-
inal set into different groups, and from each clus-
ter, a representative element is selected to compose
the optimal subset [24]. The approaches within this
category can be further divided into three subcate-
gories: k-means-based [24], [25], affinity propagation-
based [26], and graph-based [27].

Among the various subcategories of clustering meth-
ods, graph-based clustering methods play a key role. The
graph-clustering-based approaches find the relevant attributes

by partitioning the graph into subgraphs (clusters) and selecting
the representative attribute from each of them [27]. In this
representation, the nodes would correspond to data points, while
the edge between two nodes is weighted by their similarity.
It is important to note that data representation through graphs
has attractive characteristics since it enables grasping the local
and global properties efficiently. This effect is obtained by the
intrinsic ability of graph representation to naturally address local
neighborhoods, paths, and global connectivity in its definition
[28]–[30]. In this sense, a graph can enhance the characterization
of complex manifolds, giving graph-based methods a key role
in investigating realistic datasets. Moreover, it can help in re-
ducing the computational complexity of data investigation [27],
[30], [31].

When performing dimensionality reduction on graph struc-
tures, two main approaches can be addressed. On one side,
graph-based clustering algorithms might work on similarities
among the nodes according to specific criteria and metrics
derived on the attributes associated with each vertex in the
graph [27]. Methods belonging to this category (i.e., meth-
ods addressing vertex similarity) attempt to capture the global
geometry of the overall dataset by constructing graphs based
on measures of global connectivity of the ensuing graph. The
intuition behind this algorithm is that random perturbations of
the points in a high-dimensional space will induce changes
in a nonhomogeneous fashion in different parts of the graph
inducing the given dataset to show minimal global distance.
Thus, depending on how globally important certain edges of
the graph are, the algorithms working on vertex similarity will
aim to capture the globally important edges in the perturbed
ensemble [29], [31], [32].

A popular way to ensure such global connectivity addressing
vertex similarity is through the minimum spanning tree (MST)
approach [27], [33], [34]. The main step of the MST approach
consists of determining the MST of the graph, which connects its
vertices without cycles and with the minimum total edge weight.
MST identifies the graph’s cluster by removing the inconsistent
edges according to a certain criteria [34]. MST-based approaches
can, thus, capture the geometry of nonhomogeneously sampled
data points in a high-dimensional space since the MST contains
not only local but also global features of the dataset [32],
[33], [35].

Another way of performing dimensionality reduction on
graphs relies on identifying clusters to fulfill a specific target
condition, i.e., a fitness criterion [27]. Several forms of fitness
criteria have been proposed in technical literature, typically as a
function of the density of the clusters to be detected and/or the
amount of edges in the graph necessary to reach the maximum
value for cliques in the induced subgraphs [27], [36], [37]. In
this respect, community detection (CD) algorithms and methods
based on dominant set (DS) search play a key role.

Let us consider CD schemes [27], [36], [38], [39]. In gen-
eral, CD algorithms depend on the definition of the resolution
parameter that leads to multiscale CD. Specifically, for small
values of this resolution parameter, the number of detected
communities is large, and the communities capture the graph’s
local information. As the resolution parameter becomes larger,
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there are fewer communities, and the communities are able to
capture the global features of the graph [38], [39]. For instance,
Markov stability is a quality measure for CD, which adopts a
dynamical perspective to unfold relevant structures in the graph
at all scales as revealed by a diffusion process [29], [38], [39].

On the other hand, within fitness-criteria-based graph clus-
tering approaches, DS clustering generalizes the problem of
finding a maximal clique to edge-weighted graphs [27], [28],
[37]. At each iteration, a DS is extracted, and its subsets of
nodes are removed from the graph (this is called the peeling-off
strategy). The process iterates on the remaining nodes until all
are assigned to a cluster. Hence, the DS approach determines the
clusters sequentially using a relative measure that quantifies the
clusters’ homogeneity [9], [37], [40], [41].

Unlike the ranking and searching algorithms, clustering meth-
ods guarantee the nonredundancy of the selected attributes. In
this way, the subset of selected attributes is more representative
of the original set. Hence, the performance of the remote sensing
analysis will be enhanced. Thus, clustering methods, as well as
searching methods, are quite accurate. However, graph-based
clustering approaches, in particular, are more advantageous than
searching methods for their pertinence in dealing with noncon-
vex datasets. Computational complexity can vary depending on
the clustering algorithm that is used and the size of the dataset.

It is worth noting that methods based on deep learning, such
as autoencoders, can be used for attribute extraction [42]. By
using a training set of data, autoencoders learn a mapping
that preserves the structure, from the original data space to a
lower dimensional space. Many variants of autoencoders have
been proposed for attribute selection as well as to tackle the
issue of interpretability loss. Xu et al. [43] select the subset of
attributes that contributed the most to the output, while Tomar
et al. [44] backpropagate the network through more probable
links, to name a few. The main drawback of approaches based
on deep learning is their heavy dependence on the density of
the training set. The training dataset should be rich in quality
and size to reflect on the structure of the underlying manifold,
especially if it has a complex structure. However, due to the
difficulty of procuring such dense training sets, such methods
can be hardly employed to obtain accurate and reliable re-
sults. Moreover, the aforesaid frameworks are not flexible in
dealing with heterogeneous datasets. All this adds up to the
complexity of implementation. We would like to emphasize
that, in this study, we are comparing the proposed method
only with unsupervised dimensionality reduction approaches,
while neural-network-based approaches are either supervised
or semi-supervised; therefore, we are not using any of these
approaches since they require a training set [42]–[44].

The methods described above can be classified as supervised
if they require labeled data, or unsupervised, otherwise. How-
ever, unsupervised methods are more convenient since acquiring
labeled data, which in most cases involves the implication of an
expert, is costly and time consuming. Indeed, in contrast to other
research fields, providing very accurate labels is challenging
in the case of remote sensing, for instance, when dealing with
complex scenes or when considering modalities that are difficult
to interpret, such as SAR images of sea ice in polar areas.

B. Related Work

In this study, we propose an information selection method
based on the graph Laplacian. Since this approach has been
widely employed for multimodal analysis in remote sensing, it is
worth to mention several works based on the graph Laplacian and
generally on segmentation of multimodal datasets. The graph
Laplacian is a matrix representation of the graph that reflects its
properties [9], [12], [45]. In particular, the eigenvectors of the
Laplacian constitute a low-dimensional embedding of the nodes
(that represent attributes), which increases their separability by
revealing their hidden pattern. As opposed to attribute extraction
approaches, this embedding can be mapped back, preserving
the attributes’ physical interpretability. As such, it combines
the advantages of attribute selection and attribute extraction
methods [17].

The graph Laplacian has been widely applied for multimodal
analysis in remote sensing. For instance, we might cite manifold
alignment applications that aim to determine a common latent
space where multimodal datasets have a unified representation
and become comparable [46]. In [47], Tuia et al. propose a
semi-supervised framework for a manifold alignment that avoids
geometric comparisons between modalities since it only com-
pares their labels while preserving each domain’s geometry via
domain-specific graph Laplacians. A successful outcome of this
approach relies on the quality of labels that should be similar
among the datasets and representative of their connections. Hong
et al. [48] propose to consider unlabeled information addition-
ally to labeled samples. In particular, their approach exploits
labeled samples from the overlapped area of hyperspectral and
multispectral modalities and pseudo labels given only by the
multispectral modality. The pseudo labels are updated using a
data-driven Laplacian matrix learned on the latent subspaces
of both modalities. As opposed to [47], the approach in [48]
requires the datasets to be coregistered and overlapped. Fur-
thermore, some deep learning framework attempts to increase
the capability of information blending between multimodalities
using different strategies, such as multiscale fusion, bidirec-
tional symmetrical mechanism, and highly dense connectivity,
have been proposed [49]. Moreover, while, generally, the joint
modality representation is used, some methods are building
the disjunct subnetworks in order to learn the discriminative
features independently for each modality and integrate them
with various structured constraints, which can be measured
by similarity, correlation, or sequentiality, onto the resulting
encoder layers [50]. In addition, some GAN-induced models
have also been investigated [51], [52]. Among these methods,
it is worth to mention the strategy proposed in [51], where
the robustness of the features is increased by eliminating the
effects of the adversarial noises. Moreover, the algorithm in [52]
models the adversarial perturbation into end-to-end multimodal
networks to obtain large-scale semantic segmentation.

Another application is multimodal segmentation, specifically
by combining LiDAR and hyperspectral datasets. In [53], Iyer
et al. proposed an approach based on SC for multimodal segmen-
tation. To combine information from multimodal datasets, the
similarity between the pixels is given by the minimum of all



11550 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 14, 2021

similarities considering different modalities. As such, two
classes are similar if and only if they are similar in all modalities.
The eigenvectors of the fused graph are then used for segmenta-
tion in a semi-supervised manner using the MBO algorithm [53].
Xia et al. [54] also propose to combine hyperspectral and
LiDAR features in a semi-supervised manner. Their approach
exploits both labeled and unlabeled samples to optimally fuse
both modalities’ spectral, elevation, and spatial features. Hong
et al. [55] as well as the aforementioned authors further extended
their model to a semi-supervised version by learning a graph
structure for the alignment of labeled and unlabeled samples.
In the case of multimodal datasets that involve the use of
information-rich data, which accompanied by high storage and
computational costs, it seems relevant to train the model employ-
ing only a limited part of the multimodal dataset. Thus, training
in more compact and varied cross-modal representations facili-
tates predicting larger scale semantic segmentation results [55].

For graph building, the GK, also called the heat kernel func-
tion or radial basis function (RBF), is typically used to assess the
graph’s nodes’ similarity. In the case of heterogeneous datasets,
GK might be a valid choice. However, GK will not be able to
reveal the structure of data from different domains [48]. This
limitation can be circumvented by comparing the heterogeneous
datasets’ labels as in [47], assuming that they include similar
classes, or by learning the graph from the dataset as in [48].
Both approaches heavily rely on the quality and density of the
labels.

C. Contributions

With this in mind, we developed a method for flexible attribute
selection based on graph Laplacian representation induced by
metrics computed at global and local scales across the given
multimodal datasets. When analyzing multimodal data, classi-
cal spectral methods are struggling to perform on such highly
heterogeneous datasets [10]–[12]. Therefore, in this work, we
are suggesting adding another criterion to weight a graph edges
in order to solve the limitations of the classic SC approaches. Un-
like the commonly used functions to weigh the edges of a graph,
such as GK, MI can assess nodes’ similarity from different do-
mains since it only compares their probability density functions
(PDFs). MI measures the statistical dependence between two
random variables. It is defined as the Kullback–Leibler diver-
gence of their joint PDF and the product of marginals. Instead
of only exploiting the MI to assess the similarities of multimodal
attributes, we propose to combine it with the GK. The GK
will compensate for the incapacity of MI to capture the local
structure of the attributes. Several works employ two similarity
measures for information selection [13], [56]–[58]. In contrast
to those methods, we exploit both measures simultaneously and
not sequentially. In this way, the results will not be biased by the
order in which the measures were applied, i.e., both criteria are
equally important, and hence, the selection will be more precise.

Accordingly, while the existing works using graph Laplacians
only rely on the attributes’ structural similarity using kernels,
we also consider the attribute’s information content. We jointly
employ GK and MI to identify the most relevant attributes within

the records. Bearing in mind the variability of the Earth’s surface
properties, the attributes’ relevance will vary among the different
classes within the remotely sensed images.

Correspondingly, the second major contribution is that the
two similarity measures are applied at different detail levels to
preserve more information about original data. The MI is applied
globally, i.e., image-wise, so to provide a better estimation of
the attributes’ shared information. On the other hand, the GK
is performed locally, i.e., patch-wise, in order to preserve the
structure and particularity of homogeneous areas within the
images. This allows us to increase the flexibility and accuracy
of information selection since different relevant attributes are
selected for various homogeneous areas.

Thereby, the proposed approach guarantees high accuracy of
the analysis and reduces the computational complexity so that
the potential of multimodal remote sensing data analysis can be
exploited in multiple applications. The different experimental
tests conducted on several multimodal datasets illustrate the
ability of such an approach in revealing the complex pattern
of the heterogeneous attributes that ensures a more precise
selection than the existing works.

It is worth noting that, as opposed to [53] and [54], our
approach employs the Graph Laplacian for attribute selec-
tion and not to extract new attributes. As such, we preserve
the physical interpretability of the attributes that might be
exploited, for instance, in understanding the contribution of
each modality in the underlying analysis. Moreover, given the
difficulty in acquiring dense and rich labels in remote sens-
ing, and to avoid the imprecision of the selection in case of
uncertain labels, our approach is applied in an unsupervised
manner.

In order to sum up everything mentioned above, in this arti-
cle, we introduce an unsupervised, flexible, interpretable, and
accurate method for information selection that is applied for
multimodal datasets. Among all the mentioned advantages, we
would like to stress the main contributions and novelties of this
work and proposed approach in particular.

1) Two Similarities: It simultaneously employs two similarity
measures that preserve global and local particularities of
the original dataset, which subsequently allows selecting
the most relevant attributes.

2) Flexible Selection: The method is performed patch-wise;
therefore, it selects the most relevant attributes for the
considered classes across the different areas of the ROI.

Additionally, here are some minor advantages, which are
less significant, and have been employed in existing works,
nevertheless still worth mentioning.

1) Multimodal: It is flexible; therefore, it can be applied to
various data combinations with different characteristics.

2) Unsupervised: The method is completely application in-
dependent; thus, it does not require any prior knowledge
regarding the datasets or class labels in particular.

3) Interpretable: The method keeps the crucial advantages
of both dimensionality reduction strategies, namely, at-
tribute extraction and selection, such as preserving the
physical meaning of the original data, while increasing its
separability.
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Fig. 1. Flowchart of the multimodal information selection approach proposed in this work. (a) Attributes of the l-th pixel are stacked in one vector xl∗. (b) Graph
of four attributes with two similarity functions at the l-th pixel. (c) Graph of four attributes with two similarity functions at the l-th pixel. Similar attributes are
grouped together.

III. METHODS

This section reports the detailed description of the main steps
of the proposed information selection method (see Fig. 1).

A. Attribute Generation

The very first step is attribute generation. We assume that the
images are spatially aligned such that their attributes overlap.
Let M be the number of available images, including bands and
polarizations, and L be the number of pixels in each image. We
assume that N attributes (images, textural features, etc.) could
be associated with each pixel across the whole dataset, and we
stack them all in X= (xln) ∈ RL×N [see Fig. 1(a)]. We denote
the n-th column of X, which corresponds to the n-th attribute by
x∗n, so it is possible to write X= [x∗1, . . . ,x∗N ]. Analogously,
we denote the l-th row of X, which details the values of attributes
at the l-th pixel, by xl∗; hence, X= [xT

1∗, . . . ,x
T
L∗]

T .

B. Graph Building

For the sake of clarity, we present our approach first at a
pixel level. The adaptation to the superpixel/patch level will be
detailed in Section III-D. We aim to find, for a given pixel l, the
smallest subset of attributes, {xl1, . . . , xlK}, that preserves the
structure and information content of the original set. To perform
such selection, we apply the graph theory [9] since graphs are a
natural way to represent various types of data.

In the proposed method, the set of N attributes will con-
stitute the vertices of an undirected fully connected graph
Gl(Vl, EGK

l , EMI), where Vl denote the set of attributes
(Vl = {A1, . . . , AN}, An refers to the n-th attribute the values
of which are given by x∗n), EGK

l and EMI are two set of edges
that connect the nodes (EGK

l , EMI = {(Ai, Aj), Ai, Aj ⊂ V}).
The weights of the edges are defined by two similarities, GK
and MI, to increase the accuracy of analysis (see Fig. 1(b) for
an example of four attributes at the l-th pixel).

It is worth noting that two vertices are connected by two edges.
The weight of the first edge, between attributes xln1

and xln2
,

is determined using the GK

wGK
ln1n2

= exp

(
− (xln1

− xln2
)2

2σ

)
, 1 ≤ n1, n2 ≤ N

(1)
where σ controls the width of the neighborhood in the graph.
The width of the neighborhood, i.e., the number of connected
vertices, increases with σ. In this work, we set σ to 1 by default,
since it produces a more accurate result; however, this parameter
does not affect the performance significantly.

A large value of wGK
ln1n2

implies that the attributes xln1
and

xln2
are very similar, and hence, it will be sufficient to only

consider one of them to obtain accurate characterization of
the dataset. Conversely, small values of wGK

ln1n2
mean that the

attributes are different and, therefore, likely to carry different
information, so that they must be both considered for the anal-
ysis.

The weight of the second edge, between attributes x∗n1
and

x∗n2
, is defined using MI, as follows:

wMI
n1,n2

= I(x∗n1
,x∗n2

), 1 ≤ n1, n2 ≤ N

=
L∑

i=1

L∑

j=1

P (xin1
, xjn2

) log

(
P (xin1

, xjn2
)

P (xin1
)P (xjn2

)

)

(2)

where x∗n is a vector of measures corresponding to the n-
th column of matrix X, i.e., n-th attribute. P (xi,xj) is the
joint density function of xi and xj , and P (xi) and P (xj)
are the marginals. MI quantifies the shared information be-
tween two random variables [14]. Accordingly, large values
of I(x∗n1

,x∗n2
) imply redundancy in information. Conversely,

low values of I(x∗n1
,x∗n2

) imply synergy (novelty).
The similarity measure based on the GK represents the struc-

ture of the attribute set. In our method, it is applied at local level
(i.e., on pixels or segments) in order to preserve the local partic-
ularities of the original data. On the other hand, MI reports the
information content of the attribute set by discarding redundant
ones. The selection via information is performed image-wise to
capture the global information of the observed region. Thus, we
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extract both global and local information about our data in order
to enhance the performance of the proposed method.

C. Graph Clustering

Once the graph is defined according to the operations that
have been previously introduced, we perform the partition of
the graph using a procedure inspired by the SC approach [9]
so as to identify and select the most relevant attributes in the
dataset. In order to understand the main steps of this strategy, let
us suppose that we only use the GK as a similarity measure as
is the case in classic SC. The partition is performed by grouping
the vertices of the graph into subgraphs so that two vertices of
the same subgraph have strong connections (weights), while two
vertices from different subgraphs have weak connections. Such a
problem can be formalized using the normalized cut criterion [9],
which can be defined as follows:

K∑

k=1

∑
i∈Vlk

∑
j∈Vl\Vlk

wGK
lij∑

i∈Vlk

∑
j∈Vlk

wGK
lij

(3)

where wGK
lij is the weight of the edge defined by the GK, and

Vl1, . . . , VlK are the K partitions of the graphs, i.e.,
⋃

k Vlk =
Vl. It is also worth recalling that K identifies the number of
relevant attributes that are meant to be selected out of the original
records. The normalization in (3) ensures that the clusters are
large enough to avoid clusters of single vertices. The criterion in
(3) is then minimized over the K graph partitions to select the
K most relevant attributes in the original dataset.

The aforesaid optimization of the normalized cut criterion is
NP-hard and, hence, very cumbersome to efficiently address.
To enhance the partition procedure, Shi and Malik proposed to
replace the normalized cut minimization with an approximated
problem [59]

min
H

Tr
(
HT LGK

l H
)

subject to HT H = I (4)

where H = [h1, . . . ,hK ] ∈ RN×K , and hk denotes the indica-
tor vector of the i-th subgraph. LGK

l is the so-called symmetric
normalized Laplacian matrix based on the GK, and it is defined
as follows:

LGK
l = I − DGK−1/2

l WGK
l DGK−1/2

l (5)

where I is the identity matrix, WGK
l = (wGK

lij ) is the adja-
cency matrix, and DGK

l = diag(
∑

i̸=j wGK
lij ) is the degree ma-

trix. The n-th element of the graph indicator hk can be con-
strained to assume a nonnull value of (

∑
i,j∈Vlk

wGK
i,j )− 1

2 if
and only if the n-th node of the graph belongs to the k-th
subgraph.

It is worth noting that such a discrete constraint leads to an NP-
hard problem that can be relaxed by allowing the solutions to be
in R [59]. In this case, according to the Rayleigh–Ritz theorem,
the solution of (4) is given by the first K eigenvectors of LGK

l [9].
In fact, the multiplicity of the null eigenvalue of the Laplacian
matrix equals the number of the connected components in the
graph, and their corresponding eigenvectors are indicators of
different subgraphs [9]. Moreover, since the discrete constraint

on the indicators was discarded, a clustering of the rows of H is
required to refine the results [9], [59]. Indeed, the n-th row of H
corresponds to the n-th attribute. As such, the same results of the
clustering on the rows of H apply to the attributes. Moreover,
the subset of relevant attributes is constituted by picking, from
each cluster, the closest attribute to the centroid. Accordingly,
the rows of H can be considered a revertible low-dimensional
embedding of the attributes.

At this point, it is worth recalling that the graph representation
of the datasets we aim to analyze is associated with a fully con-
nected graph. In this case, the graph is one connected component.
Hence, there will be one null eigenvalue of the Laplacian matrix
corresponding to a constant eigenvector [9]. As a consequence,
the graph indicators are given by the eigenvectors related to
the next lowest eigenvalues. Therefore, graph clustering success
relies on the identifiability of these informative eigenvalues
related to the graph indicators. As such, they need to be isolated
from other eigenvalues [9], [12].

The isolation of the eigenvalues is directly associated with the
clusters’ separability, which is more plausible in homogeneous
graphs, where similar interactions occur among the nodes. On
the other hand, the attributes of multimodal datasets are het-
erogeneous, and they interact differently. In this case, however,
it has been shown that the classic graph clustering will fail at
separating the clusters [10]–[12]. To tackle this issue, we propose
considering the MI in addition to the GK. Incorporating the MI
will reflect different relationships between the attributes from
the GK. This new variability will help isolate the informative
eigenvalues and increases the clusters’ separability, which will
translate into a precise attributes selection.

Now, if we consider the MI in addition to the GK, we
would like to partition the graph such that the vertices of the
same subgraph have strong connections via both links, while
the vertices from different subgraphs have one or two weak
connections, either GK or MI [see Fig. 1(c)]. An approximation
of this problem can be written as follows:

⎧
⎪⎨
⎪⎩

minH Tr
(
HT LGK

l H
)

subject to HT H = I

minH Tr
(
HT LMIH

) (6)

where LMI denotes the Laplacian matrix based on MI

LMI = I − DMI−1/2

WMIDMI−1/2

(7)

where the corresponding adjacency matrix and degree matrix are
defined as WMI = (wMI

ij ), and DMI = diag(
∑

i̸=j wMI
ij ), respec-

tively. The solution of (6) is given by the common eigenspace
of LGK

l and LMI, i.e., their joint eigenvectors. The common
eigenspace spanned by both Laplacians enables their interaction,
which might unfold complicated structure of the graph. The joint
eigenvectors of the graph Laplacians, LGK

l and LMI, are defined
so that the following equations hold:

LGK
l = V lΛ

GK
l V T

l (8)

LMI = V lΛ
MI
l V T

l (9)
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Algorithm 1: SC Algorithm for Local Pixel/Superpixel-
wise Selection.

Input:
• Attributes of the l-th pixel—{xl1, . . . , xlN}/l-th

superpixel—{xl1, . . . ,xlN}
• Number of selected attributes—K < N

Output: Subset of N Attributes
1) Compute the adjacency matrices WMI using (2) and

WGK
l using (1) for pixel-wise selection and (11) for

superpixel-wise selection.
2) Compute the degree matrices DGK

l and DMI

3) Construct the Laplacians LGK
l and LMI as in (5)

and (7), respectively.
4) Compute the first K smallest joint eigenvectors of

LGK
l and LMI, vl1, . . . ,vlK .

5) Form V l = [vl1, . . . ,vlK ] ∈ RL×K .
6) Normalize the rows of V l to 1.
7) Cluster the rows of V l into K clusters using K-means
8) Assign rli to the same cluster as the i-th row of V l

9) Return, for each cluster, the closest attributes to the
centroid.

where V l = [vl1, . . . ,vlN ] is the matrix of eigenvectors, and
ΛGK

l = diag(λGK
l1 , . . ., λGK

lN ) and ΛMI
l = diag(λMI

l1 , . . ., λMI
lN ) are

diagonal matrices of the corresponding GK- and MI-based
eigenvalues, respectively.

In general, a joint diagonalization (JD) exists if and only
if LGK

l and LMI
l commute in multiplication [60], which is not

always valid in practice. Thus, V l is determined using approx-
imate JD algorithms [61] instead, which minimize a criterion
of diagonality of V T

l LGK
l V l and V T

l LMIV l. Different diag-
onalization constraints and distances can be used leading to
a multitude of algorithms. In this work, we perform the JD
using the Quasi-Newton algorithm [61], which minimizes the
log-likelihood measure introduced by Pham and Cardoso [62],
i.e.,

L(V )=log

∣∣ddiag
(
V T

l LGK
l V l

)∣∣
∣∣V T

l LGK
l V l

∣∣ + log

∣∣ddiag
(
V T

l LMIV l

)∣∣
∣∣V T

l LMIV l

∣∣ .

(10)
Once the original set of attributes is embedded into a lower

dimensional manifold using the joint null eigenvectors of the
Laplacian matrices, a classical clustering method, such as K-
means, is then applied to partition the embedding, i.e., to cluster
the rows of the matrix H = [vl1, . . . ,vlK ] into K < N clusters.
This new representation enhances the efficiency of standard clus-
tering methods by increasing the separability of data, mainly if it
is nonlinearly separable. Moreover, it eliminates the sensitivity
to initialization of such methods. Finally, the centroids of the
clusters will form the set of selected attributes. It should be
noted that the number of selected attributes K is not determined
automatically in this work. Algorithm 1 reports the main steps
of the proposed information selection method inspired by Ng
et al. [63].

Fig. 2. Attributes of the l-th superpixel are stacked in one matrix Xl ∈
RLl×N . Ll denotes the number of pixels in the l-th superpixel.

D. Superpixel Approach

Considering the large size of the remote sensing images,
performing the selection at each pixel is computationally ex-
pensive [64]. To alleviate the computational complexity while
preserving each pixel’s local particularity, we propose to imple-
ment selection on a superpixel-level instead, i.e., patch-wise (see
Fig. 2). As opposed to other patch-wise approaches, e.g., win-
dowing, superpixels include pixels that share similar information
since they are generated using segmentation (i.e., the grouping
of homogeneous pixels) [65]. As such, the selection is more
precise since it is particular to the properties of homogeneous
pixels.

The first step of a superpixel selection consists of segmenting
the image into homogeneous areas. This step can be achieved
using segmentation methods such as Watershed [66], [67] or
simple linear iterative clustering [68]. In our work, we use
Watershed superpixel segmentation.

In the superpixel approach, similar steps as in Algorithm 1
applies except for the calculation of the GK adjacency matrix. In
the case of the superpixel-based definition of the graph to be used
for attribute selection as previously mentioned in this section,
the elements of the adjacency matrix WGK

l are calculated using
all the pixels within the l-th superpixel, i.e.,

wGK
ln1n2

= exp

(
−||xln1

− xln2
||2

2σ

)
, 1 ≤ n1, n2 ≤ N

(11)
where ||.|| denotes the Frobenius norm. The graph is then
explored and the eigenanalysis is performed according to the
steps detailed in the previous subsection and summarized in
Algorithm 1 in order to identify and select the K most relevant
attributes in the dataset.

IV. ANALYSIS AND EXPERIMENTAL RESULTS

The following section reports the experimental analysis and
performance evaluation of the proposed method, as well as com-
parison results with existing methods using several multimodal
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datasets. In the remaining of this section, we refer to our method
as GKMI–Gaussian kernel and mutual information.

Attribute selection can be applied as a preprocessing step
of several remote sensing applications, e.g., target detection,
classification, unmixing, etc. However, for the validation of our
method, we only consider the improvement of classification
accuracy.

The segmentation step used as part of GKMI might produce
superpixels that include a different number of classes, and the
classes may differ from one superpixel to another. To tackle the
heterogeneity of the superpixels, we classify them separately us-
ing parallel classification. Accordingly, we employ L classifiers
for the L superpixels that constitute the image X. To train the
classifiers, we use the same training set T = {t1, t2 , . . . tθ}
that constitutes a certain percentage of the original dataset,
where ti ∈ RN is the i-th pixel in the training set. However,
the attributes of the training set are adapted to each superpixel.
As such, for a given superpixel Sl, only a subset of the elements
of ti is considered. The indices of these elements are the indices
of the attributes selected for Sl.

Various classifiers can potentially produce different accuracy
results on the same dataset. To validate the performance and
show the consistency and robustness of our algorithm, we im-
plement two of the widely applied classifiers in remote sensing:
support vector machine (SVM), and random forest (RF) [69],
[70].

SVM is a classification method that determines a set of
hyperplanes that separate the dataset into different classes [71].
To perform a nonlinear classification, we choose the RBF as a
kernel. The optimal parameters c and γ of the RBF kernel are
determined by parameter tuning.

RF generates an ensemble of individual decision trees and
combines their outputs to get an accurate prediction of the
class [72]. In other words, RF is a classifier consisting of a
collection of tree-structured classifiers.

Both classifiers are supervised methods that strongly rely on
an analyst to define the classes for subsequent classification.
To quantitatively estimate the classification result, we use the
overall accuracy (OA) index, average accuracy (AA) index, and
Cohen’s kappa statistic (Kappa). OA shows the percentage of
correctly classified samples, AA quantifies the mean of class-
specific accuracies for all classes, while Kappa measures the
agreement between the classification and the reference data [73].

This section is divided into four subsections, which aim to
display the capacity of the proposed method according to the
following organization.

1) Section IV-A introduces the datasets that were investigated
in this work.

2) Section IV-B investigates the algorithm’s sensitivity to the
number of selected attributes, the size of superpixels, and
the size of the training sample.

3) Section IV-C reports the relevance of using two similarity
functions and the pertinence of a superpixel selection
versus pixel-wise and image-wise selection.

4) Section IV-D shows the validation of GKMI performance
and comparison with different information selection meth-
ods on the considered multimodal datasets.

TABLE I
GLCM FEATURES

gi,j denotes the (i, j) element of the GLCM ma-
trix G. Q is the number of gray levels used, and
µ =

∑Q−1
i=0

∑Q−1
j=0 i gi,j and σ2 =

∑Q−1
i=0

∑Q−1
j=0 (i −

µ) g2
i,j are, respectively, the GLCM mean and variance.

ASM refers to the angular second momentum.

TABLE II
TYPES AND NUMBER OF ATTRIBUTES FOR THE CONSIDERED DATASETS

S2 and L8 refer to Sentinel-2 and Landsat-8, respectively. N denotes the total number of
attributes for each dataset. It should be noted that the GLCM attributes, listed in Table I,
are generated for each band.

A. Dataset Description

To evaluate the performance of the proposed GKMI method
for attribute selection, we consider different multimodal datasets
obtained from various satellite platforms. In this work, we only
consider data and feature levels of multimodal data fusion,
although the GKMI method can also be applied at the decision
level.

To increase the number of attributes and extract some addi-
tional information from the original data, along with the bands of
optical and LiDAR datasets, we use textural features, while for
hyperspectral datasets, we only use existing bands. To extract
textural features, we use the gray-level co-occurrence matrix
(GLCM) [74]–[76]. Table I illustrates the extracted features as
well as their mathematical definitions.

Table II summarizes the number and types of the attributes
considered in this article, and Table III reports the list of ground
truth labels for each dataset. A detailed description of the
datasets is presented as follows.

1) Berlin/Paris: The datasets were acquired over the cities
of Berlin and Paris, and both consist of images obtained from
two optical sensors: Sentinel-2 and Landsat-8. The datasets were
obtained from the 2017 IEEE GRSS Data Fusion Contest [77].

Both datasets (Sentinel-2 and Landsat-8) were resampled at
100-m resolution. Berlin and Paris test sites were prelabeled for
the subsequent classification and include 12 ground truth labels
corresponding to various built-up (anthropogenic constructions)
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TABLE III
GROUND TRUTH LABELS FOR ALL THE DATASETS USED IN THIS ARTICLE

Fig. 3. Overlapping area of the Berlin dataset. (a) Landsat-8 and (b) Sentinel-2
natural color composite images.

Fig. 4. Overlapping area of the Paris dataset. (a) Landsat-8 and (b) Sentinel-2
natural color composite images.

and land cover types. Sentinel-2 dataset contains ten bands
in the visible, near-infrared, and short-wave infrared part of
the spectrum. Landsat-8 contains nine bands in visible, short,
and long infrared wavelengths (according to the notation in
Section III-A, M = 28, 1×Sentinel-2 dataset + 2×Landsat-8
datasets). Moreover, from each band, we extract six textural
features (see Table I). Therefore, the final datasets that were
used contain N = 196 extracted attributes.

Figs. 3 and 4 show the overlapping area of the two datasets.
The overlapping test size area for Berlin example is of
666×643 pixels, and for Paris, it is of 988×1160 pixels.

2) Trento: This dataset was acquired on an agricultural area
in the south part of the city of Trento, Italy. It consists of LiDAR
and hyperspectral data. Hyperspectral data were acquired by the

Fig. 5. False-color composite representation of Trento (a) hyperspectral and
(b) LiDAR datasets.

AISA Eagle sensor with a 1-m spatial resolution and includes
63 bands ranging from 0.40 to 0.99 µm, where the spectral
resolution is 9.2 nm. The LiDAR data were acquired by the
Optech ALTM 3100EA sensor. The available ground truth labels
consist of six classes.

The Trento dataset contains 63 hyperspectral bands and two
LiDAR bands (M = 65). Additionally, we extracted six textural
features for each of the available LiDAR bands (see Table I). The
final dataset that was used contains N = 77 attributes with an
overlapping test size area of 600×166 pixels. Fig. 5 illustrates
the false-color composite representation of the Trento dataset
for both sensors.

3) Houston: The last dataset consisted of LiDAR and hyper-
spectral data acquired over the University of Houston campus
and the neighboring urban area and was distributed for the
2013 IEEE GRSS Data Fusion Contest [78]. Hyperspectral
data were acquired from the Compact Airborne Spectrographic
Imager with a 2.5-m spatial resolution. The hyperspectral dataset
includes 144 spectral bands ranging from 0.38 to 1.05 µm. The
available ground truth labels consisted of 15 classes.

The Houston dataset contains hyperspectral data (144 bands)
and 1×LiDAR data (including one band and six textural fea-
tures). The final dataset that was used consisted of N = 151
attributes with an overlapping test size area of 1905×349 pixels.
Fig. 6 demonstrates the Houston test site for both sensors.

B. Parameter Sensitivity Analysis

Several parameters may affect the performance of GKMI,
mainly the number of selected attributes, the size of superpixels,
and the size of the training set. In the following, we tune one
parameter at a time to understand how it influences our proposed
approach.

1) Number of Attributes: Fig. 7 illustrates the overall accu-
racies for the proposed GKMI attribute selection over a different
number of selected attributes for all datasets used in this work.
The blue curve identifies the OA results obtained on the Berlin
dataset, the red line indicates the OA results obtained on the Paris
dataset, the green line refers to the Trento dataset, whereas the
black line shows the results for the Houston dataset. The stars
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Fig. 6. False-color composite representation of Houston (a) hyperspectral and
(b) LiDAR datasets.

Fig. 7. Overall accuracies of GKMI as a function of different numbers of
selected attributes for Berlin (blue dotted line), Paris (red dashed line), Trento
(green solid line), and Houston (black dash-dotted line) test sites using the SVM
classifier.

indicate the point where the accuracy reaches its maximum. It
can be seen from Fig. 7 that the OA curves rise sharply until the
number of attributes chosen reaches 40 for the Berlin dataset and
30 for the Paris dataset. After that point, OA curves keep stable
high till 75 and start to decrease. The Trento and Houston curves
grow abruptly until the number of attributes chosen reaches 20
for both datasets.

All the curves, in general, have a similar pattern that indicates
that a large number of selected attributes do not necessarily lead
to the best classification result. The number of selected attributes
reaches some particular point where additional attributes can
hardly provide any extra information for subsequent classifica-
tion. Depending on the original data, additional attributes may
even reduce the accuracy of classification. This result shows
the relevance of our method, since using the total number
of attributes leads to lower accuracy. Actually, the maximum
efficiency is reached using less than half of the attributes.

2) Size of Superpixels: The size of superpixels is another
parameter that may impact the performance of our method. Since
the same set of attributes is assigned to the pixels of the same
superpixel, we expect that too large or too small superpixels may
deteriorate the results. Large superpixels may include several
homogeneous regions; hence, the selected subset may not be
representative of all pixels. On the other hand, small superpixels

Fig. 8. Mean (curves) and variance (faded surfaces) of overall accuracies of
GKMI as a function of different numbers of superpixels for Berlin (blue), Paris
(red), Trento (green), and Houston (black) test sites using the SVM classifier.
The same color legend as in Fig. 7 applies here. Note that the figure consists of
four different subfigures with different scales on the vertical axes.

may not contain the whole homogeneous area, and various
attributes can be chosen for the same region.

It is important to recall that the superpixel selection is used
only during the attribute selection process, while classification is
performed for each pixel separately. In other terms, let us assume
that the i-th superpixel Si consists of Pi pixels {xp∗}p=1,...,Pi

.
The pixels belonging to Si cannot be associated with any
other superpixel, i.e., Si ∩ Sj = ∅ ∀(i, j) ∈ {1, . . . , L}2 , i ̸= j,
where L is the total number of the considered superpixels in
the dataset. Then, the attribute selection procedure in Section III
selects for all the pixels in Si a subset of K attributes Ωi. The p-th
pixel in Si is, hence, classified independently from the others by
taking into account only the attributes in Ωi.

To investigate the impact of this parameter on GKMI, we
illustrate in Fig. 8 the OA of the proposed method, over a
different number of superpixels, for all datasets. The blue line
shows the OA result for Berlin, the red line for Paris, the black
line for Houston, and the green line for Trento. The stars show the
point with maximum OA. The faded area displays the variance
of the overall accuracies for different sizes of superpixels. The
number of superpixels is representative of the size of superpixels
in the dataset, i.e., the higher the number of superpixels, the
smaller the size of the superpixels.

From Fig. 8, we can observe that the curves for each dataset
are quite stable, and there are no significant fluctuations, which
means that the size of the superpixels has a minor impact on
the classification accuracy. Moreover, from the curves, it is
possible to appreciate that the variance of the overall accuracies
(faded area) is decreasing with the size of the superpixels for
the Trento, Houston, and Berlin datasets. This indicates that for
these particular examples, increasing the number of superpixels
leads to a more stable results, while for the Paris dataset, there
are no significant fluctuations in variance throughout the curve.

The OA displayed in Fig. 8 is the result of the attribute
selection process as a function of the number of superpixels
(L in the previous discussion). Therefore, it is possible to state
that Fig. 8 shows how robust the proposed method is with
respect to the L parameter. In fact, although the pixels of a given
superpixel have the same set of chosen attributes, they might
belong to different classes. Thus, the proposed approach is able
to combine the benefits provided by the superpixel grouping
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Fig. 9. Overall accuracies of GKMI as a function of different sizes of training
samples for Berlin, Paris, Trento, and Houston test sites using the SVM classifier.
The same color legend as in Fig. 7 applies here.

and graph clustering while avoiding biasing the results in the
classification step.

3) Size of Training Sample: Another parameter that is af-
fecting the performance is the size of the training sample. Fig. 9
demonstrates the OA of the proposed method over a different
size of training samples. It is quite evident from Fig. 9 that the
increase in accuracy is directly proportional to the increase in the
sample size: this behavior is verified for all considered datasets.

In all other experiments of this study, we are using 20% of
ground truth labels as a training sample as commonly used in
practice.

C. Performance Analysis

Let us now investigate the impact of the chosen similarity
measures, their weight, as well as the relevance of the superpixel
analysis compared to pixel-wise and image-wise selection.

1) Kernel Comparison: Let us start by discussing the metric
to be used to estimate the similarity representing the structure of
the attributes’ set in Section III. In this respect, it is worth noting
that the choice of the function to model the similarity among
attributes is a critical task in remote sensing data analysis [79],
[80, ch. 9].

In fact, defining the kernel to be employed to quantify the
structure of the data (and thus defining similarity between pairs
of samples) is crucial to obtain a reliable understanding of the
relevance of the attributes and their actual role in the characteri-
zation of the interactions among the records [79]. Furthermore, it
is important to recall that a proper choice of the kernel to quantify
the similarity among attributes can provide a consistent and
well-founded theoretical framework for developing nonlinear
techniques. Moreover, kernel functions are used in practice to
unfold the complicated structure of a dataset, thus enabling
the ability to deal with a low number of (potentially high di-
mensional) training samples, the investigation of heterogeneous
records, as well as considering multiple noise sources [79], [81].

On the other hand, it is also true that the definition of the
proper kernel for the aforesaid purpose might be particularly
cumbersome, especially when the design of architectures for
data analysis that is intended to be unsupervised, versatile, and
flexible is targeted [79], [81]. Indeed, it is possible to state that
the definition of a kernel mapping function that would accurately
quantify the similarity among samples represents a bottleneck

TABLE IV
DEFINITIONS OF THE DIFFERENT KERNELS BETWEEN FIRST AND SECOND

ATTRIBUTES IN THE l-TH SUPERPIXEL

TABLE V
PERFORMANCE COMPARISON AMONG DIFFERENT SIMILARITY MEASURES,

DEFINED IN TABLE IV, USING THE SVM CLASSIFIER

K refers to the optimal number of selected attributes for which the OA is obtained. In
this experiment, according to the notation in Table IV, c = 1, d = 3 , and s = 1/N .

for any kernel-based analysis approach. At the same time, it
is worth remembering that not all kernel similarity functions
are allowed. Specifically, valid kernels must fulfill Mercer’s
theorem, i.e., being positive-definite similarity matrices. This
property is fundamental when no a priori knowledge on the
interclass and intraclass statistical distributions is available [79],
[81]. As a result, the kernel functions that are most commonly
employed in this context are using Euclidean distance (ED) and
linear, polynomial, and Gaussian functions (i.e., Linear kernel
(LK), Polynomial kernel (PK), and GK in Table IV) as similarity
measures.

Thus, to assess the relevance of the choice we proposed in
Section III, we compare the performance of the SC in (4) when
using ED, LK, PK, and GK to define the weights of the graph
structure. In Table V, we represent the maximum OA achieved
by the attributes selected using the different kernels. It can be
seen that ED, PK, and LK show a slightly lower accuracy than
GK. Moreover, the GK always achieves the highest OA with
a fewer number of attributes. Compared to ED, LK, and PK,
the GK is able to unfold the finer structure of the attributes
since it is highly nonlinear. This strengthens the assumptions we
have used in designing the data analysis steps in the proposed
multimodal feature selection method. This result is consistent
with the proven ability of GK to be more flexible in character-
izing the data structure in complex systems, especially when
an investigation of large-scale and heterogeneous datasets is
conducted [45].

2) Significance of Similarity Functions: It is also worth to
investigate the relevance of using MI together with the GK sim-
ilarity to build the graph representing the structure of the dataset.
According to the assumptions we have detailed in Section III,
the proposed method assumes that both the GK and the MI are
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necessary to obtain a solid characterization of the data structure
to be analyzed. Indeed, the graph representation plays a key
role in describing the interactions among attributes [9], [30].
Therefore, exploring the impact of the chosen similarity metrics
in the definition of the graph induced by the considered dataset
is crucial to understand what role the quantities used to describe
the attributes’ relevance can play in different applications, as
well as to estimate the reliability of the proposed approach in
operational use.

Let us then investigate the impact of GK and MI in the
selection process outlined in Section III. In particular, to this
aim, the weight of MI and GK metrics could be, in principle,
unevenly distributed. Specifically, we can rewrite the function
in (10) as follows:

L(V ) =

(
α log

∣∣ddiag
(
V T

l LGK
l V l

)∣∣
∣∣V T

l LGK
l V l

∣∣

+ (1 − α) log

∣∣ddiag
(
V T

l LMIV l

)∣∣
∣∣V T

l LMIV l

∣∣

)
. (12)

In other terms, the parameter α is used to change the weight
(i.e., importance) of the similarity metrics employed in the
selection process, i.e., high values of α give more weight to
the GK, while low values of α give more weight to the MI.
Particularly, only MI is considered when α = 0, and only the
GK is utilized when α = 1.

2) Eigenvalue analysis: At this point, we study the impact
of the two similarity metrics on classification performance by
investigating the spectrum of the eigenvalues for different values
of α. In fact, as previously mentioned in Section III-C, the
eigenvectors of the Laplacian matrices used to describe the graph
connectivity induced by the given dataset are directly linked to
the solution of the feature selection process itself. Indeed, it
is worth recalling that the key idea of graph clustering based
on Laplacian matrices is that the indicators of data (attributes)
classes are given by the eigenvectors of the Laplacian corre-
sponding to the lowest eigenvalues [63]. Furthermore, hetero-
geneity in the graph node degrees would translate in spreading
the eigenvalues of the Laplacian matrix across the spectrum [12].
This means that in the case of complex datasets (i.e., datasets
where it is not possible to draw linear hyperplanes in the attribute
space to perform graph clustering and therefore dimensional-
ity reduction), it is not possible to associate the informative
eigenvectors with the smallest eigenvalues anymore. Actually,
by losing the isolation of informative eigenvalues, the associated
eigenvectors tend to merge with the eigenvectors associated with
close-by (noninformative) eigenvalues [12]. Hence, an effective
dimensionality reduction can be performed only when it is
possible to identify the smallest eigenvalues and clearly separate
them by the eigenvalues with higher amplitude. On the contrary,
when the spectrum of the eigenvalues is generally flat, then it
is possible to expect that the dimensionality reduction process
would not be able to achieve reliable and robust results in terms
of informativity maximization [12], [63].

With this in mind, we computed the eigenvalues of the Lapla-
cian matrix resulting from setting α to several values in [0,1].

We then considered their spectra to understand how easy it would
be to identify and discriminate the smallest eigenvalues from
their total set. In this respect, Fig. 10 shows the eigenvalues of
the Laplacian matrices LGK (case α = 1 in (12)—yellow solid
line) and LMI (case α = 0 in (12)—red dotted line) defined in (5)
and (7), respectively, as well as their common eigenvalues used
by GKMI (case α = 0.5 in (12)—blue dashed curve) obtained
on Paris and Trento datasets.

We notice that the curves corresponding to the eigenvalues of
LGK and LMI are essentially flat [see, for instance, the enlarged
section of the graph on the GK eigenvalues’ trend in Fig. 10(a)].
The amplitude of the eigenvalues varies in both cases in the
order of 10−12 ), showing a low separability of the data since it
is hard to isolate the eigenvalues related to class indicators [12].
On the other hand, when using both similarities according to the
proposed method in Section III, it is possible to appreciate that
the variability of the eigenvalues’ amplitude is more pronounced
in terms of several orders of magnitude. Therefore, it is a lot
easier to identify the smallest eigenvalues and separate them
from the total set of eigenvalues, leading to a more accurate
identification of the relevant attributes in the dataset.

Fig. 10, thus, demonstrates how the heterogeneity of multi-
modal attributes makes their structure so complex in the attribute
space such that the classic SC fails to reveal it. It is indeed worth
noting that this result is compliant with recent findings in techni-
cal literature, where it has been shown that SC fails at detecting
the classes of a graph with heterogeneous degrees [10]–[12], as
it is the case in this work.

2) Impact of α on OA: The aforesaid results are confirmed
when exploring the classification accuracy obtained when di-
mensionality reduction is performed for different values of α.
Specifically, Fig. 11 shows the gain in the OA of GKMI com-
pared to SC [i.e., α = 1 in (12)] as a function of the parameter α.
We notice that a negative gain (loss) is only achieved for α = 0,
implying that MI shows lower performance than the GK and
that the exploitation of both measures always improves the
OA. The maximum accuracy is achieved when both GK and
MI are employed to define the graph [i.e., α ̸= {0, 1} in (12)],
specifically for α = 0.7 for the Berlin dataset and α = 0.5 for
other datasets. According to the trends in Fig. 11, α = 0.5 seems
the best design choice to achieve high accuracy performance
while guaranteeing wide applicability of the system to data with
different properties.

2) Impact of α on K: To further demonstrate the perti-
nence of using two similarities, we compare the results obtained
when using one similarity at a time and when used together.
Table VI demonstrates the maximum OA of SVM classifica-
tion for Berlin, Paris, Trento, and Houston datasets, when the
selection is performed using only GK, using only MI, and with
both similarities (GKMI). In contrast to Fig. 11, where a fixed
number of chosen attributes are used, Table VI shows the optimal
number for which the maximum OA is achieved. The different
approaches show almost similar performance. However, GKMI
reaches the maximum accuracy with less number of attributes
for each dataset. It achieves an OA of 95.5% for Berlin and
98.1% for Paris, for less than a third of the original attribute set.
Moreover, it achieves an OA of 88.7% for Houston, with less
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Fig. 10. Amplitude of the eigenvalues of different Laplacian matrices for (a) Paris and (b) Trento datasets as a function of the number of eigenvectors (directly
linked to the number of clusters that can be drawn in graph partitioning [9], [12]). The amplitude curves associated with eigenvalues of LGK [as for (5)—case
α = 1 in (12)] and the eigenvalues of LMI [as for (7)—case α = 0 in (12)] are plotted in yellow solid line and red dotted line, respectively. The amplitude of the
eigenvalues obtained via JD [proposed approach in Section III—case α = 0.5 in (12)] is displayed in dashed blue line.

Fig. 11. Gain in the overall accuracies of GKMI compared to SC over a
different values of α for Berlin (blue), Paris (red), Trento (green), and Houston
(black) test sites using the SVM classifier. The same color legend as in Fig. 7
applies here.

TABLE VI
PERFORMANCE COMPARISON OF SINGLE AND JOINT SIMILARITY MEASURES,

USING THE SVM CLASSIFIER

K refers to the optimal number of selected attributes for which the maximum OA is
obtained.

than half of the dataset. For the Trento dataset, the OA reaches
the highest number 97.4% with 40 attributes, almost half of the
dataset. Accordingly, we can conclude that GKMI ensures a
more precise selection.

3) Fusion of Similarity Functions: For a given superpixel l,
GKMI generates a graph with two edges that summarize the
attributes’ similarities via the GK and via MI. The two edges
are then combined in a nonlinear manner by extracting the joint
eigenspace of their corresponding Laplacians, LGK

l and LMI.
The fusion of the edges can be performed differently. One of the
easiest approaches is by taking their mean

Wmean
l =

1

2

(
WGK

l + WMI). (13)

In this case, the indicators of the subgraphs are given by the first
K eigenvectors of the Laplacian matrix

Lmean
l = I − Dmean−1/2

l Wmean
l Dmean−1/2

l (14)

where Dmean
l = diag(

∑
i̸=j wmean

lij ).
Another approach of graph fusion was proposed by Iyer

et al. [53]. Their approach assumes that two nodes are similar if
and only if they are similar via both similarity functions. As such,
they define the weight of the combined edge as the maximum
of both edges normalized

Wmax
l = max

(
WGK

l

std(WGK
l )

,
WMI

std(WMI)

)
(15)

where std(A) denotes the standard deviation of the elements
of the matrix A. In this case, as for the “mean” approach, the
indicators of the subgraphs are given by the first K eigenvectors
of the Laplacian matrix

Lmax
l = I − Dmax−1/2

l Wmax
l Dmax−1/2

l (16)

where Dmax
l = diag(

∑
i̸=j wmax

lij ).
To evaluate the performance of the different approaches, we

compare their spectra to assess their ability in separating the
different classes of the heterogeneous attributes.

Fig. 12 shows the eigenvalues of the Laplacian matrices
obtained by the “mean” approach, Lmean

l , the “max” approach,
Lmax

l , and by the “joint” decomposition used by the GKMI
approach. The flatness of the curves corresponding to “mean”
and “max” demonstrates the incapacity of these approaches in
emphasizing the informative eigenvalues, corresponding to the
eigenvectors indicators of the attributes’ clusters, since they are
inseparable from the total set of eigenvalues. On the other hand,
when using GKMI, the informative eigenvalues are well isolated.
This outcome demonstrates the effectiveness of our approach.

In fact, the JD of the Laplacian matrices corresponding to the
GK and MI enables their interaction, revealing their nonlinear
connections and, hence, the hidden structure of the heteroge-
neous attributes. By connection between the similarity func-
tions, we mean the connection of the graph structures that each
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Fig. 12. Amplitude of the eigenvalues of the different approaches to combine the similarity functions for (a) Paris and (b) Trento datasets as a function of the
number of eigenvectors (directly linked to the number of clusters that can be drawn in graph partitioning [9], [12]). The amplitude curves associated with eigenvalues
of Lmean (14) and the eigenvalues of Lmax [proposed in [53] and defined in (16)] are plotted in black dotted line and green solid line, respectively. The amplitude
of the eigenvalues obtained via JD [proposed approach in Section III in (10)] is displayed in dashed blue line.

TABLE VII
PERFORMANCE COMPARISON OF PIXEL, SUPERPIXEL, AND IMAGE-WISE GKMI

APPROACHES FOR EACH DATASET

For the superpixel part of the calculations, 100 superpixels were used.

similarity represents. Conversely, the mean and max approaches
assume linear and simple links between the similarity functions,
which fail to identify and characterize their nonlinear links, and
hence do not exploit their full potential.

4) Levels of Spatial Detail: The proposed GKMI method can
be applied at different fusion levels. Nonetheless, its versatility
allows us to investigate its application at different spatial detail
levels, as GKMI can run at an image, superpixel, and pixel levels.
Each of these approaches produces a different result in terms
of classification accuracy and time complexity. Therefore, it is
interesting to investigate how this design choice might affect the
final outcome of the attribute selection procedure.

Table VII shows the OA and execution time (ET) for im-
age, pixel, and superpixel GKMI on all datasets used in this

work. It is clear from these results that the superpixel method
produces higher accuracy outcomes and outperforms pixel and
image-wise approaches for different classifiers, in terms of both
accuracy and computational complexity. Furthermore, the ET
can be further enhanced by applying parallel computing on the
different superpixels.

The superpixel procedure accounts for the particularity of
each superpixel, in contrast to the image-wise, and selects the
same attributes for homogeneous regions, as opposed to pixel-
wise. These two reasons make the superpixel approach more
accurate and effective.

Let us now investigate in more detail the GKMI approach per-
formed at the superpixel level. In this case, the adjacency matrix
using the GK is measured using all pixels of a given superpixel,
as shown in (11). However, in view of the fact that the superpixels
in our analysis are formed by grouping homogeneous pixels, we
can improve our analysis’ time complexity by performing the
selection by considering each attribute’s mean over all pixels
or by picking a representative pixel randomly. As such, for a
given superpixels with L pixels, the input of Algorithm 1 for
attribute selection is a set of scalars instead of vectors given by
the mean of the attributes {1

L

∑
l xl1, . . . ,

1
L

∑
l xlN}or by the

attributes of the l-th randomly picked pixel {xl1, . . . , xlN}. The
algorithm’s output, i.e., the subset of relevant attributes, will then
be applied to all pixels within the superpixel. Table VIII shows
the comparison of these approaches for Berlin, Paris, Trento, and
Houston datasets. The results show that by randomly picking
a representative pixel, the time complexity reduces without
significantly affecting the OA.

In order to strengthen the idea and motivation behind the
employment of the information selection on a superpixel level,
we additionally analyzed the attributes that were selected by the
proposed method for each class of the Trento dataset. As was
mentioned earlier, the Trento dataset consists of 77 attributes
(63 hyperspectral bands ranging from 402.89 to 989.09 nm,
and 14 LiDAR + GLCM textural features) and has six ground
truth classes, including Apple trees, Vineyard, Wood, Roads,
Ground, and Buildings. Accordingly, Fig. 13 illustrates the chord
diagrams that represent selected attributes for five different
superpixels that fall into the area of the ground truth labels for
each class of the Trento dataset. The vertices show 77 available
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TABLE VIII
OA AND ET OBTAINED WITH THREE SUPERPIXEL SELECTION APPROACHES

µ and σ2 refer, respectively, to the mean and variance of the OA obtained over the 100 superpixels used. ET is presented in seconds.

Fig. 13. Chord diagrams of selected attributes for different classes of the Trento dataset.

attributes, such as green—hyperspectral, and brown—LiDAR,
while the edges illustrate the attributes that were selected by
the GKMI method (color of the connections represent different
homogeneous areas, i.e., superpixels). The outer circle depicts
different macroscopic intervals of the spectral channels from
the visible (violet 380–450 nm, blue 450–495 nm, green 495–
570 nm, yellow 570–590 nm, orange 590–620 nm, and red
620–750 nm, according to the visible wavelength color represen-
tations) to the near-infrared (dark red 750–1300 nm) range with
respect to the attribute numbers. The gray color represents the
LiDAR attributes. Hence, the chord diagrams show that even for
the same class, relevant attributes can vary and can be grouped
differently. It means that if the various image parts represent the
same class, they still might be observed under different technical
or environmental conditions. Therefore, it is crucial to select the
relevant attributes for separate zones of an image in order to
reflect their particularity. The aforementioned results show the

flexibility and adaptivity of the proposed information selection
scheme.

5) Selected Attributes: Additionally, in order to further in-
vestigate the effectiveness of the proposed approach, we an-
alyzed the attribute selection method with datasets that in-
cludes corrupted attributes. Accordingly, to each dataset, we
added a various number of corrupted attributes, which were
randomly generated by Gaussian noise with different mean
µ = [0.1, . . . , 1] and standard deviation σ = [0.1, . . . , 1].

Fig. 14 shows the graph of occurrences of corrupted at-
tributes for each dataset among a different number of noisy
attributes added to the original datasets. Red color refers to
attributes selected by SC, while blue color demonstrates the
proposed method. It can be clearly seen from the curves that
there is no clear superiority of any method for Trento and
Houston datasets. For a different number of noisy attributes,
each of the methods shows almost equal performance, with a
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Fig. 14. Occurrences of different number of noisy attributes for SC and
proposed method (GKMI).

slight advantage to one side or another. Nevertheless, for Berlin
and Paris datasets, the predominance of the GKMI method
becomes clearly visible. Moreover, for some parts, the per-
centage of selected noisy attributes using the GKMI method
is several times less than using SC. Therefore, this result addi-
tionally strengthens the idea of applying two similarity metrics
simultaneously.

6) Correlation Sensitivity: As an alternative metric to assess
the ability of the proposed method to effective dimensionality
reduction, information dependence can be taken into account.
This metric is one of the commonly used criteria for feature
selection, especially for hyperspectral bands that are highly
correlated. Specifically, computing the Pearson correlation co-
efficient provides insight into the strength of a linear association
between two variables. Basically, a Pearson product moment
correlation attempts to draw a line of best fit through the data
of two variables [82, ch. 4]. The Pearson correlation coefficient
indicates how far away all these data points are to this line of
best fit (i.e., how well the data points fit this new model/line of
best fit).

To determine the strength of association based on the Pearson
correlation coefficient, it is possible to rely on the amplitude
of the outcome. Specifically, if the linear relationship among
attributes increases, then the Pearson correlation coefficient
would increase as well. Therefore, the ability of a dimensionality
reduction algorithm to identify the most informative subset of
features in the dataset should show up in terms of low values of
Pearson correlation coefficients [82].

In our case, it is particularly important to assess the necessity
of including the MI Laplacian in the dimensionality reduction
process in order to improve the ability to select informative
attributes in the given dataset. To demonstrate the relevance of
using MI, in Table IX, we show the intercorrelation between
the selected attributes using the classic SC in (5) and GKMI.
Table IX reports the mean correlation and variance among all
superpixels. It is evident from the results that the incorporation of
MI significantly decreases the correlation of selected attributes
as opposed to the SC that only utilizes the GK.

Hence, given the previous observations, employing MI in the
JD procedure as in (6) appears as a key step in order to enhance

TABLE IX
MEAN µ AND VARIANCE σ2 OF THE INTERCORRELATION BETWEEN THE

SELECTED BANDS USING SC AND GKMI, OVER ALL SUPERPIXELS

the selection of relevant attributes delivered by a system based on
a classic SC, especially when multimodal datasets are taken into
account. Therefore, this is compliant with the results we have
shown and commented on previously in this section and confirms
from a statistical point of view the findings we have achieved
when addressing the eigenanalysis of the selection capacity.

D. Method Comparison

In order to validate the proposed attribute selection method,
we compare the achieved results with nine other dimensionality
reduction algorithms:

1) one ranking approach: FIS;
2) two attribute extraction methods: PCA and DBFE;
3) three searching strategies: FS, OBB, and GA;
4) three graph clustering approaches: MST clustering, DS,

and CD.
The aforementioned methods were described in detail earlier

in Section II. It should be emphasized that, in this work, we do
not compare our method with neural-network-based approaches
since they require a training set.

Tables X–XIII report the performance comparison of the
GKMI method with existing methods over various multimodal
datasets and using two classifiers. It is evident from the tables that
graph-based approaches outperform all the classical methods for
feature selection in technical literature in terms of OA, AA,
and Kappa since the latter methods are not flexible enough
to process the multimodal datasets. However, GKMI ensures
higher accuracies over all the considered datasets with the least
number of attributes since it is performed on the superpixel level.
Hence, it is possible to conclude that the proposed method was
finding the best descriptive attributes for each homogeneous
superpixel. Moreover, it is worth noting that the two similarity
measures that are employed in the GKMI scheme are apparently
able to ensure a more robust definition of the connections among
vertices in the graphs associated with the considered datasets.
This effect allows a better characterization of the subgraphs
associated with the relevant attributes. Taking into account the
observations drawn previously in this work (especially when
considering the parameter sensitivity analysis and the trend of
the eigenvalues in Fig. 10), these results further highlight the
ability of GKMI to provide robust and reliable performance
in selecting the most relevant attributes under diverse analysis
conditions.
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TABLE X
PERFORMANCE COMPARISON AMONG DIFFERENT DIMENSIONALITY REDUCTION METHODS AND DIFFERENT CLASSIFIERS FOR THE TRENTO DATASET

TABLE XI
PERFORMANCE COMPARISON AMONG DIFFERENT DIMENSIONALITY REDUCTION METHODS AND DIFFERENT CLASSIFIERS FOR THE HOUSTON DATASET

TABLE XII
PERFORMANCE COMPARISON AMONG DIFFERENT DIMENSIONALITY REDUCTION METHODS AND DIFFERENT CLASSIFIERS FOR THE BERLIN DATASET
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TABLE XIII
PERFORMANCE COMPARISON AMONG DIFFERENT DIMENSIONALITY REDUCTION METHODS AND DIFFERENT CLASSIFIERS FOR THE PARIS DATASET

V. CONCLUSION

A new unsupervised attribute selection method based on two
different similarity measures has been proposed for multimodal
remote sensing data. The main merits of the method are as
follows.

1) Unsupervision: The method is application independent;
therefore, it is implemented without any prior information
about class labels.

2) Flexibility: It can be applied to datasets obtained from
various sensors with different characteristics.

3) Accuracy: It employs two similarities that account for
global and local particularities of the original dataset,
which, in turn, allows selecting the most relevant at-
tributes.

4) Versatility: The method is performed on a superpixel level;
therefore, it selects the best descriptive attributes for each
homogeneous superpixel.

5) Interpretability: The method retains the advantages of
both attribute extraction and selection methods (preserves
the physical meaning of the data and increases the sepa-
rability).

The experimental results obtained from several multimodal
datasets consistently demonstrated the effectiveness and robust-
ness of the proposed method for the processing of the multimodal
remote sensing datasets.

This article introduces the GKMI attribute selection method
with all its crucial steps and relevant novelties. Future work di-
rections will be focused on adding the automatic selection of the
number of attributes for each superpixel, so that the multimodal
data analysis can be adapted to the different conditions of the
records that can be acquired on large-scale scenarios, and on
developing an adaptive classifier that can deal with superpixels
of heterogeneous sizes and attributes.
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Abstract—It is of considerable benefit to combine information
obtained from different satellite sensors to achieve advanced and
improved characterization of sea ice conditions. However, it is also
true that not all the information is relevant. It may be redundant,
corrupted, or unnecessary for the given task, hence decreasing the
performance of the algorithms. Therefore, it is crucial to select
an optimal set of image attributes which provides the relevant
information content to enhance the efficiency and accuracy of
the image interpretation and retrieval of geophysical parameters.
Comprehensive studies have been focused on the analysis of rel-
evant features for sea ice analysis obtained from different sen-
sors, especially synthetic aperture radar. However, the outcomes
of these studies are mostly data and application-dependent and
can, therefore, rarely be generalized. In this article, we employ
a feature selection method based on graph Laplacians, which is
fully automatic and easy to implement. The proposed approach
assesses relevant information on a global and local level using two
metrics and selects relevant features for different regions of an
image according to their physical characteristics and observation
conditions. In the recent study, we investigate the effectiveness of
this approach for sea ice classification, using different multi-sensor
data combinations. Experiments show the advantage of applying
multi-sensor data sets and demonstrate that the attributes selected
by our method result in high classification accuracies. We demon-
strate that our approach automatically considers varying technical,
sensor-specific, environmental, and sea ice conditions by employing
flexible and adaptive feature selection method as a pre-processing
step.

Index Terms—Graph Laplacians, multi-sensor remote sensing,
sea ice, unsupervised information selection.
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I. INTRODUCTION

IN THE last decades, sea ice research has become a focus of
Earth observation, especially in the Arctic region where sea

ice extent and volume are declining rapidly [1]. Sea ice plays an
essential role in the polar ecosystem [2]. It is one of the main
indicators of global climate change, and it also considerably
affects the indigenous population’s lifestyle and welfare [2].
Moreover, sea ice poses a great challenge to navigation in the
polar seas; therefore, the knowledge about its type, concentra-
tion, thickness, deformation, and extent is extremely important
for various activities, such as marine transportation and offshore
operations, and for stakeholders from the oil and gas industry,
fisheries, and tourism, among others.

Sea ice observations have a long history of more than a
century. They were carried out visually from coastal stations,
ships, and aircraft [3], while they were spatially and temporally
limited. Regular sea ice monitoring over larger regions became
possible in the late 1970s using image data from satellites [3].
Since then, the technologies for acquiring and analyzing sea ice
data have been considerably improved and extended.

Optical sensors provide information about sea ice in visible
and infrared channels. The main advantage of this kind of
information is an easier visual interpretability. However, optical
sensors are limited to cloud-free and favorable light conditions,
which causes a significant problem since dense cloud covers
and long periods of darkness prevail in the polar regions for
several months of the year. Therefore, spaceborne synthetic
aperture radar (SAR), which combines high spatial resolution
and independence of cloud and light conditions, is the main
source from which detailed maps of sea ice conditions are pro-
duced. However, the automatic interpretation of remote sensing
data, especially SAR data, is challenging and strongly relies on
expert’s knowledge. Passive microwave radiometers are another
type of sensor that can be used for sea ice observations. However,
in comparison to the aforementioned techniques, it has a signif-
icantly coarser spatial resolution and is, therefore, preferably
used for global or large-scale observations [3]. The increasing
amount of available satellite data together with more and more
activities in sea ice covered waters requires a greater effort
for supplementing the production of ice charts by employing
fully automated methods of information selection and image
analysis [3], [4].

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/
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Multi-sensor remote sensing refers to the use of different
sensors usually operating at different frequencies and/or spatial
resolutions and coverage and with different time intervals be-
tween data acquisitions over a given region. Therefore, diverse
remote sensing systems grasp various properties of sea ice by
using different physical principles. Thus, combining the infor-
mation from multiple sensors allows better characterization of
sea ice [5]. Nevertheless, although different data sources provide
complementary information, they can potentially also include
redundant, corrupted, or simply unnecessary information for a
given task. Accordingly, combining these data can significantly
deteriorate the performance by decreasing the accuracy and
increasing the computation time and structural complexity of
the algorithm. Thus, the selection of relevant information from
the original data set is an essential step of multi-source data
fusion that enables reliable and efficient performance [6], [7].

We note that the term “feature” is commonly used in fields
such as classification methodologies, pattern recognition, and
texture analysis. In our study, however, we use the notation
“attribute” from information theory which refers to directly
measured quantities such as, e.g., radar intensities at different
frequencies and polarizations, optical reflectance, and param-
eters such as textural or polarimetric features. The pertinence
of different attributes for sea ice characterization has been in-
vestigated for both SAR [4], [7]–[14] and optical imagery [15],
[16]. In some studies, e.g., the entropy was found to be well
suited for separating sea ice types [13]. In other studies, however,
the same parameter was found to be less relevant for sea ice
classification [8], [11] and less useful for detection of leads in
the ice [9], [12]. In fact, it has been shown that the relevance of
single attributes varies with the observation conditions such as
incidence angle and season [7], [9]. Accordingly, the results of
such analyses cannot be generalized and emphasize the need for
an automatic attribute selection algorithm.

The selection of relevant information can be achieved using
dimensionality reduction methods that are generally divided
into two main categories: attribute extraction and attribute se-
lection [17]. Extraction methods generate a prominent set of
attributes by projecting the original set into a lower-dimensional
space. Among such methods, we can highlight the principal
component analysis (PCA) [18]. Selection algorithms search
for the most relevant elements, according to the given criteria,
within the original set, without applying any transformation.
One example of this category is the forward selection (FS) [19]
that determines a subset of attributes incrementally, by adding
at each step the attribute that leads to the largest improvement
of the information content. The transformation applied by the
attribute extraction approaches improves the separation of dif-
ferent data classes but at the expense of reducing the physical
interpretability, which may be a disadvantage for remote sensing
data analyses. Unlike the attribute extraction approach, attribute
selection preserves the data’s physical interpretability by work-
ing in the same space. The approaches mentioned above can
be classified as supervised [20], if they require training data,
or unsupervised [21]. In the case of remote sensing data, espe-
cially when dealing with complex scenes or considering modal-
ities (i.e., various sensors characterized by different acquisition

techniques) that are difficult to interpret such as sea ice SAR
images, providing accurate labels is challenging even with the
assistance of an expert. Therefore, the unsupervised attribute
selection method is the right choice in the case of multi-sensor
remote sensing sea ice analysis.

In this article, we use a recently developed graph-based
method (referred to as GKMI) [22] that relies on information
theory metrics to capture the most relevant attributes for differ-
ent sea ice classes. The acronym GKMI recalls the Gaussian
kernel (GK) and the mutual information (MI) used as similarity
measures within this approach. GKMI combines the advantages
of both attribute extraction and selection approaches since it
generates a new representation of the attributes that can be reas-
signed to the original ones. As such, it increases their separability
(even if they are non-linearly separable) while preserving their
physical interpretability. Moreover, it selects relevant attributes
for separate zones of an image that might belong to different
ice classes and/or are measured under different conditions (e.g.,
different radar incidence angles, varying sun elevation angles).
Accordingly, it enhances the classifier’s ability to separate dif-
ferent sea ice classes even in challenging scenarios.

The considered method was paired with a supervised clas-
sification approach [23]. Regions that appear homogeneous in
a single image and can also be identified in images acquired
from different sensors are labeled as a certain ice type with
the help of sea ice experts. In our study, we focus on data
that were acquired under freezing conditions. Hence, the re-
sulting attribute selections cannot be generalized for the melt-
ing season or freeze–melt cycles. However, the GKMI method
can be employed in the same manner to other than freezing
conditions.

The rest of this article is organized as follows. Section II
describes the data sets used in this study. Section III provides
details of the proposed architecture. Section IV presents an
experimental validation of the proposed method. Finally, the
discussion and conclusion are presented in Section V.

II. DATA SETS

This section describes the different data sets, consisting of
SAR and optical images that we used in our analysis. To increase
the validity range of our conclusions, we consider several data
sets of different spatial resolutions representing various sea ice
conditions: a multi-frequency data set from an airborne SAR
measurement campaign (ICESAR), two multi-sensor data sets
combining Radarsat-2 and Landsat-8 imagery, and Sentinel-1
and Sentinel-2 imagery. The data sets were labeled based on di-
rect field observations (ICESAR) or by analysts from operational
ice services and sea ice experts from institutions contributing to
this article.

Table I provides general information about the data sets,
and Fig. 1 illustrates their geographical location. SAR images
were acquired in linear polarization, and the notation “HV”
means that a horizontally polarized wave was transmitted and
the backscattered signal was received at vertical polarization.

A more detailed description of each data set is presented in
the following subsections.
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TABLE I
CHARACTERISTICS OF REMOTELY SENSED DATA SETS USED IN THIS STUDY. INTENSITIES ARE GIVEN AS BACKSCATTERING COEFFICIENT SIGMA-NOUGHT

Fig. 1. Location of the data sets used in this study. Boundary colors refer to
a specific data set: Sentinel-1/Sentinel-2 (Red), Radarsat-2/Landsat-8 (Blue).
Given the small area of coverage of the ICESAR data set, an approximation
of its location is given by a yellow square. It should be noted that only the
overlapped area of the multi-sensor data sets, mainly Sentinel-1/Sentinel-2 and
Radarsat-2/Landsat-8, are used.

A. ICESAR

From the ICESAR measurement campaign, we used images
acquired by the airborne SAR of the German Aerospace Cen-
ter (DLR) and an optical scanner operated on an aircraft of
the Alfred Wegener Institute (AWI). The SAR data set was
recorded at C-band (dual-polarization, VH, and VV) and L-band
(quad-polarization, HV, HH, and VV). The time difference be-
tween C-band and L-band measurements varies approximately
between 10 and 30 min. A more detailed description can be found
in [4] and [24]. The ICESAR data set includes six classes which
are open water, nilas, grey ice, grey-white ice, level first-year
ice (FYI) and deformed FYI according to the WMO sea ice
nomenclature [25]. Fig. 2 shows the false-color composite of
one scene at C- and L-bands.

B. Sentinel-1/Sentinel-2

The Sentinel-1/Sentinel-2 multi-sensor data set consists of
SAR and optical data obtained from Sentinel-1 and Sentinel-2
satellites. The time difference between SAR and optical data was
less than an hour. Sentinel-1 imagery was acquired in extra-wide
(EW) swath mode at dual polarization (HH and HV), which
is commonly used for sea ice monitoring. From Sentinel-2,
we used 13 bands in the visible, near-infrared, and shortwave
infrared part of the spectrum. Sentinel-1 data have a pixel size

Fig. 2. False-color composite representation of ICESAR data set. (a) C-band
(VH, VV, and VV as RGB). (b) L-band (HV, HH, and VV as RGB).

of 40 m, while the pixel size of Sentinel-2 varies from 10 to 60 m
depending on the spectral band. Both Sentinel-1 and Sentinel-2
data sets were downsampled to the same pixel size of 60 m.
The data set includes several classes, such as thick FYI, thin
FYI, grey ice, grey-white ice and open water. Fig. 3 shows the
SAR false-color composite and optical natural color composite
images of the Sentinel-1/Sentinel-2 data set. In Fig. 3(b), clouds
can be recognized, which is quite common for optical data.

C. Radarsat-2/Landsat-8

The Radarsat-2/Landsat-8 consists of optical and SAR data
acquired from Landsat-8 and Radarsat-2, respectively. The time
difference between SAR and optical data was less than an hour.
The SAR images were acquired at HH and HV polarizations.
From Landsat-8, we have images for 11 different spectral bands.
The Radarsat-2 ScanSAR Wide A image product has a pixel size
of 50 m, and the pixel size of Landsat-8 data varies in interval
from 15 to 100 m. Both SAR and optical imagery were down-
sampled to the same pixel size (100 m) by the nearest neighbor
resampling method and projected onto the same coordinate
system. The data set includes several sea ice types (thick FYI,
thin FYI, young ice, and nilas) and open water. Fig. 4 shows the
SAR false-color composite image along with the optical natural
color composite image of the Radarsat-2/Landsat-8 overlapped
area. In contrast to the Sentinel-2 image of Fig. 3, the optical
scene of the Radarsat-2/Landsat-8 data set is not affected by
clouds [Fig. 4(b)].
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Fig. 3. Color representation of Sentinel-1/Sentinel-2 data set. (a) SAR false-
color composite (HV, HH, and HH as RGB). (b) Optical natural color composite
(RGB).

Fig. 4. Color representation of Radarsat-2/Landsat-8 data set. (a) SAR false-
color composite (HV, HH, and HH as RGB). (b) Optical natural color composite
(RGB).

III. METHODS

Fig. 5 represents the flowchart of the proposed approach that
consists of pre-processing (collocation and downsampling of the
original data sets), the generation and combined extraction and
selection of attributes, and, finally, the classification.

In the following sections, random scalars are denoted by
lower case letters, e.g., z. Random vectors are designated by
bold lower case letters, e.g., z. Bold upper case letters refer to
matrices, e.g., A. |A| denotes the determinant of the matrix A.
diag{d1 , . . . , dN} refers to a diagonal matrix whose diagonal
elements are d1 , . . . , dN starting from upper left. The ddiag(A)
operator set to zero the off-diagonal entries of A.

A. Pre-processing

The images acquired by different sensors can have different
characteristics, such as units of measurements, spatial reso-
lution, image, and geographical coordinate systems. The first
step of our analysis consists of making the data compatible
by means of subsampling, alignment on the same coordinate
system, collocating, and, finally, extracting the overlapping area.

We note that we did not use any additional filters or correction
schemes usually applied to optical data, such as atmospheric
correction, cloud masking or to SAR images, such as thermal
noise removal, incidence angle compensation.

During the ICESAR campaign, the radar images at L- and
C-bands were acquired with a time difference between 10 and 30
min, while for Sentinel-1/Sentinel-2 and Radarsat-2/Landsat-8,
the time difference between multi-sensor data was less than 1 h.
Nevertheless, after a detailed analysis of the images, especially
focusing on individual ice formations and areas of open water,
we can assume that there was no significant drift effect that needs
to be considered.

B. Attributes Extraction

In addition to the original radar intensities or optical re-
flectances, we consider the textural attributes in this study. It
is noteworthy that GKMI is independent of the data type; hence,
it can also be applied to other attributes such as polarimetric
features.

For each image layer (frequency/wavelength band and/or
polarization), we extract the textural features using the gray-level
co-occurrence matrix (GLCM) [26], [27]. We use the directional
average for 0◦, 45◦, 90◦, and 135◦ which is common practice
to account for the possible rotation of sea ice floes, leads, or
any other sea ice structure or roughness pattern on the ocean
surface. Moreover, it reduces the number of GLCM matrices.
We also considered the average of the distance/displacement
parameter that we varied from 1 to 5 (corresponding to the half
of the window’s size that was set to 11× 11). It is noteworthy
that minor changes of window size (± 5 ) do not significantly
affect the classification accuracy. Table II illustrates the extracted
features as well as their mathematical definitions.
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Fig. 5. Flowchart of the proposed approach.

TABLE II
MATHEMATICAL DEFINITION OF GLCM FEATURES

Note: gi,j denotes the elements of the GLCM matrix G. Q is the number of gray levels used. gx =
∑

i gi,j , gy =
∑

j gi,j , gx+ y(n) =
∑

i+ j=n gi,j , gx− y(n) =
∑

|i− j|=n gi,j . µx− y =
∑Q− 1

n=0 ngx− y(n). Hx = − ∑
i gx(i) log(gx(i)), and Hy = − ∑

i gy(i) log(gy(i)). λ is the second largest eigenvalue of A, where

A(i, j) =
∑

k

gi,kgj,k
gx(i)gy(k)

.

C. Attributes Selection

In this section, we briefly describe the GKMI method that we
employ to find relevant attributes [22]. This approach consists of
three steps: segmentation, graph building, and graph clustering.

Segmentation: GKMI finds different attributes for separate
zones of an image (superpixels) to reflect their particularity.
In fact, different parts of an image might represent separate
entities and may require different types of attributes to be well
represented. Moreover, even if the various parts represent the
same entities, they might be observed under different conditions
(different noise levels, light conditions, incidence angles, etc.).
As such, the first step of GKMI consists of determining the
superpixels using the Watershed segmentation method [28],
[29].

Graph building: Let L be the number of superpixels extracted
using the segmentation method and N the number of initial
attributes (see Table III).

In order to select K relevant attributes, among the initial N
attributes, GKMI employs two similarity measures, GK and MI.
GK permits to preserve the structure of the original set and is
defined as follows:

wGK
i,j = exp

(
− ||xi − xj ||2

2σ2

)
(1)

where ||.|| is the Frobenius norm, xi and xj are the vectors
corresponding to the i-th and j-th attribute, respectively, and
σ > 0 is a parameter that controls the measure of similarity

of the attributes [30]. A large value of σ will indicate a larger
similarity even if the Euclidean distance between xi and xj is
relatively large, whereas, conversely, a lower value of σ weakens
the resemblance judged from only the Euclidean distance. Ac-
cordingly, σ might be interpreted as a scale factor that controls
the strength of the similarity measure between attributes. In this
work, we set σ to the default value 1. It is worth noting that we
tried other values of σ, but the performance of the analysis did
not change significantly (less than 1% of accuracy).

MI quantifies the shared information between two attributes
and is defined as follows [31]:

wMI
i,j = DKL (P (xi,xj)||P (xi)P (xj)) (2)

where DKL(.||.) is the Kullback–Leibler divergence, P (xi,xj)
is the joint density function of xi and xj , and P (xi) and P (xj)
are the marginals. Small values of wMI

i,j exhibits independency of
xi and xj which means that both attributes encompass different
information. Conversely, high values of wMI

i,j show dependency
between the attributes, which means that both reflect similar
information.

For each superpixel l, we build a multigraph Gl(V, E) with
N vertices corresponding to the N attributes connected by two
edges. The weights of the edges (strength of the connections) are
given by GK (1) and MI (2). The MI is measured image-wise,
considering all pixels in the image, while the GK is calculated
superpixel-wise, using only the pixels within each superpixel.
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Graph clustering: By partitioning the graph Gl into subgraphs,
GKMI groups similar attributes together, according to MI and
GK measures. As such by selecting a representative attribute
from each subgraph, we obtain a subset that preserves the struc-
ture and the information content of the original set of attributes
within the l superpixel.

Two Laplacian matrices, LGK and LMI, are associated with
the graph Gl, and are defined as follows:

LGK = I − DGK− 1/2

WGKDGK− 1/2

(3)

LMI = I − DMI− 1/2

WMIDMI− 1/2

(4)

where I is the identity matrix. WGK = (wGK
ij )ij and WMI =

(wMI
ij )ij are the adjacency matrices of the graph Gl, and DGK =

diag(
∑

i ̸=j wGK
lij ) and DMI = diag(

∑
i̸=j wMI

ij ) are their corre-
sponding degree matrices, respectively.

The number of subgraphs within the graph Gl is equal to the
multiplicity of the null eigenvalues of LGK and LMI. Moreover,
each eigenvector associated with a null eigenvalue is an indicator
of a subgraph [30]. Accordingly, the partition of the graph Gl into
subgraphs can be performed by embedding the attributes into a
new manifold spanned by the joint null eigenvectors (eigen-
vectors associated with the null eigenvalues) of the Laplacian
matrices. The joint eigenvectors of LGK and LMI are obtained
by a joint approximate diagonalization [32]

LGK = VΛGKVT (5)

LMI = VΛMIVT (6)

where V = (vi,j)0 ≤ i,j ≤ N is the matrix of eigenvectors, and
ΛGK = diag(λGK

1 , . . ., λGK
N ) and ΛMI = diag(λMI

1 , . . ., λMI
N )

are diagonal matrices of the corresponding eigenvalues. The
K first eigenvectors corresponding to the smallest eigenvalues
will define a new representation of the attributes, i.e., the vector
uk = [vk,1 , . . . , vk,N ]T is the new representation of the k-th
attribute xk, as follows:

The final step consists of performing a clustering on the new
attributes u1 , . . . ,uK . In our case, we perform the clustering
using K-means [18]. The subset of K relevant attributes corre-
spond to the closest attributes to the centroids of the clusters.
It is worth noting that the embedding of the attributes increases
their separability and accordingly gives better results than when
performing the clustering on the original attributes [30]. More-
over, unlike the feature extraction approaches, the attributes
embedding can be mapped back to the original set (since the
original attributes and their new representations have the same
indices), hence preserving their physical interpretability.

TABLE III
INITIAL ATTRIBUTES CONSIST OF THE ORIGINAL BANDS/POLARIZATIONS AND

14 TEXTURAL FEATURES (TABLE II)

TABLE IV
CLASSES DETERMINED BY SEA ICE EXPERTS FROM VISUAL INSPECTION, AND

NUMBER OF TRAINING SAMPLES AND REGIONS OF INTEREST FOR ALL THE
DATA SETS USED IN THIS ARTICLE

Note: Training samples refers to the number of pixels available for classification
performance evaluation.

D. Classification

It is noteworthy that the main focus of this article is the
application of the GKMI method to determine an optimal set of
attributes, which we here demonstrate for the separation of ice
types. We perform the sea ice classification using the random
forest method, which is a widely applied classifier in remote
sensing [23].

Table IV illustrates the sea ice and water classes for all the
data sets used in this article as well as the number of regions
of interest (ROIs) and available training samples that have been
applied for creating the training and test data sets to evaluate
the classification performance. Additionally, Figs. 6(a), 7(a),
and 8(a) show the distribution of ROIs that were used for the
classification of all the data sets.

In all the experiments, we randomly choose 20% of the
samples from each label as a training set, while the remaining
80% of samples are used as a test set for performance evaluation.

IV. EXPERIMENTS

In this section, we study the relevance of various attributes,
described in the previous section, for the characterization of
different sea ice types employing GKMI. To quantitatively eval-
uate the result of sea ice classification, we use two measures: the
overall accuracy (OA) index and Cohen’s Kappa coefficient (k).
The OA shows the percentage of correctly classified samples,
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Fig. 6. (a) ROI and (b) classified map for ICESAR data set.

while Kappa measures the agreement between the classification
and the reference data [33].

In the following, using the ICESAR, Radarsat-2/Landsat-8,
and Sentinel-1/Sentinel-2 data sets, we run different analyses
to demonstrate the relevance of automatic feature selection in
Section IV-A, the importance of the combination of several
imaging modes in Section IV-B, and the data dependency of
the relevant attributes in Section IV-C. Finally, in Section IV-D,
we compare GKMI to the commonly automatic approaches for
attributes selection, PCA and FS.

A. Performance Analysis

Before conducting our analysis of the relevant attributes for
the characterization of different ice types, we evaluate the per-
formance of GKMI.

Fig. 9 illustrates the overall accuracies of the GKMI at-
tribute selection method dependent on the number of selected
attributes for the ICESAR, Sentinel-1/Sentinel-2, and Radarsat-
2/Landsat-8 data sets. The red line indicates the accuracies
obtained with the RF classifier for ICESAR, the blue line
refers to Sentinel-1/Sentinel-2, and the black line illustrates
the Radarsat-2/Landsat-8 data set. The stars show the points
where the accuracies reach their peak. It can be clearly seen
that all curves rise sharply until the number of attributes reaches
20 for ICESAR and Sentinel-1/Sentinel-2 and 30 for Radarsat-
2/Landsat-8, whereupon the accuracies become stable and high
for Sentinel-1/Sentinel-2 and Radarsat-2/Landsat-8 and slightly
decreasing for ICESAR. Moreover, the maximum accuracy was
reached with almost half of the attributes for ICESAR, less than
one-fifth for Radarsat-2/Landsat-8, and less than one-seventh
of the attributes for the Sentinel-1/Sentinel-2 data set. Table V
shows the OA and Kappa coefficient (k) obtained for the optimal
number of selected attributes K, and the ones obtained for the
total number of attributes N . After reaching the point of the
highest accuracy, the inclusion of additional attributes in the clas-
sification does not provide any further information which could
improve the classification performance for Sentinel-1/Sentinel-2
and Radarsat-2/Landsat-8 data sets. In case of the ICESAR data
set, more attributes slightly decline the classifier performance.

Fig. 7. (a) ROI and (b) classified map for Sentinel-1/Sentinel-2 data set.

Fig. 8. (a) ROI and (b) classified map for Radarsat-2/Landsat-8 data set.
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Fig. 9. Overall accuracies of GKMI as a function of the number of selected
attributes for ICESAR, Sentinel-1/Sentinel-2, and Radarsat-2/Landsat-8 data
sets.

TABLE V
CLASSIFICATION PERFORMANCE OBTAINED OVER DIFFERENT DATA SETS

Note: K refers to the optimal number of selected attributes, N shows the total number
of attributes, k refers to the Kappa coefficient, and OA (%) corresponds to the overall
accuracy. The maximum values of the OA and k are shown in bold. Note that the table
shows the classification performance for both optimal and total number of attributes.

TABLE VI
CLASSIFICATION PERFORMANCE OBTAINED USING C-BAND, L-BAND, AND

MULTI-FREQUENCY ATTRIBUTES FOR ICESAR DATA SET

These results clearly demonstrate the prominence of information
selection.

Figs. 6(b), 7(b), and 8(b) show the classified maps for multi-
frequency and multi-sensor data sets used in this work. Since
the ICESAR data were acquired with a higher spatial resolution,
narrow structures such as ice ridges, cracks, and small leads are
easier to identify in the classification maps.

B. Multi-sensor vs. Single-Sensor

To demonstrate the advantage of combining data obtained
from various sensors, we compare the performance of the classi-
fication algorithm when only using the attributes of each imaging
mode individually and when using their attributes combined.

1) ICESAR: Table VI shows the OA and Kappa coefficient k
obtained for K, the optimal number of selected attributes among
the attributes extracted for L-band, C-band, and multi-frequency
data set (i.e., when we are using them together). Note that the
optimal number is different for each case. To better show the
difference in performance, we also added results obtained for a
fixed amount of selected attributes K = 20 . It is evident that the
joint use of both data sets increases the accuracy significantly.
The OA of the multi-frequency data set reaches its peak with
40 attributes and is equal to 98.5%, while the L-band achieves
93.2% and C-band 90.1%. In fact, even with only 20 attributes,

TABLE VII
NORMALIZED CONFUSION MATRIX FOR CLASSIFICATION RESULTS OBTAINED

WITH ICESAR DATA SET

Note: OW denotes the open water, NI the nilas, GI the grey ice, GWI the grey-white ice,
LFY the level FYI, and DFY the deformed FYI class. (a) C-band attributes. (b) L-band
attributes. (c) Multi-frequency attributes.

the multi-frequency data set achieves higher performance than
the maximum achievable performance using a single band with
its optimal number of attributes. Our result indicates a slightly
better accuracy at L-band than at C-band. Since the penetration
depth into the ice is larger at L-band, deformation structures
are easier to recognize in the corresponding SAR images. In
cases for which deformation structures comprise an important
criterion for classification (like for our data set here), better
accuracies are often achieved at L-band.

Furthermore, we analyze the interclass performance for the
single-frequency and the multi-frequency approaches by cal-
culating the normalized confusion matrices depicted in Ta-
ble VII(a)–(c). The results show that the NI (nilas) and DFY (de-
formed FYI) were the easiest to distinguish for single-frequency
and multi-frequency data sets, compared to OW (open water),
GWI (grey-white ice), and GI (grey ice). Besides, we notice that
GI has the lowest accuracy among all classes for both L-band
and C-band data. In fact, GI is highly misclassified as GWI, as
can be visible on the confusion matrices. This misclassification
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TABLE VIII
CLASSIFICATION PERFORMANCE OBTAINED USING SAR, OPTICAL, AND

MULTI-SENSOR ATTRIBUTES FOR SENTINEL-1/SENTINEL-2

results from the significant overlapping of GI and GWI signa-
tures because of their high similarities in many radar signature
attributes. Moreover, the L-band data set shows higher accuracy
than the C-band data set for all classes. However, the highest
accuracies were always achieved by the multi-frequency data
set. The prominence of the multi-frequency approach is more
apparent for the class GI (grey ice). In fact, by combining L-band
and C-band, the accuracy of their most challenging class GI has
significantly improved.

To show the flexibility and robustness of the attribute selection
method and multi-sensor approach, we also perform a classifi-
cation comparison of SAR and optical attributes for Sentinel-
1/Sentinel-2 and Radarsat-2/Landsat-8. The optical data that
were used as complementary source for the manual classification
by experts could not be geometrically registered to the radar im-
ages because the time gap between acquisitions was too large to
compensate for sea ice deformations. The Radarsat-2/Landsat-8
and Sentinel-1/Sentinel-2 data reveal a clear dominance of the
optical attributes over radar attributes. Since this is dependent on
the special measurement conditions (e.g., sensor characteristics
and ice properties, for optical sensors sun elevation), it is difficult
to generalize this result, and, correspondingly, we expect varying
priorities of single attributes. Nevertheless, the dominance in the
number of attributes does not always lead to better accuracy or
more information content, as shown in Fig. 9. We emphasize
that one of the main ideas of this study is to show that the
GKMI method can be easily adapted to any sensor and image
combination and for any environmental conditions.

2) Sentinel-1/Sentinel-2: Table VIII illustrates the classifi-
cation performance of SAR, optical, and multi-sensor attributes
for Sentinel-1/Sentinel-2 data set. This analysis was conducted
using two initial sets of attributes. The first set consists of the
original bands and polarizations of optical and SAR images in
addition to their corresponding textural features. Conversely, in
the second set, optical images’ textural features were omitted
(in this scenario, the data set consists of 43 attributes: 13 optical
and 30 SAR). The second set was considered to appropriately
evaluate each sensor’s contribution. The results show that using
only optical attributes, one reaches the same high accuracy as
multi-sensor attributes for Sentinel-1/Sentinel-2 data set. How-
ever, when using multi-sensor attributes, accuracy is achieved
with less number of attributes.

Additionally, we also extracted confusion matrices, like we
did for the ICESAR data set, to better analyze the interclass
performance of the single-sensor and multi-sensor approaches.
Table IX(a)–(c) demonstrates the results for the Sentinel-
1/Sentinel-2 data set. We notice that the optical data set achieves
a better separation for all classes compared to the SAR data set.
However, there is no significant accuracy superiority in any of the

TABLE IX
NORMALIZED CONFUSION MATRIX FOR CLASSIFICATION RESULTS OBTAINED

WITH THE SENTINEL-1/SENTINEL-2 DATA SET

Note: OW denotes the open water, GI the grey ice, GWI the grey-white ice,
TNFY the thin FYI, and TKFY the thick ice class. (a) SAR attributes. (b) Optical
attributes. (c) Multi-sensor attributes.

TABLE X
CLASSIFICATION PERFORMANCE OBTAINED USING SAR, OPTICAL, AND

MULTI-SENSOR ATTRIBUTES FOR RADARSAT-2/LANDSAT-8 DATA SET

classes. Moreover, the multi-sensor approach results in higher
accuracies than the single-sensor.

3) Radarsat-2/Landsat-8: Now, we evaluate the differ-
ence in performance between optical and SAR sensors for
Radarsat-2/Landsat-8 data set. As for the Sentinel-1/Sentinel-2
data set, we consider two sets of initial attributes. In the second
set, the textural features of the optical bands were excluded
to have a comparable number of attributes for each sensor.
Accordingly, for this scenario, the Radarsat-2/Landsat-8 data
set includes 41 attributes (11 optical and 30 SAR). Table X
illustrates the performance comparison using SAR, optical, and
multi-sensor attributes. Unlike the Sentinel-1/Sentinel-2 data



9034 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 14, 2021

TABLE XI
NORMALIZED CONFUSION MATRIX FOR CLASSIFICATION RESULTS OBTAINED

WITH RADARSAT-2/LANDSAT-8 DATA SET

Note: OW denotes the open water, NI the nilas, YI the young ice, TNFY the thin
FYI, and TKFY the thick ice class. (a) SAR attributes. (b) Optical attributes. (c)
Multi-sensor attributes.

set, where the single-sensor performance for both sensors was
high, the Radarsat-2/Landsat-8 single-sensors show less accu-
rate performance than multi-sensor attributes.

Table XI(a)–(c) shows the confusion matrices for Radarsat-
2/Landsat-8. The results reveal that the YI (young ice) was the
easiest to distinguish using SAR, while TNFY (thin FYI) and
TKFY (thick FYI) showed high classification accuracy using
optical data. Unlike optical, the SAR part shows significantly
lower accuracies for OW (open water), NI (nilas), and TKFY
(thick FYI). However, the multi-sensor attributes combine the
advantages of both sensors and ensure the highest separability
for all classes.

It should be noted that even though, for this particular ex-
ample, optical attributes result in high accuracies, they cannot
serve as basic source for operational monitoring. This is due to
several familiar factors, such as limitations due to light and cloud
conditions that influence the separability of rough and smooth
level ice, and snow cover that prevents recognition of sea ice
types.

The results obtained for the investigated data sets reflect dif-
ferent situations: the dominance of one frequency or one sensor

for ice type separation (ICESAR and Sentinel-1/Sentinel-2), and
the complementarity of sensors (Radarsat-2/Landsat-8). In all
cases, the combination of data from different sensors guarantees
better performance. In particular, for certain ice conditions and
combinations of available data, the multi-sensor approach can
increase the classification accuracy significantly if compared to
the single-sensor case (in Table VII(c), e.g., the ICESAR data).

C. Relevant Attributes

Because the selection by GKMI is performed in superpixel
space, different attributes are selected for different classes. The
selected attributes can also differ between the superpixels of one
ice-class due to the influence of several factors, such as incidence
angle, range-dependent noise, light and cloud conditions, etc.
However, we can still estimate the relevant attributes for a class
by identifying its frequently selected attributes. To this end, we
identify all superpixels belonging to a class and extract their
chosen attributes.

Fig. 10 shows the histograms of the five most selected at-
tributes for each class for the different data sets.

Fig. 10(a) shows the relevant attributes for each class of
ICESAR data set. The histograms show that, in general, C-band
and L-band attributes were often selected equally. However, for
some classes, there is a clear predominance of L-band (open
water, level FYI, and grey-white ice) or C-band attributes (nilas).
Moreover, several attributes, such as information correlation and
inverse different moment derived from L-band VV polarization
(L VV IC and L VV IDM), were selected for several classes of
the ICESAR data set.

Fig. 10(b) demonstrates the relevant attributes selected for
the different classes of Sentinel-1/Sentinel-2 data set. Optical
attributes are predominant for this data set, especially for thick
and thin FYI. Moreover, the intensity of band B1 (B1 INTST)
was frequently selected for three classes (open water, grey-white
ice, and thick FYI).

Fig. 10(c) illustrates the relevant attributes for the classes of
the Radarsat-2/Landsat-8 data set. Optical attributes were se-
lected more frequently than SAR attributes; however, unlike the
Sentinel-1/Sentinel-2 data set, all the classes have a mixed set of
selected attributes. The most predominantly selected attribute for
Radarsat-2/Landsat-8 was the maximum correlation coefficient
derived from HV polarization (HV MCC), that was chosen for
open water, nilas, young ice, and thick FYI.

From the results mentioned above, it is possible to conclude
that it is hard to find any generalization among the attributes
and corresponding sea ice types. Moreover, for a given com-
bination of data types, selected attributes vary even between
the superpixels that belong to the same ice class. This indicates
that the selection procedure is sensitive to the technical setup
(e.g., incidence and sun elevation angle) and slight variations
of the appearance of a given ice class (e.g., varying degrees of
deformation and ice concentration). Therefore, it is crucial to
have a flexible attribute selection method that allows selecting
the relevant attributes for different data combinations and sea ice
classes even under various conditions to enhance the accuracy
of classification.
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Fig. 10. Five most frequently selected attributes for each class of (a) ICESAR,
(b) Sentinel-1/Sentinel-2, and (c) Radarsat-2/Landsat-8. Note that the height of
the bars (number of attributes’ occurrences) is different for the various classes
because the number of used ROI is different for each class. INTST refers to
intensity. For radar data, intensity refers to the backscattering coefficient.

TABLE XII
PERFORMANCE COMPARISON AMONG DIFFERENT METHODS FOR ATTRIBUTE

SELECTION, USING RF CLASSIFIER

D. Comparison of Methods

To evaluate the GKMI method’s performance, we compared
its results to the two mostly used automatic attributes selection
methods, mainly PCA and FS. PCA is an unsupervised feature
extraction approach, while FS is a supervised attribute selec-
tion. Table XII shows the accuracy and kappa for the different
methods and data sets used in this article. All methods show

a high classification accuracy; however, GKMI gives slightly
higher accuracy for all data sets. These results validate our
approach’s efficiency since it offers better performance without
any supervision as for FS, and while preserving the physical
interpretability of attributes as opposed to PCA.

We emphasize that in this study, the major focus was on
attribute selection for maximizing the information content of
satellite and airborne images as a step toward improved sea
ice classification. The results of attribute selection can also be
applied for an assessment of dominant scattering mechanisms or
for optimizing the retrieval of ice parameters such as roughness
or thickness.

In comparison to other attribute selection algorithms, par-
ticularly to the ones that were used in this study, GKMI is
substantially different, which is an advantage for automated
classification. Hereby, the optimal subset of attributes using
the GKMI method is determined according to two different
criteria, which are structure (GK) and information content (MI).
These criteria are applied simultaneously and account for the
global and local particularities of the original data set. More-
over, the method is performed on a superpixel level, which, in
combination with the use of two similarity measures explained
in Section III-C, allows us to capture relevant information at
different scales. Additionally, GKMI preserves the advantages
of both attribute extraction and selection approaches, namely,
increases the class separability and, at the same time, preserves
the physical meaning of the original data.

V. CONCLUSION

In this article, we employed GKMI, a recently developed
approach for attribute selection, and applied it to the task of sea
ice classification using different multi-sensor data combinations.
The optimal set of selected attributes, by GKMI, is not fixed
for the whole image or a sea ice class but is adaptive for each
region of the observed scene according to the technical and
environmental conditions (such as noise level, incidence angle,
cloudiness, etc.)

Furthermore, our results show the ability of GKMI to pro-
cess different combinations of data sets and the importance of
deploying multi-sensors for the characterization of ice types by
comparing the performance of using several sensors separately
and simultaneously. Since the major idea of our approach is to in-
troduce a highly flexible and adaptive scheme, it is not necessary
to recommend fixed sets of attributes for classification, which
depend on sensor types, imaging modes, and environmental and
ice conditions during data acquisitions. As such, the fact that
optical information is more accurate in the considered data sets
is not of general validity due to the limitations of optical sensors
in cloudy and dark areas.

Finally, two issues still need to be addressed. For the first, we
did not yet investigate in detail how our results are affected by the
observation conditions, such as radar incidence angle or sun el-
evation angle. This is part of future investigations. Another item
concerns the availability of the investigated sensor combinations
for operational mapping. Since our results clearly demonstrate
the advantage of multi-sensor classification (here focussing on
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GKMI), space agencies and operational services should develop
strategies that make the joint use of data from different sensor
types possible. For example, it has to be considered that optical
data can only be used under favorable light and cloud conditions
(hence requiring a “only-add-if-usable” strategy). Moreover, the
combination of different radar frequencies for operational ser-
vices is recently under discussion, e.g., the Copernicus ROSE-L
mission (see [34]). For joint data use, it is important to consider
the drift of sea ice, which requires that different sensors acquire
data with smallest possible time gaps over a given region. For
the combination of C-band and L-band SAR, corresponding
acquisition scenarios are under investigation in the ROSE-L
project.
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1. Introduction
In the new millennium, sea ice research has become an important topic due to an unprecedented sea ice decline in 
the Arctic (England et al., 2020). One reason is that sea ice plays an essential role in the polar ecosystem (Funder 
et al., 2010). Moreover, the knowledge about sea ice conditions is crucial for polar navigation, offshore opera-
tions, weather forecasting, and climate research (Sandven et al., 2006). The main sources of information about 
sea ice conditions and climatological studies are data from passive microwave radiometers (PMR), and synthetic 
aperture radars (SAR). The latter is preferably used for tactical navigational support and for local studies requir-
ing data at high spatial resolution. Both sensors are commonly used due to their independence of cloud and light 
conditions and therefore their ability to provide imaging of the Earth's surface continuously during day and night, 
and for almost all weather situations (Wang et al., 2016).

Spaceborne SAR provides high spatial resolution images and is one of the main sources from which detailed 
maps of sea ice conditions are produced for navigation in sea ice or at the ice margin (Karvonen, 2014). SAR is 
an active microwave sensor, which can achieve spatial resolutions ranging from about 1 m to 100 m (Johannessen 
et al., 2007). Image products of lower resolutions provide swath widths up to 500 km. An increased spatial resolu-
tion reduces the achievable swath width down to a few kilometers. The interpretation of SAR data is challenging 
due to the complex relationship between radar backscatter and sea ice surface and volume properties and strongly 
relies on the knowledge of sea ice experts (Zakhvatkina et al., 2019).

Passive microwave radiometers are another type of sensor and are commonly used for large-scale sea ice observa-
tions. These sensors operate at multiple frequencies, each of which has different spatial resolutions and sensitivity 
to atmospheric parameters, in particular to cloud liquid water and atmospheric water vapor (Spreen et al., 2008). 
However, even the finest spatial resolution achievable with passive microwave sensors is about 3 km and hence 
significantly coarser than in the case of SAR. The finest spatial resolution is achieved at frequencies of around 
90 GHz which, however, comes with a greater susceptibility to atmospheric noise. This effect is less severe at 

Abstract The most common source of information about sea ice conditions is remote sensing data, 
especially images obtained from synthetic aperture radar (SAR) and passive microwave radiometers (PMR). 
Here we introduce an adaptive fusion scheme based on Graph Laplacians that allows us to retrieve the most 
relevant information from satellite images. In a first test case, we explore the potential of sea ice classification 
employing SAR and PMR separately and simultaneously, in order to evaluate the complementarity of both 
sensors and to assess the result of a combined use. Our test case illustrates the flexibility and efficiency of the 
proposed scheme and indicates an advantage of combining AMSR-2 89 GHz and Sentinel-1 data for sea ice 
mapping.

Plain Language Summary The Earth's land and ocean surface is monitored from space using 
different sensors mounted on various satellite platforms. Each type of sensor has its advantages and limitations. 
Combining data from different sensors can potentially solve ambiguities in information retrievals associated 
with the use of only a single sensor. Here, we apply a multi-sensor fusion scheme that can be used for various 
data combinations in order to extract relevant information. The main goal of this work is to explore the potential 
of simultaneously applying two sensors for sea ice mapping and monitoring, namely synthetic aperture radar 
and passive microwave radiometers, in order to improve the separation of sea ice types.
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lower frequencies at the expense of much reduced spatial resolutions at tens of kilometers. The main benefit 
of PMR is that their wide swaths allow a daily coverage over most of the ice-covered polar regions which is 
extremely useful for monitoring sea ice at synoptic scales (Heinrichs et al., 2006).

In the past, some attempts were undertaken to combine PMR and SAR data, to improve sea ice concentration 
estimation that is normally performed with only PMR (Beaven et al., 1996; Karvonen, 2014; Wang et al., 2016). 
In our study, we focus on exploring the potential of improving SAR-based sea ice classification by additionally 
using PMR imagery.

We apply a data fusion scheme that includes the graph-based information selection method which relies on 
information theory metrics in conjunction with a supervised classification approach (Liaw & Wiener, 2001). 
The flexibility of the proposed scheme is well-suited for efficiently analyzing different data combinations that 
can be beneficial for sea ice monitoring. In this short letter, we investigate the potential of combining SAR and 
PMR data for sea ice classification, which we demonstrate for a test case using a combination of data from the 
Sentinel-1 C-band (5.405 GHz) SAR, and the 89 GHz channel of the Advanced Microwave Scanning Radiometer 
2 (AMSR-2).

The rest of this paper is organized as follows. Section 2 describes the data sets used in this study. Section 3 
provides details of the proposed data fusion scheme. Section  4 presents the experimental validation of the 
proposed method. Finally, the discussion and conclusions are presented in Section 5.

2. Data Set
The following section describes the Sentinel-1/AMSR-2 data set. The Sentinel-1 image was acquired in extra-
wide swath mode in dual-polarization (HH and HV) at 40 m spatial resolution, which is commonly used for 
mapping sea ice. From AMSR-2 we use the brightness temperature (BT) of the 89 GHz channel at horizontal 
(H) and vertical (V) polarization which has a footprint of 3 × 5 km. The data set was acquired over the south-
ern part of Svalbard on 17 March 2021. The Sentinel-1 data were corrected for thermal noise and calibrated to 
sigma-naught in dB using the ESA Sentinel-1 Toolbox. Both data sets were collocated and the AMSR-2 data were 
upsampled to the Sentinel-1 pixel-size which means that adjacent pixels can be completely correlated. Figure 1 
shows the false-color composites of (a) SAR, and (b) PMR images, as well as (c) a natural-color composite of an 
optical image acquired by the Ocean and Land Color Instrument on Sentinel-3. The time gap between SAR and 
PMR scenes was a few minutes, while the optical scene was acquired a few hours later. In particular over the Open 
Water (OW) area on the right side, indications of cloud liquid water and atmospheric water vapor are visible, 
which corresponds to the occurrence of clouds over the same area in the optical image.

The Sentinel-3 optical data were used in addition to the SAR and PMR scenes for identifying various sea ice 
classes, especially the Grey Ice (GI) in the Storfjorden. One main motivation to add PMR data for sea ice 
mapping is based on occasional difficulties to separate OW and ice in SAR imagery. Despite its sensitivity to 
atmospheric parameters, we selected the 89 GHz channel because of its higher spatial resolution compared to the 
lower-frequency PMR bands. Using the three different data sources together was extremely beneficial for visual 

Figure 1. Color representation of the data set: (a) false-color composite SAR (HV, HH, and HH as RGB), (b) passive 
microwave radiometer (H, V, and V as RGB), (c) natural-color composite of an optical image from Sentinel-3 Ocean and 
Land Color Instrument (Bands 8, 6, 4), and (d) spatial distribution of regions of interest that were used for training (polygons 
with green boundaries) and testing (red boundaries); here the blue color refers to Open Water, white color corresponds 
to Brash Ice, cyan illustrates the young Grey Ice, pink color shows the Thin First-Year Ice, and black color indicates the 
landmask for Svalbard.
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inspection and manual identification of various sea ice and water classes. 
Supported by the input of an expert from the Norwegian Meteorological 
Institute (MET Norway) we could distinguish the following sea ice types: 
brash ice (BI), GI, and thin first-year ice (TFYI), as well as OW areas. The 
spatial distribution of the regions of interest (ROIs) that were used for the 
classification is illustrated in Figure 1d, while the classes, number of training 
samples, and ROIs used are shown in Table 1. We note that the ROIs are 
placed with large enough distances between them to avoid mapping upsam-
pled PMR pixels corresponding to a single original PMR pixel into different 
ROIs. Nevertheless, the degree of correlation between pixels is considerably 
higher for the PMR data than for the SAR data.

3. Methods
In the following subsections, we briefly describe the main steps of the 
proposed fusion scheme, namely pre-processing including the collocation 

and upsampling of the original data sets, as well as extraction of textural features for SAR data, the selection of 
relevant attributes, and finally the parallel classification. A more detailed technical description of the information 
retrieval method can be found in Khachatrian et al. (2021).

3.1. Pre-Processing
The Sentinel-1 and AMSR-2 images differ in their areal coverage, spatial resolution, and the coordinate system 
used for presenting the data. Therefore as a first step, we make the data comparable by means of collocating, 
upsampling the PMR data to the SAR resolution, and extracting the overlapping area. In addition to the original 
radar intensities, we extract 10 texture features available in the ESA's Sentinel Application Platform (SNAP) for 
each SAR polarization using the Gray-Level Co-Occurrence Matrix (GLCM) (Haralick et al., 1973; Kandaswamy 
et al., 2005) for 0°, 45°, 90°, and 135°. The results are averaged which is common practice to account for the 
possible rotation of different sea ice or ocean surface structures.

3.2. Attribute Selection
In this section, we briefly describe the information selection method (referred to as GKMI, i.e., Gaussian kernel 
and mutual information) that is part of the proposed scheme which we employ to select relevant attributes 
(Khachatrian et al., 2021). This approach consists of three main steps: segmentation, graph building, and graph 
clustering. It should be noted that even though the whole processing scheme proposed in this study is supervised 
due to the selected classification method, the information selection step is unsupervised.
3.2.1. Segmentation
In order to preserve the particularity of distinct areas in the observed Sentinel-1 and AMSR-2 scenes and to 
optimize the algorithm in terms of execution time (ET), we implemented the attribute selection on superpixels, 
that is, groups of neighboring pixels showing homogeneous characteristics throughout the considered multivar-
iate data set. It should be noted that there are other patch-wise approaches, for example, using regularly spaced 
windows. However, fixed windows often still cover variations of characteristics, which is avoided in the super-
pixel approach. Moreover, superpixels allow employing the algorithm on a local scale, which is crucial since some 
image parts might require different types of attributes to effectively represent different ice types and characteris-
tics. In the SAR images, the decrease of the local incidence from near- to far-range has to be considered as well. 
An image can be split into superpixels using different segmentation methods, such as Watershed (Beucher, 1992) 
or Felzenszwalb (Felzenszwalb & Huttenlocher, 2004). In this work, we determine the superpixels using the 
Simple Linear Iterative Clustering segmentation method (Neubert & Protzel, 2014). Furthermore, the number 
of superpixels, as well as their size, are parameters that can be changed within the algorithm depending on user 
preferences and applications. The superpixel segmentation is only used as a part of the information selection step.
3.2.2. Graph Building
To find the attributes which are best suited for sea ice classification, we apply a selection method, that relies 
on information theory metrics and on a representation based on graph Laplacians. Unlike existing graph-based 

Table 1 
Classes Determined by Sea Ice Experts From the Visual Inspection, Along 
With a Number of Training Samples and Regions of Interest Used for 
Performance Evaluation

Name Description Training samples

ROIs

All Train Test

OW Open water 313,751 12 4 8
BI Brash ice 145,112 9 3 6
GI Grey ice 41,502 6 2 4
TFYI Thin first-year ice 221,092 9 3 6
Note. The number of training samples refers to the number of pixels in the 
ROIs specifically used for training.
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clustering methods that are only using kernels as similarity measures (repre-
senting the mutual relations between the data points), we are also considering 
the information content of the original data. Therefore, the similarity is quan-
tified using two metrics simultaneously, which allows us to capture relevant 
information at different scales which improves the precision of the selection. 
The mutual information (MI) is performed globally and provides a better 
estimation of the attributes-shared information (Vergara & Estévez, 2014), 
while the Gaussian kernel (GK) is applied locally and preserves the structure 
of the original data (Luxburg, 2007).
3.2.3. Graph Clustering
Once the graph is defined according to the operations that have been previously 
introduced, we perform the partition of the graph using a procedure inspired 
by the spectral clustering approach (Luxburg, 2007) in order to identify and 
select the most relevant attributes in the data set. The GKMI method forms 
groups of similar attributes, according to MI and GK metrics, and selects 
the most relevant from each grouping. Thus we obtain subsets of attributes 
that preserve the structure and the information content within a particular 
superpixel. The grouping is performed using k-means, which is a simple and 
commonly used clustering algorithm (Theodoridis & Koutroumbas, 2008).
3.2.4. Adaptive Selection
As was mentioned above we assume that different homogeneous parts of the 
image, that is, superpixels, might have different relevant subsets of attrib-
utes. Not only the attributes might differ between superpixels, but also their 
number, depending on the specific ice characteristics. Therefore, we include 

an adaptive attribute selection based on the kneedle method (Satopaa et al., 2011) in the proposed scheme, which 
allows us to automatically determine the relevant number of attributes. The kneedle algorithm finds the maxima 
of the curve to detect a beneficial point, or a “knee.” In our case, this means determining the optimal number of 
attributes after which adding any additional attributes will be redundant.

3.3. Classification
The final step of the proposed scheme is the application of the PMR and SAR data in combination for sea ice clas-
sification. The classification is carried out using the Random Forest method, which is a widely applied classifier 
in remote sensing (Liaw & Wiener, 2001). Furthermore, for various superpixels, different numbers and attributes 
are selected. We consider this in the pixel-wise classification which improves the performance of the algorithm. 
In our experiments, we use pixels from the predefined ROIs for training and testing the algorithm. Moreover, 
employing different ROIs avoids overfitting.

4. Experiments
In this section, we evaluate the performance of the proposed scheme for sea ice mapping and characterization 
of different sea ice types. In order to quantitatively evaluate the result of sea ice classification, we apply several 
metrics: the Overall Accuracy (OA) index, Average Accuracy (AA), Cohen's Kappa coefficient (k), and ET. The 
OA shows the percentage of correctly classified samples, AA quantifies the mean of class-specific accuracies for 
all classes, while Kappa measures the agreement between the classification and the reference data (Bharatkar & 
Patel, 2013).

4.1. Performance Analysis
In order to properly evaluate the SAR and PMR fusion scheme for sea ice classification, we conducted different 
experiments by varying the input data combination and assessing the performance of each combination (Table 2).

Table 2 shows the OA, AA, ET, and Kappa coefficient (k) obtained for the various cases: single- and multi-sensor 
scenarios without adaptive attribute selection, and with the proposed scheme using different numbers of selected 

Table 2 
Classification Performance

Data set N OA (%) AA (%) k (%) ET (min)

Single-sensor
 SAR 2 75.6 68.3 64.1 98.1
 SAR & GLCM 22 81.6 74.5 73.3 63.1
 PMR 2 75.2 64.8 63.3 25.2
Multi-sensor without selection
 SAR & PMR 4 79.6 78.0 69.9 29.1
 CMD 24 90.2 90.4 85.6 42.8
Multi-sensor with selection
 CMD 5 78.2 72.1 67.9 23.5
 CMD 10 91.3 90.6 87.1 22.3
 CMD 15 91.1 91.5 86.6 22.6
 CMD Auto 93.2 93.8 90.1 21.3
Note. N shows the number of selected/used attributes, k refers to the Kappa 
coefficient, AA (%) to the average accuracy, OA (%) to the overall accuracy, 
and ET is execution time. CMD denotes combined multi-sensor data that 
combines all the available sources, namely SAR, GLCM textural features, 
and PMR. The performance evaluation was implemented using an Intel Core 
i7 CPU at 2,6 GHz with 32 GB RAM. The best performance values of the 
OA, AA, ET, and k are shown in bold.
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attributes. The classification accuracies are lower if only a single sensor is used, while execution times are higher 
in comparison to multi-sensor combinations. It is especially evident in the case of SAR intensity (Table 2: N = 2 
for the two polarizations) that the ET is significantly larger than for other data combinations with more attrib-
utes (N > 2). Because of limited complementary information, the algorithm struggles to properly assign each 
point to a particular class which results in lower accuracy and higher ET. Using single-sensor scenarios with 
a low number of considered attributes, which here are the SAR intensity or the PMR BT at two polarizations, 
results in a lower classification performance and reveals the lowest accuracy among all the experiments. Due 
to the lower resolution, PMR misses narrow variations of ice structures and types, which causes lower accura-
cies if the classification scheme is more detailed. In the case of SAR, low accuracies are most likely due to the 
influence of speckle and thermal noise. Furthermore, SAR intensity contrasts do not differ strongly between the 
GI and TFYI in the selected scene, which makes their separation more difficult. The best classification result 
of the single-sensor cases is found for the combination of intensity and GLCM textural features. Nevertheless, 
the multi-sensor case outperforms the single-sensor cases in terms of accuracy and computation time. The best 
performance is achieved for the multi-sensor case with integrated information selection. We tested this on two 
main scenarios, with a fixed number of attributes and adaptive/automatic selection. For all the cases with selec-
tion, except for a fixed (N = 5), the performance scores are higher and the ET is almost halved in comparison to 
the whole set of attributes without the selection. Moreover, the highest accuracy scores and the lowest ET were 
achieved with the proposed fusion scheme with an automatic determination of the number of attributes. These 
results strongly support the relevance of automatic information selection and parallel classification which are the 
crucial parts of the proposed multi-sensor fusion scheme.
Figure 2 displays the classification results for different data scenarios. Furthermore, the red contours indicate 
several challenging areas for classification that was improved considerably when using SAR and PMR in combi-
nation, together with variations of the proposed scheme as shown in Table 2. The classified maps on the first 
row of Figures 2a, 2b, and 2c show the single-sensor scenarios. The presented images clearly demonstrate the 
difference in spatial resolution between PMR and SAR sensors. Because of its coarser resolution, a smoother 
classification map is obtained from PMR. However, it is not possible to identify sea ice structures and variations 
of sea ice types that are smaller than the PMR resolution cell. Furthermore, there are areas of misclassification 
in the OW on the right side of Figure 2a, which are caused by cloud liquid water and water vapor in the atmos-
phere. The original SAR image is affected by speckle and thermal noise which is transferred into the calculation 
of texture parameters and the final classification. Furthermore, GI is very often misclassified in the SAR data. 
Nevertheless, the classified map obtained from SAR considering GLCM textural features illustrates a significant 
improvement, especially for the GI and OW classes that were misclassified in the intensity-only case.
The classified maps on the second row of Figures 2d, 2e, and 2f illustrate the multi-sensor examples with and 
without the proposed attribute selection. Each of these maps provides a more accurate classification compared to 
the single-sensor examples. The combination of SAR and PMR shows, for example, an improvement compared 
to the single PMR case because the potential influence of cloud liquid water and water vapor in the atmosphere 
is slightly reduced. On the other hand, the classified maps based on a combination of SAR and PMR preserve 
the smoothness of the PMR and the ability of the SAR image to identify smaller sea ice and water surface 
details, such as BI in the marginal ice zone. The classified map obtained with the combined data set without and 
with the proposed attribute selection depicts more of the GI in Storfjorden between Spitsbergen and Edgeøya in 
comparison to the PMR and SAR combination without texture. The performance evaluation along with visual 
inspection of the classified maps shows the advantages of combining various sources in order to obtain unique 
information regarding the area of interest. Moreover, even though the PMR is mostly used for coarse-resolution 
wide-coverage products, such as in the case of sea ice concentration, our study demonstrates the usefulness of 
integrating the PMR for sea ice type classification.

5. Conclusions
In this test case study, we demonstrate the application of a new, flexible, adaptive, highly accurate, and efficient 
multi-sensor fusion scheme on specific data combinations obtained from SAR and PMR, the most commonly 
used sensors for sea ice classification, ice charting, and climatological sea ice monitoring. We presented sea ice 
classification results separately for each sensor. The results indicate that the addition of PMR can improve the 
SAR-based classification in certain cases. The suggested fusion scheme reveals a better classification perfor-
mance and needs less computation time compared to other investigated methods.
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Because of the promising results, we plan to extend our study, which here is limited to one test case, to different 
ice conditions. The test case data were acquired in cold and dry winter conditions, therefore the PMR provided 
an image that is only marginally affected by cloud liquid water and water vapor in the atmosphere. It is also 
known that sea ice classification with SAR and PMR is more difficult in the melting season. Thus, future work 
should additionally assess the seasonal robustness of the approach and its applicability to different times of the 
year. We are preparing an extended data set with a larger number of Sentinel-1/AMSR-2 data acquisitions over a 
full season and with more complex ice conditions. In addition, we consider to investigate the usefulness of lower 
PMR frequency channels and derived ice concentration, considering the sensitivity of the 89 GHz channel to 
atmospheric parameters.
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11
Conclusions
11.1 General Conclusions
Themain focus of this dissertation is to develop an information selection algorithm that preserves
global and local information about the original data by the joint employment of two metrics
simultaneously and at different scales. This ensures a better separability of the attributes and,
hence, a more precise selection which leads to a better algorithms performance, in our case for
sea ice classification. The focus of each paper was on improving different aspects of the proposed
method, starting with tuning the main parameters (Paper I), exploring the potential for various
data combinations for sea ice classification (Paper II, Paper III), and investigating the possibility
for operational sea ice monitoring and automatic selection of attributes (Paper III).

In Paper I we introduce the method and its main novelties, tune and motivate the employment
of several parameters and metrics, and compare the proposed method with existing techniques
using publicly available urban scenes that have ground truth labels. The experimental results
obtained from several multimodal data sets consistently demonstrated the effectiveness and
robustness of the proposed method. Moreover, they reveal the crucial advantages of the pro-
posed method, namely (a) it employs two similarity metrics that account for global and local
particularities of the original data set, which, in turn, allows the selection of the most relevant
attributes; (b) it is performed on a superpixel level, therefore, it selects the best descriptive
attributes for local image areas; (c) it is application independent, therefore, it does not require
any prior information about class labels; (d) it can be applied to data sets obtained from various
sensors with different characteristics.

In Paper II as a first step towards sea ice application, we tested the proposed scheme on several
data combinations, namely multi-frequency L and C-band airborne data and multi-sensor satel-
lite data. The airborne data provided a better separability of ice types because of high spatial
resolution. Moreover, L and C-band grasp different information about the sea ice, due to the
difference in radar penetration depth. Additionally, we used satellite data combinations which
are used in operational ice charting but also in studies of the ocean - sea ice - atmosphere interac-
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tions. However, they usually suffer from ambiguities when only using single sensors. Therefore,
in both airborne and satellite cases we specifically tested the performance of using single-source
and multi-source scenarios. In all cases, the combination of data from various sources guaran-
tees better algorithm performance. Results show the ability of the method to process different
data combinations and the importance of employing multi-sensor or multi-frequency data for
the characterization of sea ice types by comparing the performance of using several sensors
separately and simultaneously.

As a first step towards operational sea ice monitoring in Paper III, we investigate the potential
of combining SAR and PMR data for sea ice classification, which we demonstrate for a test case
using a combination of data from Sentinel-1 and AMSR-2. We illustrate both the advantages and
limitations of applying each sensor separately and simultaneously and found a clear advantage
of the PMR-SAR combination for the given test case. Because of the restriction to one test case,
the method should be further investigated. The first results clearly indicate that the addition of
PMR can improve the SAR-based classification in certain cases.

11.2 Future Work
The developed algorithm has been tested on various data combinations and sea ice scenarios.
The results clearly show the potential to improve the sea ice classification. However, there
are still some experiments that should be done to properly integrate the proposed scheme for
operational sea ice monitoring.

In Paper Iwe set some future work directions that were focused on adding the automatic selection
of the number of attributes for each superpixel so that the multimodal data analysis can be
adapted to the different conditions of the records that can be acquired in large-scale scenarios,
and on developing an adaptive classifier that can deal with superpixels of heterogeneous sizes
and attributes. Accordingly, we fulfilled this goal by integrating the automatic selection of the
number of attributes in Paper III.

In Paper II we set a few more future goals. First and foremost, we should investigate in detail
how our results are affected by the observation conditions, such as radar incidence angle or sun
elevation angle. Another item concerns the availability of the investigated sensor combinations
for operational sea ice mapping. It has to be considered that not all the sensors may be available.
Moreover, even though optical data provide a better classification performance for several cases
considered in Paper II, it is not of general validity due to the significant limitations of optical
sensors and their ability to work only under favorable light and cloud conditions. Furthermore,
in addition to the limitations mentioned above, optical sensors are unable to see through snow,
hence cannot separate snow-covered sea ice classes. Thereby, the information provided by optical
sensors is limited and cannot always provide a better classification performance. Therefore, we
should employ an “only-add-if-usable” strategy. The combination of different radar frequencies
(C-band and L-band) for operational services is recently under investigation in the ROSE-L
project [91].

In Paper III, we set a goal: due to the promising results of one test case in Paper III, we plan to
investigate the operational capabilities of our method on extended data set with a larger number
of Sentinel-1/AMSR-2 data acquisitions over a full season and with more complex ice conditions.
It will additionally allow us to assess the seasonal robustness of the approach and its applicability
to different times of the year. In addition, we consider investigating the use of lower frequency
channels and derived ice concentration, considering the sensitivity of the 89 GHz channel to
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atmospheric parameters. Even though PMR is actively used mainly to separate water and ice and
obtain information regarding sea ice concentration and the position of the sea ice edge, we think
it is highly valuable to consider more cases in which PMR can serve as a complementary source
for SAR-based sea ice classification. While SAR provides more information about older sea ice
types due to the radar penetration depth, PMR can help characterize the marginal ice zone
and distinguish younger ice types. Nevertheless, it should be further investigated with a larger
data set, in order to better reveal the limitations and advantages of both sensors depending on
various sea ice and weather conditions, especially for PMR that can be significantly affected by
cloud liquid water and water vapor in the atmosphere.
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