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Abstract

The thesis focuses on the unsupervised segmentation of submarine recordings
collected by the Norwegian Polar Institute (NPI) using hydrophones. These
recordings consists of various mammal species, along with other phenomena
like vessel engines, seismic activity, and moving sea ice. With sparse labeling
of the data, a supervised learning approach is not feasible, necessitating the
application of unsupervised learning techniques to uncover underlying patterns
and structures.

The thesis begins by providing essential background theory, including the
Fourier transform, spectrograms, and an introduction to clustering algorithms.
It then covers the forward pass, parameter update and backpropagation of neu-
ral networks. Key components of neural networks and machine learning, such
as different layers, activation functions, and loss functions, are also explained.
Furthermore, well-known deep learning architectures, namely convolutional
neural networks, autoencoders, and recurrent neural networks, are introduced.
The Temporal Neighborhood coding method, which encodes underlying states
of multivariate, non-stationary time-series [1], and the clustering module that
integrates a Gaussian mixture model into a loss function for deep autoen-
coders [2], are introduced.

The proposed data and methods are presented, followed by experimental re-
sults evaluating the performance of the two architectures for segmenting both a
simulated dataset and the spectrogram of the submarine recordings. The thesis
concludes with a discussion of the results and future directions, highlighting
the promising outcomes of the segmentation methods while emphasizing the
need for additional data information to further enhance model performance
and for further evaluation of the methods performance.
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Introduction

The Norwegian Polar Institute (NPI) has collected a large amount of sub marine
audio recordings using hydrophones, the data contains recordings of several
mammal species, such as bearded whales and beluga whales, there are also
recordings of several other phenomenons, such as vessel engines, seismic activ-
ity and moving sea ice. The objective of this thesis is segmentation of these sub-
marine recordings. The data we have received is sparsely labeled, which means
that applying a supervised learning approach is not feasible. In such a scenario,
unsupervised learning techniques become particularly valuable. These meth-
ods can help us uncover underlying patterns and structures within the data [3].

The thesis starts with some background theory to provide the necessary con-
text.This includes covering two fundamental signal processing topics, the Fourier
transform and spectrograms in Chapter 2. Additionally, we provide a brief intro-
duction to clustering, a central technique in unsupervised learning [4]. Along
with some well known clustering algorithms in Chapter 3.

How neural networks process data through the forward pass, and how they can
update their parameters through gradient descent and the backpropagation
algorithm [5] is covered in Chapter 4. In Chapter 5, we cover essential compo-
nents of neural networks and machine learning, including different types of
layers within a neural network, activation functions that introduce non-linearity
to the networks [6], and the loss function.

Moving forward, we introduce some of the well known deep learning archi-
tectures, the convolutional neural network, autoencoders and recurrent neural
networks in Chapter 6 Subsequently, two deep learning methods that are ap-
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plicable in our case, the Temporal Neighborhood coding method introduced
by Sana Tonekaboni, Danny Eytan and Anna Goldengerg, a framework that
encodes underlying states of multivariate, non-stationary time-series [1]. To-
gether with the clustering module introduced by Ahcéne Boubekki, Michael
Kampffmeyer, Ulf Brefeld and Robert Jensen, Which, by rewriting a Gaussian
mixture model into a loss function, allows a deep autoencoder to learn val-
ueable information from the clustering of its encoding [2]. Is introduced in
Chapter 7

The Proposed data and method is introduced in Chapter 8 followed by the
experiments and results we achieved in Chapter 9. In this chapter we show
the performance of the two architectures in regards of segmenting a simulated
dataset aswell as the segmentation of the submarine recordings. In the Final
Chapter, we discuss our results and future direction, where we conclude with
that the methods applied for segmentation shows promising results, but further
steps can be made to improve the performance of the models.



Part |

Background






Signal Processing

Signal processing is a discipline for manipulating and understanding informa-
tion carrying signals [7]. In this chapter we will cover two techniques within sig-
nal processing, namely the Fourier transform and the spectrogram. The Fourier
transform is a mathematical tool that decomposes a signal into its frequency
components allowing for analysis of the signal in the frequency domain [7].
The spectrogram is a visualization tool that combines the time and frequency
domain at once.

All Sections from this chapter is from the project paper [8].
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2.1 Discrete Fourier Transform

The Fourier transform can be applied to a time dependant signal to transform
the signals domain from time to frequency. By applying the Fourier transform
to a time signal, it is possible to analyse the frequency components present in
the signal and their magnitude. On the other side, it is not possible to analyse
how the frequency spectrum changes with time, by only applying a Fourier
transformation to a time signal [7]. The discrete Fourier transforms input, will
be a discrete time signal x[n], with real or complex values, consisting of N
samples. The signal is then transformed, often into a complex valued, signal
in frequency domain X [k] with N samples [7].

Definition. The discrete Fourier transform is defined as:

N-—
X[k] = Z x[n] - e im/N)kn, 2.1)

n=

[y

Where X[ k] is the kth frequency component of the discrete Fourier transform
output, k is the frequency index ranging from O to N — 1 ,x[n] is the input
discrete time signal with length N, where n is the time index, also ranging
fromOto N —1 [7].

From equation 2.1, one can see that to evaluate one X [k] term, for any k # 0,
(N — 1) multiplications and summations are needed. To evaluate all terms, the
total number of multiplications becomes (N — 1)? aswell as (N? — N) sum-
mations, which can be costly, computationally, for larger signals [7]. The Fast
Fourier transform (FFT) overcomes the limitation of costly computations by
exploiting the periodic properties of the discrete Fourier transform [7].

2.2 Spectrogram

To analyse where in time each frequency occurs, and the power of the frequen-
cies, the approach is slightly different. While still applying the Fourier transform
to the signal, the signal is first divided into small batches of equal size, that
often overlap eachother. Then a windowing function is applied to every batch
followed by the Fourier transformation of each batch. This process is called
the short time Fourier transform. The spectrogram is the plot of all the Fourier
transformed batches of the entire signal [9].

Definition. The Short time Fourier Transform is defined as:

L-1
X[k, n] = Z w([m]x[ng + m]e 7 2mk/N)m (2.2)

m=0
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Where X[k, ng] is the Short time Fourier transformed signal, n; is called the
analysis time index, which specifies where the short time discrete Fourier trans-
form is taken,w[m] is a windowing function, that is non-zero only on the
interval m = 0, 1,..., L — 1, where L is much smaller than the length of x[n]
and x[n] is the input time series [7].

It is common to scale the output of the spectrogram. One way of scaling is to cal-
culate the dB amplitude[10], which is calculated as: 20 log,,(X [k, ns]).






Clustering

Clustering is a technique that reveals hidden structures within data by grouping
similar data points into clusters [11]. We will begin this chapter by introducing
the concept of partitional clustering, and introduce some of the well known
partitional clustering algorithms, the k-means algorithm and Gaussian mixture
models (GMM). K-means partition the dataset into distinct clusters [12]. GMM,
on the other hand, employs probabilistic modeling with Gaussian distributions
to capture data patterns [13].
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3.1 Partitional Clustering

Partitional clustering seeks to assign each datapoint to one and only one clus-
ter [13].

Given a dataset X = [Xy, .., X}, ..., XN ], where X; = [x/1, .., Xjq] that is to be par-
titioned into K clusters C = [Cy, .., Ck], where K < N, partitional clustering
seeks to partition X such that:

C;i#0,i=1,.,K, 3.1
K

Ja=x (3.2)
i=1

CiﬂCJZQ,i,jzl,...,K,i;’:j. (33)

Equation 3.1 tells us that no cluster C; for i = 1,..,K is to be an empty set.
Equation 3.2 Tells us that the union of all clusters should be the dataset, that
means that all the datapoints in X should be assigned to a cluster. Finally
equation 3.3 tells us that the intersection between any two clusters should be
the empty set, meaning that a datapoint x; for i = 1, .., N should be assigned
to a single cluster. [13].

Figure 3.1: Illustration of a clustering, where every black point represents a single
datapoint. The blue sections represents the clusters.

Figure 3.1 illustrates partitional. Where we can see that the datapoints are
grouped into three clusters. One can also notice that none of the points are
assigned to more than one cluster (equation 3.3), no clusters are empty (equa-
tion 3.1) and no points are unassigned to any cluster (equation 3.2).

Equations 3.1 - 3.3 does not set any constraints to which points are to be clus-
tered together, clustering with these constraints alone, may therefore yield
trivial solutions. Proximity measures can be used to cluster datapoints together
based on their distance to one another. A common proximity measure is the
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I,-norm [13]. Objective functions, also known as clustering criteria, are used
in clustering algorithms, where they evaluate the quality of a clustering solu-
tion. Clustering algorithms aim to find the optimal partition of the datapoints,
through optimizing the objective function. A common objective function is the
sum of squared errors:

Definition. The sum of squared errors is defined as:

Js(TM) = >yl — myl 2 3.4
J

i

=3 g~ mp) T (g - my). (3.5)
i j

Where I = {y;;} is is a partition matrix, where y;; takes on binary values and
is equal to 1 if the point x; is assigned to the ith cluster, and 0 else, M is the
cluster centroid, and m; is the sample mean of the ith cluster [13].

3.2 K-Means Algorithm

The K-means algorithm is one of the most commonly used clustering algorithms.
The K-means algorithm is optimized by the minimization of the sum of squared
errors function, showed in equation 3.5. The algorithms works by first initializ-
ing the partition matrix randomly, and calculating the cluster centroids, M in
equation 3.5. Then all points in the dataset, are assigned to the cluster which
they have the closes euclidean distance to. The cluster centroids are then recal-
culated. The datapoints are then reassigned to the now shifted cluster centroids
they have the closest euclidean distance to. This assigning of datapoints to clus-
ters, and recalculation of the clusters centroids are repeated iteratively, until
there is no change in the clusters [13].

Given a dataset X consisting of N data points: X = [Xy, .., Xj, ..., Xy ], where
X; = [xj1,..,Xjq] that is to be partitioned into K clusters C = [Cy, .., Ck], for
K < N. The K-means algorithm can be expressed as:
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1. Initialize:

* Randomly initialize K cluster centroids yy, . .., jk.
2. Assign data points to clusters:

¢ For each data point x;:

- Compute the [,-distance d(x;,c) between x; and the cluster
centroids .

— Assign x; to the cluster with the closest centroid: C* = arglinin(d (%), ¢r)).

3. Update cluster centroids:
* For each cluster C = [C,...,Ck]:

— Calculate the new centroids:

,Uk:Ni in,

k X; €Cr

where Cy is the set of data points assigned to cluster k, and N
is the number of data points assigned to Cy.

4. Repeat steps 2 and 3 until convergence [13].

Iteration 1 Iteration 2 Iteration 3 Iteration 4

. . . .
3 . ° 3 . ° 3 o ° 3 o °
. . . .
L] . . L]
@ [ L4 L4
2 S, 2 Se °m 2 Som® 2 ‘m®
‘- oo & e ee °° ® o, e ® e, e
1 ° % LY 3 1 % PTIN | 1 % ° | ] 1 Piad [ ]
L] o L] o ® . e ° . °*
. . . . . . .
o . . ! 0 . . o: 0 . . o.‘ 0 . . o.'
% o < = N L N 2 <
-1 ¢ ,'.n -1 * ?.o. -1 AR -1 ¢."-
o ® w®% 0® % o ®
2 [ -2 [ -2 [ [

Figure 3.2: Illustration of K-means iteratively process of recalculating the centroids
and reassigning the points.

Figure 3.2 illustrates how the k-means algorithm starts with a random initial-
ization of the centroids, and how the datapoints are assigned to the nearest
cluster center, after every iteration, the cluster centres are recalculated, and
the points are reassigned to the new nearest clusters.
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3.3 Gaussian Mixture Model

A Gaussian mixture model (GMM) is a clustering method that predicts the
probability density function of the data, assuming that it follows a multivariate
normal distribution [14]:

K
p(x) = Z N (X %) - (3.6)
k=1

Where p(x) is the probability density function of x, 7 is the prior probability
of a datapoint belonging to mixture component k and N (-) is the multivari-
ate Gaussian distribution with mean vector p € R? and covariance matrix
. € Rixd [14]. The clustering via Gaussian mixture models is done by max-
imizing the log likelihood function with respect to the variables m; p, and
Zr [14].

The maximization of the log likelihood function can be done by the Expec-
tation maximization (EM) algorithm [12]. The log likelihood function for a
Gaussian mixture model, that is to be fitted to a dataset (X) of N observations,
can be expressed as:

In(p(X|m, u, %)) = Z In (Z mN (x| gy Zk)) 3.7)
n=1

The EM algorithm starts by initializing the parameters 7, p and X, and evaluat-
ing the log likelihood function. Then the cluster responsibilities are evaluated
using the current parameter values, the cluster responsibilities are calculated
using the equation [12]:

N (Xn|p, Zk)
f:1 ﬂ'jN(anﬂj; Z:j)

E-step: y(zpk) = (3.8)

The evaluation of the cluster responsibilities are considered the E-step of the
EM algorithm. The M-step of the EM algorithm is the re-estimation of the
parameters. following the equations [12]:

N
new_ Z (an)xn: (3.9)
n=1
N
M-step: i€V = — Z (znk) (%n — H5) (%0 — p) ", (3.10)
=1
N
e = =k, 3.11)

N



14 CHAPTER 3 / CLUSTERING

Where N can be considered as the total responsibility assigned to cluster k,
expressed as [12]:

N
Nie= )" y(zuk)- (312)
n=1

after every E and M step of the EM algorithm, the log likelihood is evaluated,
to check for convergence [12].

When the Gaussian mixture model is fitted to the data, each datapoint is as-
signed to the mixture component based on the posterior probability of the
datapoint belonging to the mixture component. As the assignment to each
cluster is based on probabilities, the GMM method performs soft clustering,
meaning that one single datapoint can be assigned to multiple clusters, or
mixture components, but with different probabilities [12].



Neural Network

In this section we will discuss feed-forward networks and forward propagation,
providing insights into how information flows through the network. Optimiza-
tion algorithms, such as stochastic gradient descent and the Adam optimizer,
will be introduced as they optimize the network’s performance [15]. Lastly, we
will go through the backpropagation algorithm.

15



16 CHAPTER 4 / NEURAL NETWORK

4.1 Feed Forward Networks and Forward
Propagation

This section is based on parts from the project paper [8].

A traditional feed forward neural network consists of at least one layer, the
output layer. The input layer receives the input data and applies weights and
usually biases to the input, then the processed input is passed to the output
layer where another set of weights and biases is applied to create an output. In
addition to the mandatory output layer there can be hidden layers, the hidden
layers also consist of neurons with weights and biases, and are between the
input and output layer [16].

Hidden Hidden Output
Layer 1 Layer 2 Layer
T
N S/
y RN
AN /// /,,- - .
/" T "'\ N L ./ /" N\
L) i
\ / —
\ - v Ve N N\ /
:E‘TL—]. /" T ™ N - .«//
.‘\ ) ) //

Figure 4.1: Illustration of Feed forward dense network architecture.

Figure 4.1 illustrates the architecture of a generic feed forward Network. Every
feed forward network has at least one output layer, where all layers between
the input and output layer are called hidden layers. As seen in the illustration,
every input or neuron in one of the hidden layers connects to all neurons in the
following layer. There are weights, and usually biases, associated with every
neuron. The weights and biases is applied to all inputs the neuron receives
to create a weighted sum. The weighted sum is passed through an activation
function before its passed to the next layer [16]. The values for the weights and
biases is learned during the training of the network [17]. When the final layer,
the output layer, is reached. A final weighted sum and activation is performed
and the model makes a prediction [18].
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The activation of a neuron in a neural network is the activation function applied
to the weighted sum of the neurons input. The weighted sum of the neurons
input follows the equation:

v =wx +b. 4.1

Where w is the weight matrix associated to the neuron, b is the bias vector
associated to the neuron, and x is the input data vector to the neuron. The
activation of the neuron follows the formula:

a=g(v). (4.2)

Where a is the activation of the neuron, g(-) is the activation function and v is
the weighted sum from equation 4.1 [19].

The forward propagation is the passing of the input through all the layers
of the model, where every neuron calculates the weighed sum following equa-
tion 4.2 [20]. After the forward propagation is done, the loss is calculated. In
order to optimize the model such that the loss is minimized, the model has to
update its parameters.

4.2 Gradient Descent

A small loss value indicates that the model is fitting to the data [21]. Therefore
the need to minimize the loss curve with respect to the weights of the model
occurs. In order to do this, the gradient of the loss with respect to the weights
of the model is needed. The gradient of the loss tells us the rate of change of
the loss with respect to each weight. By computing the gradient of the loss,
we can adjust the weights in the direction that reduces the loss the most [20].
The most common optimizing scheme is to update the model parameters using
gradient descent. Where the gradient of the loss with respect to a parameter
is calculated and the parameter is updated in the opposite direction of the
gradient. Mathematically the gradient descent parameter optimization can be
expressed as:

wﬁ.r) (new) = wj.r) (old) + Vwﬁ.r). (4.3)

Where w](.r) is the weight vector for the jth neuron in the rth layer. wj.r) (new)

indicates the updated weight wj.r)(old) indicates the old weight and Vwﬁ.r)
is the gradient of the loss with respect to the weight wﬁ.r) [18]. As ij.r) is

the gradient of the loss with respect to the loss, aswell as we know we want
to adjust the weights in the negative direction of the gradient, we can express
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ij.r) as:
oL

Aw'") = 1
awjr

J

(4.4

Where 7 is the learning rate of the model, the learning rate is a parameter
that evaluates the magnitude of the step taken in the negative gradient di-
rection [20]. ajv(L’) is the derivative of the loss function £ with respect to the

weight vector of the jth neuron in the rth layer[18].

A Derivative of
Loss

Loss

Initial
Weight

Weight

Figure 4.2: Illustration of gradient descent.

Figure 4.2 Tllustrates the gradient descent scheme, where the red line is the
derivative of the loss function with respect to the weight, the blue point on the
line is the initial weight corresponding to wﬁ.r) (old) in equation 4.3, the arrows

pointing from the initial weight is the updated weights position or wﬁ.r) (new)
in equation 4.3. The length of the arrow corresponds to the learning rate pa-
rameter, n in equation 4.4. The Figure illustrates how moving in the opposite
direction of the gradient, loss is minimized.

The simplest parameter update scheme is by gradient descent[20]. There are
other more complex optimizing schemes that further builds on stochastic gradi-
ent descent schemes, where stochastic gradient descent is the same as gradient
descent, but the gradient is estimated from a smaller portion, or batch of the
data, instead of calculating the exact gradient [14]. One of these more complex
variants is the Adam optimizer. The Adam optimizer updates two exponential
moving averages estimates of the gradient and the squared gradient, where the
first moving average is of the mean of the gradient and the second moving av-
erage is of the uncentered variance of the gradient [22]. The moving averages
are:

m; = prms_1+ (1= f1)gs, (4.5)
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01 = Povr—1 + (1 = Ba)gs. (4.6)

Where m; is the moving average estimate of the mean of the gradient, v; is
the moving average estimate of the uncentered variance, both at time step t.
B1, P2 € {0, 1) are hyperparameters that controls the exponential decay rate of
the moving averages and g; is the gradient at time step t [22]. As the estimates
of the mean and variance moment are biased, the Adam optimizer also have a
bias correction for the two momentum estimates:
fﬁt = (]_rf—tﬂt)’ (47)
1
g = —
= o A
(1-53)
Where mi; and d; are the bias corrected momentum estimates of the mean and
variance from equations 4.5 and 4.6 respectively [22].

(4.8)

The weight updating scheme of the Adam optimizer follows the equation:

A

my

n— .

Vi, + €
Where w; is the new weight, w;, is the old weight, 7 is the learning rate, m;
is the bias corrected mean momentum estimate for the weight, ¢; is the bias
corrected variance momentum estimate for the weight and ¢ is a small value to
avoid division by zero [22]. From equation 4.9, one can see that the learning
rate of the optimizer is scaled by the momentum estimates of the gradient, thus
yielding an adaptive learning rate for each weight, in contrary to one constant
learning rate for all weights, like in the basic gradient descent scheme from
equation 4.3 [14].

Wp = Wil — 4.9

4.3 Backpropagation

To update the weights, an optimizing scheme is applied like described in Sec-
tion 4.2. But to calculate the gradient itself, the backpropagation algorithm
is applied. The backpropagation algorithm is propagating through the model,
similarly to the forward propagation described in Section 4.1, However the
backpropagation algorithm starts at the output of the model [19]. In the out-
put layer, the derivative of the loss function with respect to z)](.L) (i) are explicit

[18], where vj(.L) (i) is the weighted sum performed by the jth neuron in the
output layer L. The derivative of the gradient is thus:

o.L(i)

s (i) = .
! a0t (i)

(4.10)
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Where £ (i) is the loss calculated given model output g(vj(.L) (1)), where g(-) is
the activation function in the output layer, and label y(i) , where i = 1,2,..., N,
v](.L) (i) is the weight of the jth neuron in the output layer (L) and 8](.L) (i) is the
loss gradient with respect to the v](.L) (i) [18].

For all the other layers, or hidden layer r < L the gradient is calculated differ-
ently. This is because of the successive dependence among the layers [18].

oL() "Z oL(i) () .

-1) . 1)’
801(.r ) o 80,5”(1) 801(.r )(1)

a.L(i)

where
a0V (i)

is the derivative of the loss function with respect to the output of

the j-th neuron in the (r —1)th layer, v](.r_l) (i) and k, is the number of neurons

in the rth layer. If we apply the notation from equation 4.10 in equation 4.11,
we get:

k ().
r ov i
8" (i) = Z 5" (i)(f_—lg).. (4.12)
e 80]. (i)

The second term in the sum is the derivative of the output of the kth neuron
in the rth layer with respect to the output of the jth neuron in the (r — 1)th
layer, UJ(.r_l) (i). This term is given by the derivative of the activation function

g(+) applied to the weighted sum v](.r_l) (i) [18]:

a0 (i) P
0" V(i) ol ()

If we insert the equation 4.13 into equation 4.12, we get:

g VD) =g 0V w. @13)

ky
57V = > 85(0g (o) TV ())w). (4.14)
k=1

Where WIE;) is the weight connecting the kth neuron in the (r — 1)th layer

to the jth neuron in the rth layer, and ¢’(-) is the derivative of the activation
function g(-) [18].

Finally, to get the derivative of the loss with respect to the weights of the model,
the chain rule is applied once again:

aL(i) _ aL(i) a0\ (i)
ow'” (i) aw'”

(4.15)
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aL(i)

5
ow;

the jth neuron in the rth layer,

where is the derivative of the loss with respect to the weight vector of

a.L(i)
ao](.’) (i)
to the argument of the activation function for the jth neuron in the kth layer

"'
dv; " (i) 1), . . o
and :N(,)l = y("=1) (4) [18] is the derivative of the argument of the activation

is the derivative of the loss with respect

function for the jth neuron in the kth layer with respect to the weights in the
jth neuron in the rth layer. If we apply the notation from equation 4.10 we

get:
oL (i)
(r)
o;
Inserted to equation 4.4 we get[18]:

=6 )y V), (416)

N
Aw = —n 3" 5 (Dy" 1 (i), (4.17)
i=1






Neural Networks

This chapter introduces some of the key concepts in neural networks. We start
this chapter with fully connected layers, followed by convolutions, which are
central to convolutional neural networks (CNNs). These operations act as filters,
extracting features from the input data [23]. Next, we look at other architec-
tural components like down and -upsampling layers followed by dropout and
batch normalization, and their purpose. Lastly we show some popular activa-
tion functions that introduce non-linearity into neural networks [24] and the
role of loss functions in quantifying the error of the model.

23
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5.1 Fully Connected Layers

Fully connected layers are feed forward networks like shown in figure 4.1, with
only an input and output layer. Where all neurons in the input layer connects to
every neuron in the output layer, that performs a weighted sum as in equation
4.1 followed by an activation function.

5.2 Convolution

This section is based on parts from the project paper [8].

In convolutional neural networks, feature maps are created by performing a
sliding dot product between the input and learnable filters, this sliding dot
product is the convolution operation [23].

Input data —>» 5 3 1 2 2 3 4 9 7

Kernel _— >

Dot
«— product

Feature
map

_ | a4 | 1 1

Figure 5.1: Illustration of one dimensional convolution.

Figure 5.1 is a visual illustration on how a convolution between a one dimen-
sional input and a filter of equal dimensionality generates a feature map. Defi-
nition. The convolution operation is defined as:

M
y[n] = Z hk]x[n - k]. (5.1)
k=0

where y[n] is the output of the convolution operation at the position n in the
feature map, x is the input of length N and h is the kernel with length M + 1.
A common way to express the convolution between an input sequence and a
kernel is: y[n] = h[n] * x[n]. Where * denotes the convolution operation [7].

A convolution can also be applied as a form of down sampling the input, as the
size of the resulting feature map may differ from the input. The parameters that
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decide the size of the feature map is input size, padding, kernel size and stride.
Padding is the adding of extra pixels to the edges of the input data [25], kernel
size is the size of the filter applied to the input data [26] and stride is how
many pixel values the filter moves between each convolution operation [27].
The size of the resulting feature map can be calculated as follows:

Si+2 -k
N

So 1. (5.2)

Where, S, is the output size, S; is the input size, p is the padding, k is the kernel
size and s is the stride[28].

In the illustration visualized in figure 5.1 the input size is 9, padding is O,
kernel size is 3 and stride is 1. These values inserted in equation 5.2 results in
a output size of 7. In other words, the convolutional operation uses multiple
input values to generate one output value, as a result, the size of the output is
smaller than the input value.

Convolutional layers are layers where the running dot product between the
input data and a set of kernels is performed. The convolutional layers are of-
ten used in the beginning of the network, with the intention that the network
should learn to extract relevant features in the form of feature maps. The ker-
nels in the model can be random initialized, and the model will update the
weights of the kernels during the training of the model. Convolutional layers
are especially good for images, or other forms of data were there are spatial
patterns present relevant for the task at hand, as the convolutional layers can
capture these spatial patterns [29]. As the kernel slides over the input it is pro-
cessing, the kernel is able to detect small, but still meaningful features from the
input, such as edges [30]. Also due to the sliding dot product, the same weights
are applied to almost all the datpoints of the input, as a result, the kernel only
need to learn one set of parameters, instead of a separate set for each location
in the input [30]. This parameter sharing leads to something called transla-
tion equivariance, which means that if something is changed in the input, the
resulting feature map will also change in the same way [30].

5.3 Transposed Convolution

The transposed convolution is an operation that takes in a low dimension input
and returns a higher dimensional output, thus up sampling the input. Trans-
posed convolutions can thus be applied as a response to the down sampling of
a convolutional operation [31].
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Input data —>» -4 -1 1 1 2 6 3

Kermel —>»

4 0 4
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l 0 1
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map

Figure 5.2: Illustration of 1D transposed convolution.

Figure 5.2 illustrates the how the transposed convolution between a one di-
mensional input and a kernel will result in a larger, one dimensional output.
One can see from the illustration, that one value in the input space corresponds
to multiple values in the output space, which is opposite to the convolution
operation, where multiple values in the input space corresponds to one value
in the output space
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5.4 Downsampling Layers

2 5|1 |7 5 |7
7109 9 |y
3|3

\A max(2,1,5,9)

Figure 5.3: Illustration of the Maxpool operation.

Downsampling layers are performed to reduce the dimensionality of the the
intermediate representations [32], As described in Section 5.2, Convolutional
layers can be applied to reduce the dimensionality, but there are also pooling
operations that can be applied as a downsampling layer. The pooling operation
is also a form of convolutional operation. The Maxpooling operation is illus-
trated in figure 5.3, which, similar to the convolution, slides over the input, but
instead of calculating a dot product, the maxpool operation simply returns the
maximum value. There are other operations similar to the maxpooling opera-
tion, such as the average pool, which instead of returning the maximum value,
it returns the average value [30]. In addition to reducing the dimensionality of
the feature maps, the pooling operation also contributes to making the feature
maps invariant to small translations of the input, this means that if the input
is altered slightly, the resulting feature map would not change [30].
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5.5 Upsampling Layers

5 5 7 7
5 7 3 3 5 5 v v
9 3 3 9 9

9 9

Figure 5.4: Illustration of Upsampling operation.

Upsampling layers, are the opposite of downsampling layers, where the goal
is to increase the dimensionality of the representation or feature map. From
Section 5.3, we know that transposed convolutions can be applied for upsam-
pling, but there are also other operations that are used. One of the simplest
approaches to upsampling is by nearest-neighbor interpolation [33] and is illus-
trated in figure 5.4. From the figure one can see that one value in the data that
is to be upsampled, is repeated in order to double the dimensionality.

5.6 Dropout

Overfitting is a phenomenon in machine learning that occurs when for exam-
ple a very large network is trained on a relatively small training set [34]. One
consequence of an overfitted model is that the model can achieve very high
accuracy on the training data, but performs poorly in the testing phase, where
a new dataset with a similar distribution is presented to the model [34]. Over-
fitting occurs when the model starts to not only learn patterns in the data, but
also the noise present in the data [35]. This leads to so called co-adaptation of
feature detectors, where the activation of a neuron, for example, is only rele-
vant if the activation of other specific neurons occur [34]. To avoid overfitting,
dropout layers are introduced to the model, where a percentage of the feature
detectors, such as neurons in a dense layer, are omitted from the network [34].
By omitting a percentage of the neurons the remaining neurons are forced to be
more robust and not rely on the activity of other specific neurons [36].
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5.7 Batch Normalization

When training a Neural network, we can feed one datapoint (x) at a time
through the network, or as mentioned in Section 4.2, it is also common to feed
the Neural network batches of data. As shown in Section 4.2 The parameters
of the model are updated during training by backpropagating the gradients.
One problem that arises by doing so, is called internal covariate shift, which
means that the distribution of the input of every layer in the model changes
during training, thus slowing down the training of the model, one approach
that addresses this problem is Batch normalization [37].

Definition. Batch normalization is defined as:

o) _ x®) —E[x®)]
Var[x (%]

(5.3)

Where x is a d-dimensional input x = (x1), ..., x(¥) and E[-] is the expected
value and Var|-] is the Variance [37].

Batch normalization is a technique that helps to standardize the input of the
layers in the model. as a result of adding batchnormalizing after each layer, the
optimization curve smooths out, and the gradients are more stable[38].

5.8 Activation Functions

In Deep learning, activation functions or transfer functions are used to introduce
non-linearity to the model, as we discussed in Section 4.1, the neurons in a
neural network performs a weighted sum to its inputs, thus performing a linear
mapping of its input [24]. This weighted sum is passed through the chosen
activation function to introduce non-linearity to the neurons output [6]. There
are multiple different activation functions to choose from, and the choice of
activation function may impact the performance of the model, as the activation
function has an impact on how the input of the model is mapped [6]. A common
activation functions is the Sigmoid function [39].

Definition. The Sigmoid function and its derivative is defined as:

1

=—, 5.4

o) = 54
, 1 1 ae” %

o'(x) = 1+e (1 1+ e‘“x) - (1+e-ax)2° (5:3)

Where o € (0,1) is the Sigmoid, x € (—o0, ) is the input, a is a slope param-
eter [39] and ¢’ € (0,0.25) is the derivative of the Sigmoid function.
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Sigmoid Derivative of Sigmoid
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Figure 5.5: Sigmoid function and its derivative for different slope parameters.

Figure 5.5 illustrates how the Sigmoid function from equation 5.4 and its deriva-
tive from equation 5.5 changes for different slope parameters (a). Another
common activation function is the Rectified Linear Unit (ReLU) function.
Definition. The Rectified Linear Unit and its derivative is defined as:

x, ifx>0

= , 5.6

fx) 0, otherwise (5.6)
1, ifx>0

=" "7 (5.7)

0, otherwise

Where f(x) € (0, o) is the ReLU function, f’(x) € (0, 1) is the derivative of
RelU, x € (—o0, o) is the input [6].

RelU Derivative of ReLU
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Figure 5.6: ReLU function and its derivative.

Figure 5.6 shows how the ReLU function from equation 5.6 and its derivative
from equation 5.7 changes for different input values.

An activation function similar to the ReLU function is the Exponential Lin-
ear Unit (ELU) function, which similarly to ReLU, returns x for x > 0, However
instead of returning O for other values, it returns a weighted exponential of the



5.8 / ACTIVATION FUNCTIONS 31

value.
Definition. The Exponential Linear Unit and its derivative is defined as:

(x) X, ifx>0 5.9)
X) = , .
g a(e¥—1), otherwise
/(%) 1, ifx>0 5.9)
X) = . .
g g(x) + @, otherwise

Where 0 < « is a hyperparameter to define the value of the function for
x < 0[40], g(x) € (—a, co) is the Exponential Linear Unit, x € (—oco, o) is the
input and ¢’ (x) € (0, 1) is the derivative of the ELU function.

ELU Derivative of ELU
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Figure 5.7: ELU function and its derivative.

Figure 5.7 shows how the ELU function from equation 5.8 and its derivative
from equation 5.9 changes for different input values.

Finally the hyperbolic tangent function.
Definition.The hyperbolic tangent and its derivative is defined as:

X —-X

e“—e
tanh = — 5.10
anh(x) = S .10
tanh’(x) = 1 — tanh?(x) (5.11)

Where tanh € (-1, 1) is the hyperbolic tangent, tanh” € (0, 1) is the derivative
of the hyperbolic tangent and x € (—oo, 00) is the input [41].
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tanh Derivative of tanh
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Figure 5.8: Hyperbolic tangent function and its derivative.

Figure 5.8 shows how the hyperbolic tangent tanh(-) and its derivative tanh’(-)
changes for different input values x.

Softmax is also an activation function, but in contrast to the other activation
functions mentioned above, the Softmax function is mostly used in the output
layer of the model [42].

Definition. The Softmax function is defined as:

Xi

e
X = fori=1,..,Kand x = (x1,...,xg) € RK. (512
j=1¢"

Softmax(x;) =

For each value (x;) of a vector (x), the Softmax function (Softmax(-)) applies
the exponential to said value and divides it by the sum of the exponential
applied to all values of the vector. This ensures the sum of the values of the
output vector to be equal to 1 [42].

5.9 Loss

This section is based on parts from the project paper [8].

The loss function of a neural network is an integral part of how machine learning
algorithms are able to learn and improve their performance [43]. The loss
function is used to inform the model on its performance of the task at hand.
In classification tasks, the loss is a measure of whether the predicted class
is equal to the true class. For an autoencoder the loss measures how similar
the reconstructed output is to the input. During the training of a feed forward
machine learning algorithm, the model passes the input through all its layers, to
yield an output, the loss function calculates the performance of the model and
the model can then adjust its parameters such that the loss is minimized [17].
The loss function to choose depends on the task at hand, for a classification
problem, one possible loss function can be the cross-entropy loss function,
which in the binary class case is called the binary cross entropy.
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Definition. The Binary cross entropy loss function is defined as:

N
1
Locs =~ D, (wilog(@) + (1 -y log(1=4)).  (5.13)

i=1

Where N is the number of samples, y; € {0, 1} is the true class of sample i and
J; € {0, 1} is the predicted class for sample i [44].

Mean squared error and Binary cross entropy

— BCE
— MSE

0.00 025 050 075 1.00 1.25 1.50 1.75 2.00
y

Figure 5.9: Comparison of the Mean squared error loss and the binary cross entropy
loss

The blue line in figure 5.9 shows how the binary cross-entropy function from
equation 5.13 changes for different predicted class values (§), when y = 0. First
notice that the loss has its minimum when the predicted class is equal to the
true class (y = §j). One can also see that the cross-entropy loss increases expo-
nentially as the difference between the true class and predicted class increases.

In the case of where the number of classes is not binary, the categorical cross
entropy loss function can be applied.
Definition. The categorical cross entropy loss function is defined as:

N C
1
Lece = N Z Z pic 1og(yic). (5.14)

i=1 c=1

Where N is the number of samples, C is the number of classes, p;. is a one-hot
encoded label for sample i and y;, is the predicted probability distribution, or
the output from the model for sample i [45].The categorical cross entropy has
the same features as the binary cross entropy function, where the loss has its
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minimum when y =  and the loss increases exponentially with the difference
of the predicted class and true class.

Another common loss function is the mean squared error loss.
Definition. The mean squared error loss function is defined as:

N
_1 a2
Lyse = N;(yl 0> (5.15)

Where N is the number of samples, y is the label and ¢ is the model prediction.
In the case of an autoencoder, y would be the input of the model and § would
be the autoencoders reconstruction of the input.

The red line in figure 5.9 illustrates how the mean squared error loss changes
as the difference between the label and model prediction increases, where the
label value is set to be zero. From the figure one can see that the loss has its
minimum when the model prediction is equal to the label y = . Because of
the squared term in equation 5.15, the loss increases rapidly when the model
prediction is diverges from the label value[46]. One can also notice that the
MSE loss increases slower than the cross-entropy loss, as the predicted value
diverges from the true value.



Deep Learning
Architectures

In this chapter we will go through some general deep learning architectures,
we start with convolutional neural networks (CNN) and autoencoders, lastly we
introduce Recurrent neural networks (RNN) Long Short-Term memory (LSTM)
architecture.

6.1 Convolutional Neural Networks

This section is based on parts from the project paper [8].

Convolutional neural networks (CNNs) are neural networks that applies con-
volutional and downsampling layers like described in Section 5.2 and 5.4 re-
spectively, to learn spatial or temporal patterns in the data [29] and reduce
dimensionality of the data [32]. After the convolutional and downsampling,
fully connected layers are applied, described in Section 5.1 [47]. Because of
the convolutional layers ability to learn and extract spatial or temporal pat-
terns, convolutional neural networks are well suited for data that contains such
spatial or temporal patterns [48].

35
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(J Input

(J Convolutional + activation
(7} Downsampling

(7 Fully connected + activation

(7 Activation output layer

Figure 6.1: Illustration of a generic Convolutional neural network. (Heavily inspired
by [49]).

Figure 6.1 shows the architecture of a generic convolutional neural network,
Where the input data (Gray box) is passed through convolutional and down-
sampling layers (Orange and red boxes) The feature maps from the last con-
volutional layer is flattened and passed through fully connected layers. where
the final output layer makes a prediction or classification. Also worth noticing
is that after every convolutional layer and after every fully connected layer
an activation function is applied to the output of said layer. It is also possi-
ble to implement a Batch Normalizing layer after every activation function,
to smooth out the optimizing curve [38] and have dropout layers to avoid
overfitting [34].

6.2 Autoencoder

An autoencoder is a unsupervised deep learning method consisting of an en-
coder and decoder, the encoder part of the autoencoder is given the input and
creates a compressed representation of the given input. the compressed rep-
resentation, or the encoding of the input, is then given to the decoder, which
have to recreate the input of the autoencoder [50]. As the autoencoder aims to
minimize the loss between the input space and the output space, and because
the encoding space often has a lower dimensionality than the input space. The
autoencoder has to create an efficient compressed representation of the input
space. Such that the decoder can recreate the input as good as possible, while
only having access to said representation [51].
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(3 Input Space
(7 Convolutional + Activation

(7 Downsampling
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(7 Upsampling

(7 Output space

Figure 6.2: Illustration of a generic Autoencoder architecture.

Figure 6.2 shows the architectural structure of a generic convolutional neu-
ral network autoencoder. The input of the autoencoder illustrated as a gray
box, is passed through a number of alternating convolution and downsampling
operations, illustrated with orange and red boxes respectively, to create the
encoding of the input space. As mentioned in Section 5.2, the convolution op-
eration itself can be applied as a downsampling operation, but there are also
operations like the maxpool operation from Section 5.4 that are frequently used
for downsampling[52]. The encoding space is illustrated as the teal square in
the middle of the figure. After the encoding is done, the decoding of the en-
coding space is performed, again, in an alternating fashion, convolutions, but
now in combination with upsampling operations, are applied to the encoding,
the upsampling is illustrated with blue boxes. The Upsampling operation can
be in the form of transposed convolutional layers, shown in Section 5.3 or by
using the nearest neighbor interpolation method from Section 5.5. The output
of the autoencoder; illustrated as the purple box, has the same dimensionality
as the input.

As mentioned earlier, an autoencoders goal is to recreate its input, but there are
also other applications of the autoencoder. As the output of the autoencoder
is the same size as the input, autoencoders can be used for image segmen-
tation [53] or as generative models [50]. Autoencoders can also be applied
in classification [50] or clustering tasks by utilizing the efficient, compressed
representation found in the encoding space of the autoencoder [51].

6.3 Recurrent Neural Networks

Recurrent Neural Networks (RNNs) are a type of neural network that is com-
monly used in deep learning applications that deal with sequential data [54].
RNNs are designed to handle variable-length sequences of data [30], where
each element in the sequence is processed by the network, and the output at
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each time step is used as input for the next time step. This ability to process
sequences of data makes RNNs particularly useful for natural language pro-
cessing, speech recognition, and time-series prediction [54].

The main difference between RNNs and other neural network architectures is
the ability to 'memorize’ information from previous inputs, in order to better
understand and predict the current input [55]. This is achieved by using recur-
rent connections. This allows the network to build a memory of the previous
inputs and use this information to make an informed prediction at the current
time step [56].
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Figure 6.3: Illustration of standard Recurrent Neural Network Architecture(Heavily
inspired by [57]).

Figure 6.3 Illustrates how a standard RNN architecture would look like, and
how temporal data x; together with the information from the previous state
h;_1 is passed to the RNN cell together create an output y, and the input to
the next hidden layer h;.
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(a) One-to-one architecture. (b) One-to-Many architecture.
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(c) Many-to-One architecture. (d) Many-to-Many architecture.

Figure 6.4: Different input/output schemes of a recurrent neural network.

RNNs can have a variable input size, aswell as a variable output size, and the
different combinations of input and output sizes lets us classify RNNs into
four categories, there is the one-to-one RNN, that has one input layer and one
output layer (figure 6.4a), one-to-many, which has one input layer and multiple
output layers (figure 6.4b). Many-to-one, which has many input layers and one
output layer (figure 6.4c). Finally many-to-many has many input layers and
many output layers(figure 6.4d) [58].
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Figure 6.5: Illustration of the RNN cell.

Figure 6.5 illustrates how the RNN cell, has weights and biases (W,) for the
input data (x;), (Wpy,) for the previous state h,—; and (Wy;) for the output
layer. The figure also shows how the sum of weighted input and previous state
are sent to the activation function ¢(-) to form the next hidden state h; [56].

Another feature of a Recurrent neural network is the weights of the network,
illustrated as Wyp, Wy, and (W) in figure 6.5. The same weights are applied
for every timestep of the model, where a timestep is a transition between the
RNN cells in figure 6.3 [56].

One of the biggest drawbacks of a standard Recurrent neural network, like
the one illustrated in figure 6.3, is that its ability to store, or memorize informa-
tion for long periods of time is not sufficiently good enough [56]. This is due
to a problem known as vanishing gradient, which is a phenomenon that occurs
when updating the same weights recursively with gradients, leading to expo-
nentially small weight updates for longer sequences [59]. The Long Short-Term
Memory (LSTM) architecture adresses the vanishing gradient problem by in-
troducing a memory cell, that is controlled by a gating mechanism [30].

6.4 Long Short-Term Memory

Long Short-Term Memory (LSTM) network. LSTMs use a special gating mech-
anism that allows the network to selectively remember or forget information
from previous inputs, enabling them to retain information over long periods
of time [59]. LSTM networks have a memory cell, that enables the network to
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retain the information, what information to store within the memory cell, is
controlled by three gates, the forget gate, input gate and output gate [56].

The forget gate controls how much of the information from the previous timesteps
that should retain in the memory cell. The input gate controls how much of the
current input x; should be added to the memory cell [56], and the output gate
controls how much of the information stored in the memory cell that should
be used to form the output of the LSTM at the current timestep [60].

Figure 6.6: Tllustration of the Long Short-Term Memory architecture (Heavily inspired
by [571)

Figure 6.6 illustrates the architecture of the LSTM architecture. With the cell
state C; at timestep ¢ and the three gating mechanisms f;, i; and o, that repre-
sents the forget, input and output gates respectively. and the output h,.

From the figure one can see that the input is merged together with the input
from the previous layer. The forget gate and its weights determines what to
information that is to be forgotten from the cell state [61]. The input gate
decides what information that should be added to the cell state, preventing
irrelevant information to be stored [62].
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7.1 Deep Clustering Model

As mentioned in Section 6.2, autoencoders can be useful in clustering tasks,
by utilizing the compressed representation from the embedding of the au-
toencoder [51]. However, by using clustering methods such as the k-means
algorithm from Section 3.2, the autoencoder is prevented from learning valu-
able information from the clustering. The clustering module introduced in [2]
allows for a learnable clustering together with the embedding. This is done by
rephrasing a Gaussian Mixture Model to act as a loss function for a one hidden
layer autoencoder, and therefore passing the clustering abilities of a GMM onto
the simple autoencoder, creating a clustering module. The clustering module
can then be trained simultaneously with a deep autoencoder, where the deep
autoencoder can create non-linear representations of the input data, for the
Encoder(z) z Decoder(z)

clustering module to partition.
T T

Clustering Module

Encoder(z) ¥ Decoder(y) zZ

Figure 7.1: Illustration of a deep clustering architecture, the upper architecture is a
deep autoencoder, the clustering module is connected to the deep autoen-
coders encoding space.

Figure 7.1 illustrates how a deep clustering model needs to be setup, where the
upper architecture is where the input data (x) is fed to the deep autoencoder,
the embedding of the deep autoencoder (z) is fed to the decoder part of the
deep autoencoder to create a reconstructed output (x), but is also passed to the
lower architecture, where the clustering module, with the clustering abilities of
a GMV, is clustering the embedding of the deep autoencoder (y) and recreates
the deep autoencoders embedding (2).
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The Loss function of the deep clustering model is defined as:

N
Las-cn (X]©) =p ) [Ix; %]
i=1

N
+ 3 [z - 7|2
i=1

N

+ Z Z Yik (1 = yir) (7.1
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+ > (1- ) log(7,)
k=1
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Where x and X is the input and output of the autoencoder respectively, z and Z
is the input and output of the clustering module, y is the center of the centroid,
and y is the cluster responsibility. The first two terms of the loss function:

N
Li=p ) Ik - %P 7.2)
i=1
and
N
Ly= ) llzi -z, (73)
i=1

are the reconstruction loss functions for the two different autoencoders. Equa-
tion 7.2 is the loss of the deep autoencoder, weighted by a constant . The
loss of the simple autoencoder in the clustering module is shown in equation
7.3. These terms penalizes the model if the reconstructed output isn’t equal to
the models input, this will push the model towards making efficient encodings,
such that the decoders are able to reconstruct the input. The third term:

N K
Ly = Z Z Yik (1 = Yik)s (7.4)

i=1 k=1
encourages the model to make clearer cluster assignments, this is because L3

is only zero when y is a one-hot vector. Minimizing L3 leads to a sparse y, and
the resulting cluster assignments are clearer. The fourth term:

K
Ly = ) (1= ap)log(F,), (7.5)
k=1

balances the Dirichlet prior, if all elements in ¢ are non-zero, the model is
incentivized to utilize all the clusters. The final term:

Ls = Al|u"p — Il |, (7.6)



48 CHAPTER 7 / MODELS

encourages the cluster centroids to be orthogonal.Where A is a hyperparameter
that controls the importance of this term in the overall loss function and I is
the identity matrix with dimensionality k X k. When the cluster centroids are or-
thogonal to eachother, better separation of the clusters is achieved [63].

7.2 Temporal Neighborhood Coding

Temporal Neighborhood coding (TNC) is an unsupervised representation learn-
ing for time series method introduced by Sana Tonekaboni, Danny Eytan and
Anna Goldengerg. The method defines neighborhoods in time with stationary
properties and ensures that the distribution of signals from a certain neigh-
borhood is distinguishable from distributions originating from other neighbor-
hoods in the encoding space of the model [1].

The neighborhoods are defined as stationary regions of the signal, with size n,
where 7 is evaluated by using the Augmented Dickey-Fuller test (ADF-test). The
ADF-test is used to measure the stationarity of a given time series. The starting
value for 7 is 1, and the p-value is calculated. If the p-value is greater than a
threshold value, the test fails, and the signal is not considered stationary. If the
test is passed, the value of 5 is increased iteratively, performing the ADF-test
and calculating the p-value for every step, until the test failes. This ensures that
the widest neighborhood, where the signal still remains stationary, is used [1].

The Augmented Dickey-Fuller test assumes that the time series can be expressed
as a AR(p)-process [64], the time series (x;) and its first difference (Ax;) can
then be expressed as:

p
Xy = Z ¢jxt_j + Wy,
=1

p-1

Axy = yxi—1 + Z ViXe—j + We.
=1

Where y = 37 ¢, — Tand ; = = X0 ¢; for j = 2,.., p [65].

The ADF-test is used to test the hypothesis that the autoregressive polynomial
¢(z), defined as:
P(z) =1=r1z~...— ¢p2?, (7.7)

has a unit root at 1, meaning that ¢(1) = 0. The hypothesis is thus Hy : y = 1,
meaning that if the test is passed, the time series is not stationary. The test is
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performed through a Wald test based on y [65]:

7
se(7)

ty (7.8)

where y is the estimated value of y through the regression of Ax; on
X1, AX¢ -1, ..., AX;—py1 and se(-) denotes the standard error [65].

Further, the assumption that windows within a particular neighborhood share
similar characteristics. Windows outside of the neighborhood, represented as
N; are likely to contain unsimilar features, is made. If assumed that windows
sampled from N, are negative samples, a sampling bias can occur, as the sam-
pled window from N; might not necessarily be a negative sample, but in con-
trary, the sampled window might contain similar characteristics to the reference
window. Thus, by wrongfully labeling the N;-sampled window as a negative
sample, the bias occurs, and it can impact the learning of the model [66]. To
avoid the sampling bias, windows sampled from N; are considered unlabeled.
The classifier learns by sampling labeled, positive, data from a reference neigh-
borhood and unlabeled data from another neighborhood(]\_lt). The unlabeled
data is then considered as a mixture of both positive and negative samples with
a positive class prior 7 [1]. Every sample drawn from the reference neighbor-
hood is considered a positive sample, and is unit weighted. The samples drawn
from N; is considered as combination of both positive and negative samples,
with weights w and 1 — w, where w is the probability of a window sampled
from N, to be a positive sample [1].

When the neighborhoods are defined. An encoder is trained such that the
representations of samples from the same neighborhood are distinguishable
from samples from other neighborhoods. This is done by a encoder that maps
the input to a lower dimensional space followed by a discriminator that receives
two samples from the encoding and predicts the probability of the two samples
to originate from the same neighborhood. [1].
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(a) Neighborhood samples (b) Non-neighboring samples

Figure 7.2: Illustration of the TNC algorithm [1].
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Figure 7.2 shows how the TNC algorithm first defines the neighborhood dis-
tribution of the sample window, the sample window is the area enclosed by
the black dotted square. Then in the left plot, the encoder is fed two samples
originating from the same neighborhood distribution, the encodings of the two
samples are fed to the discriminator, where the discriminator is predicting the
probability of the two samples being from the same neighborhood. In the right
plot, the encoder is given one sample from the reference neighborhood, again,
the area enclosed by the black dotted square, and a sample from another dis-
tribution, originating from the area enclosed by the red dotted line. Here the
encoding of the other sample is weighed to adjust for the sampling bias.

As the discriminator yields the probability of whether the two samples originate
from the same neighborhood or not, the loss function is thus opted to make the
discriminator accurate, where it will be close to 1 if the two representations
originates from neighboring samples and 0 if the two representations originate
from non-neighboring samples. While also the non-neighboring samples are
weight adjusted to adjust for positive, non-neighboring samples.

£ == Euwx|Buon [ log D(Z0, )|
+EBy, -5, [(1 —wy) X1og(1 = D(Z;, Zk))
+wy x1og D(Z1, Z1)| ] . 7.9)
Where E, ., is the expected value of x sampled from y, D(Z;, Zx) is the out-
put of the discriminator, where the input is the encoding of W; and W} and

w is the weights that consider the positive samples in the non neighboring
distribution [1].



Proposed Data and Model
Architectures

8.1 Data

In the thesis we have used two different datasets. one of the datasets we have
used is the same as in [1], the simulated dataset. The simulated dataset was
made to replicate a very long, non-stationary and high frequency time series,
with three underlying dynamics and four different states. As this dataset is
simulated, the four different states are balanced, when it comes to appearance
of the four different states in the files [1].The other dataset is the same as we
used in the project paper [8]. A dataset consisting of audiofiles recorded by
hydrophones located in different locations in the seabed around Svalbard. This
dataset has multiple recordings of different mammal species, aswell as other
recordings, such as moving ice and recordings of boat engines. The individual
audiofiles vary in length, where the shortest audiofile is 6.04 minutes and the
longest audiofile is 17.1 minutes. The labeling of the audiofiles varies, as the
labeling for the appearance of boats in the audiofiles are good, where every
timestep is binary labeled according to whether there is a boat present in the
audiofile at that timestep or not, on the other hand, the appearance of other
phenomenons in the dataset, such as a recording of a mammal, is only labeled
once for the entire dataset, meaning that we know which audiofile that contains
a recording of a bearded seal, but we do not now where in the audiofile the
recording is, nor how long the recording is. Based on this, we decided to in-
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stead of cluster each mammal class, we decreased the number of classes to the
nature of the sounds, some of the mammals, like the walrus and belugas, can
make sounds that resembles clicking noises, while the bowhead, for example,
makes more of a continuous song. These two sound characteristics makes up
two classes, we also needed a class for no sound, in addition to the presence
of boats, this adds up to 6 different classes. Namely: clicking, song, no sound,
all three with and without the presence of boat engines.

The dataset we used from the TNC was preprocessed in the same way as in the
paper. The simulated data is generated using a hidden Markov model, with 4
different states. The resulting signals are also normalized to have zero mean
and standard deviation equal to one [1].

The audiofiles are preprocessed by first converting the audiofiles into spectro-
grams. The spectrograms are further averaged such that every timestep in the
spectrograms is equal to one second of audio, further, the highest frequencies
are clipped such that only the first 80 frequency bins are used. Finally the spec-
trograms were normalized to have zero mean and standard deviation equal to
one.

8.2 Proposed Models

During training and inference of the models the simulated data was split into
windows of length 50. The labels of the windows were defined as the label
occurring most within each window. The spectrograms were similarly split into
windows of length 14, which is equal to 14 seconds of audio per spectrogram.
The labels denoting occurrences of boats in the spectrograms were decided if
boat audio occurred in more than 50% of the window, all other was set to no
boat. The labels denoting if other phenomena occurred in the audiofiles were
assigned to all the windows of each spectrogram. So if the audiofile was labeled
to contain audio of walrus, then all windows of that audiofile was labeled to
contain walrus audio. All datasets were split into training and testing sets with
a ratio of 80/20.

In addition to the models used in [1], we also did a further build on the TNC
models, such that they follow the structure of an autoencoder, with an encoder
and a decoder. This gives us a total of four models, one clustering model utilizing
convolution, one clustering model utilizing the LSTM architecture, and one en-
coder utilizing convolutional and one encoder utilizing the LSTM architecture.
In our experiment, all of the models are applied to both the datasets.
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(7 Input Space Clustering Module

(7 Encoding space Clustering Module
Output space Clustering Module
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P Input Space Deep Autoencoder

(7 Conv1D + ELU + Batchnorm

7} Maxpool1D

7 Fully connected + ELU + Batchnorm
7 Encoding space Deep Autoencoder
(7 Upsampling

(7 Output space Deep Autoencoder

Figure 8.1: Architecture of the autoencoder utilizing one dimensional convolutions,
pooling and upsampling layers for the encoder/decoder together with
the implemented Clustering module applied on the deep autoencoders
encoding space.

Figure 8.1 illustrates the deep clustering model utilizing convolutional layers
to encode and decode the data. This deep clustering model was applied on
the simulated data and the spectrogram data, the only difference between the
autoencoder used for the two different datasets is the shape of the input/output
space, due to the nature of the two datasets. The orange boxes represent one-
dimensional convolutional layers with the ELU activation function and batch
normalization. The red boxes represent maxpool operations. The green boxes
represent fully connected layers, including a hidden layer and dropout layer.
The encoding space is passed to the clustering module that partitions the data.
The decoder starts with a fully connected layer, followed by convolutional lay-
ers and upsampling layers using nearest neighbors interpolation like described
in Section 5.5, illustrated as the blue boxes. The loss function for the model is
shown in equation 7.1, and the model was optimized using the Adam optimizer
from Section 4.2 with a learning rate equal to 10~3 and a weight decay factor
of 107°.

The deep clustering model, that utilizes the LSTM structure described in Sec-
tion 6.3 to encode and decode the input data has similar structure to the model
illustrated in figure 8.1, however, the convolutional layers, aswell as the pooling
and batch normalization layers in the encoder and decoder has been replaced
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by a the LSTM architecture. The input data is passed to a LSTM encoder, which
encodes the data into a smaller dimensionality, the LSTM encoding is similarly
to the CNN deep clustering module passed to a one hidden layer fully connected
layer, which also has a dropout layer with probability of 0.5. The encoding space
is also passed to a clustering module for clustering, and to another one hidden
layer fully connected layer with dropout, followed by a LSTM decoder, which
reconstructs the models input. The loss function is the same as for the CNN,
equation 7.1 together with a Adam optimizer with learning rate 1073, and a
weight decay factor of 107°.
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9.1 Experiments

All the models were trained for 200 epochs, but the weights that achieved the
lowest loss for the testing data was saved and used for inference.

9.2 Results
9.2.1 TNC Architecture

In this section we will present the results from applying the TNC architecture
to the simulated dataset aswell as the spectrograms. The encoder utilizing
convolutions was tested for different kernel sizes and the encoder utilizing the
LSTM architecture was tested for different number of hidden layers. The plots
for all tests follow the same structure, consisting of 3 parts, the upper plot shows
the test sample applied to the model, the middle part shows the encoding of the
model, and the bottom part of the plots will show spectral clustering applied
to the encoding of the model, this will act as an unsupervised segmentation of
the input data.

Simulated Data

As mentioned in Section 8.2 both the encoder utilizing convolutional layers
and the LSTM architecture was applied to the simulated data. First we will
present the performance of the encoder that used convolutional layers. The
encoder utilizing convolutional layers was tested with kernel size 3 and 5. In
this section we will see the following sample of the simulated data:

Time series Sample Trajectory
N | [

Figure 9.1: Test sample from simulated data where the background is colored depen-
dent on the label of the timeseries at that specific point in time

The plot in figure 9.1 shows a window of one of the testing data time series,
for the simulated dataset. The window has a length of 600 timesteps. The
background of the plot illustrates the label of the time series at every timestep,
the change in color illustrates a transition from one class to another, signifying
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different underlying patterns or characteristics within the data. This test sample
is used for inference of the models trained on the simulated data.

Time series Sample Trajectory

Segmentation

Figure 9.2: Labeled sample together with encoding, from inference of TNC architec-
ture utilizing convolutional layers with kernel size 3.

The upper plot of figure 9.2 shows the time series window with the different
labels as mentioned in Section 9.2.1, the middle plot shows a heatmap of the
encoding space of the trained encoder with kernel size 3, as it processes the
input, where black is the lowest value and white is the highest value. The choice
of encoding size is 10, as in the paper [1]. The bottom plot shows the spectral
clustering of the encoding.

The upper plot reveals four distinct transitions in the labels of the time se-
ries: starting with green, followed by yellow, returning to green, and finally
transitioning to blue. From analyzing the heatmap corresponding to the area
where the timeseries is labeled green, approximately the first 50 timesteps and
the period between timestep 300 and 450. We can see that the indices 5 and
8 of the heatmap are brightest. This indicates that the model has learned the
underlying patterns of the data when the label is green, as we expect the same
indexes to light up when the model receives input consisting similar patterns.
For the yellow area in the timeseries plot, we can observe that indices 3,5,8 and
9, are bright, the same indices are bright for the entire yellow section of the
timeseries where the label is yellow, except in the are around time index 200.
Where all indicies are almost equally bright. This can indicate uncertainties in
the model regarding the yellow label of the dataset. For the last 150 timesteps,
when the timeseries is labeled blue, we observe that index 4 is brightening up.

Something worth noticing is that when the time series label is yellow and
green, we observed that indicies 5 and 8 was prominent for both labels, this
might indicate that the model struggles with distinguishing the two labels from
one another, as the model uses both these indicies to represent different un-
derlying patterns. However when the blue label is occuring in the timeseries,
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we observed that index 4 is prominent, which in this example only occured for
the blue label, indicating that the model is able to separate the blue label from
the green and the yellow.

When analyzing the segmentation of the timeseries, the results are as expected,
where we can observe that the segmentation is black for for the green part
of the time series, and orange for the blue part of the time series, which is
correctly segmented. We also observe that for the most part, the segmentation
of the yellow part of the time series is correctly, however the area around the
200 mark of the time series is wrongly segmented. This is expected because of
the encoding in that area.

Time series Sample Trajectory
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Figure 9.3: Labeled sample together with encoding, from inference of TNC architec-
ture utilizing convolutional layers with kernel size 5.

Figure 9.3 shows how the results of the convolutional encoder, but with the
kernel size increased from 3 to 5. From the segmentation in this plot we can
observe that although the wrongfully segmentation of the timeseries around
the 200 mark of the timeseries has decreased in size, the correctly segmented
part of the blue part in figure 9.2 of the timeseries has now been introduced to
uncertainty in the model, resulting in wrongly segmented areas in this part. So
although the model has decreased its error for the yellow label, the uncertainty
for the blue label has increased.

Now onto the encoder utilizing the LSTM architecture, in the paper, 100 hidden
layers was used. We start of with the encoder utilizing the LSTM architecture
with 50 hidden layers.
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Time series Sample Trajectory
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Figure 9.4: Labeled sample together with encoding, from inference of TNC architec-
ture utilizing the LSTM architecture with 50 hidden layers.

Figure 9.4 Shows the reference time series, the 50 hidden layer encoding of
the time series and the segmentation of the encoding. From the encoding plot,
we observe similarities from the plots in figure 9.2, where specific indicies are
brightening up dependent on the label of the time series. Where indices 3 and
4 are prominent for the time series where the green label occurs, 7, 8 and 9
are bright for the yellow labeled part of the time series and indexes 0 and 1 are
bright for the blue part of the time series.

The segmentation of the timeseries shows some similarities to the CNN experi-
ments, but there are some differences, first we observe that the consistency of
the segmentation for the green labeled part of the time series, has declined, as
for this network, the segmentation of the green labeled parts of the time series,
is almost equally much purple as black, for the yellow part of the time series,
we observe that for the most part, the segmentation is orange, with exceptions
of the 200 mark and in the areas where the model transitions from green to
yellow and the transition from yellow to green. For the area where the label is
blue, the segmentation is correct.

Time series Sample Trajectory
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Figure 9.5: Labeled sample together with encoding, from inference of TNC architec-
ture utilizing the LSTM architecture with 100 hidden layers.
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Figure 9.5 Shows the timeseries, encoding and segmentation, when the data is
applied to the 100 hidden layer LSTM encoder. From this plot one can see that
the segmentation errors has decreased for the yellow part of the time series,
but it seems like the segmentation of the green labeled parts of the time series
has decreased in quality, as the segmentation for the green labeled part in the
start seems to be segmented to the purple color, while the segmentation of the
green labeled part after time step 300 is for the most part being black. We can
also see similar patterns from the 50 hidden layer LSTM encoder, where the
segmentation is wrong in the transitions between labels.

Time series Sample Trajectory

Segmentation

Figure 9.6: Labeled sample together with encoding, from inference of TNC architec-
ture utilizing the LSTM architecture with 256 hidden layers.

Figure 9.6 shows the timeseries, encoding and segmentation where a LSTM
encoder with 256 hidden layers have been used. Again the same pattern of
the segmentation in the transitions between labels is prominent, on the other
hand, the segmentation quality of the green labeled parts of the time series
has improved.

From the plots above, it seems that the encoders utilizing convolutions, out-
performs the LSTM architecture when it comes to segmenting the test sample
of the timeseries, where the encoder using kernel size 3 has the best perfor-
mance, we can also notice that all segmentation’s were incorrect for the 200
mark of the test time series, indicating that perhaps that part of the timeseries
has different underlying patterns then expected for that specific label and can
perhaps be considered an outlier. We can also notice that for all the encoders
utilizing the LSTM architecture, the segmentation’s are incorrect in the area
where the timeseries transitions between different labels.
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Spectrogram Data

In this section the TNC encoders are applied to the spectrograms of the au-
diofiles we received from the Norwegian polar institute, similarly to the sim-
ulated data, we have used one sample from the testing data to analyse the
testing of the performance of the models:

[ice,bowhead]

0 20 40 60 80 100 120 140

Figure 9.7: Spectrogram test sample. The label of the spectrogram is ice and bowhead

Figure 9.7 shows the test sample used below, the label of the audiofile is ice
and bowhead, meaning the audiofile has recordings of moving ice, aswell as
recordings of a bowhead We also know that there is no recordings of boats in
this audiofile. As the labeling of the spectrogram data is not for every timestep,
but for the file as a whole, it is hard to say for sure what everything that occurs
in the spectrogram is, but we can still see some occurrences in the spectrogram
that have similar features to eachother, like the two spikes that occur, in the
spectrogram between timestep 60 and 100.
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Time series Sample Trajecto

Segmentation

Figure 9.8: Spectrogram test sample together with encoding, from inference of TNC
architecture utilizing convolutional layers with kernel size 3.

Figure 9.8 shows the same spectrogram as in figure 9.7. Together with the
encoding of the TNC encoder with kernel size 3 in the middle plot, and the
segmentation of the image using spectral clustering in the bottom plot. We can
see that for almost the entirety of the input, the model yields one prominent
index, index 2. This is not unexpected as for the most part of the spectrogram,
there seems to be only noise, however, we can see for the two spikes in the
spectrogram, between time index 60 and 100, that there is a pause in the
prominence of index two, this might indicate that the model has learned to
separate the spikes from other features in the spectrograms, we can see from
the segmentation image in the bottom, that almost for the entire first part of
the image, the segmentation is consistent to the purple color, this is until the
spikes occur, and segmentation changes color. We also see the same pattern
for the other spike in the spectrogram.
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Figure 9.9: Spectrogram test sample together with encoding, from inference of TNC
architecture utilizing the LSTM architecture with 256 hidden layers.

Figure 9.9 shows how the TNC architecture utilizing the LSTM architecture
with 256 hidden layers performed on the spectrogram test sample. We can
observe that for the first spike in the spectrogram there is a change in the
segmentation, but the same change does not occur for the second spike in the
spectrogram, indicating uncertainties, in the models prediction of that specific
phenomenon.

9.2.2 Deep Clustering Architecture

In this section we will present the results when applying the deep clustering
architecture to the same datasets as in Section 9.2.2. We have created two
different deep clustering models, one model utilizing convolutions with kernel
size 3, and one using the LSTM architecture with 256 hidden layers, as these
performed best with the TNC architecture.

Simulated Data Spectrogram Data
DCMcnny DCMpstm DCMceny DCMistv
a 1.1 1.1 1.3 1.2
B 4 4 15 50
A 1 4.5 4.5 4.5
Orthonormal False False True True

Table 9.1: Table of hyperparameters applied in the Loss function for the different deep
clustering models.
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Table 9.1 shows the final choice of the hyperparameters of the clustering mod-
ules loss function, that created the following outputs. Where DCMcnn denotes
a deep clustering model that utilizies convolutions, and DCM; sty denotes a
deep clustering model that utilizes the LSTM architecture.

Simulated Data

For the deep autoencoder utilizing convolutions we did the same approach as
in [2], where the deep clustering model that processed the simulated data,
was pretrained for 5 epochs, where only the reconstruction loss of the deep
autoencoder, equation 7.2, is backpropagated. After the first 5 epochs, the clus-
tering module was initialized by using the Kmeans algorithm on the embedded
dataset. Followed by the training of the full model using the loss function
Lar_cm from equation ?? for the remaining 195 epochs. This was only done
for this model.

Time series Sample Trajectory
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Figure 9.10: Labeled sample together with encoding, from inference of deep clustering
architecture utilizing convolutional layers with kernel size 3.

Figure 9.10 shows how the performance of the deep clustering model utilizing
convolutions with kernel size 3. The testing sample is the same as for the
TNC models. From the segmentation, we can observe that the model performs
well at the start of the timeseries, where the first 50 timesteps are uniformly
segmented to the white class. The transition in labels from green to yellow in
the timeseries approximately at timestep 50, results in a similar shift in the
segmentation, with a transition from white to black. However, during the span
of the yellow label, we can observe that the encoding starts to fluctuate between
different indexes, resulting in a similar fluctuation in the segmentation, which is
not ideal, as we want the heatmap of the embedding to remain stable as long as
the labels remain unchanged. On the other hand, for the most part of the yellow
timeseries, the embedding shows strong activity at index 1, which corresponds
to the black segmentation. After the yellow period of the timeseries, the label
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is changed back to green again. As mentioned earlier, ideally, the embedding
would then transition back to index 2, which is the index with strong activations
in the previous part of the timeseries when the label was green. This is not
the case, as the embedding shows a strong activation in index 9, which results
in the incorrect segmentation of the first part green labeled signal. Eventually
the segmentation transitions back to white, which is the correct label. For the
last part of the timeseries, we observe the total opposite, where the embedding
first has distinguished the blue part of the signal from the yellow and green
signal, as the embedding is purple, but then the segmentation transitions back
to white, which corresponds to the green label.
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Figure 9.11: Labeled sample together with encoding, from inference of deep clustering
architecture utilizing the LSTM architecture with 256 hidden layers.

Figure 9.11 shows the deep clustering architecture utilizing the LSTM archi-
tecture with 256 hidden layers. We can see that the model has learned some
of the underlying patterns as the segmentation is consistent with the label in
the start of the time series, in the transition to the yellow label and during the
yellow phase of the time series, we can see that the heatmap of the encodings
are fluctuating alot, resulting in equal fluctuations in the segmentation, this
indicates uncertainties in the model when it comes to the yellow label, further,
we observe that when the timeseries transitions back to the green phase, the
heatmap of the encodings stabelizes, and the segmentation is for the most part
back to black again, however, we can see that in the transition to the blue phase,
the encodings do not change, resulting in an flawed segmentation for the blue
part of the timeseries.
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Spectrogram Data
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Figure 9.12: Spectrogram test sample together with encoding, from inference of deep
clustering architecture utilizing convolutions with kernel size 3.

Figure 9.12 shows the spectrogram test sample, together with the deep clus-
tering embedding of the input image, together with the segmentation of the
timeseries. We can observe from the embedding that the embedding indexes
are more distinct compared to the TNC architectures embedding, we can also
observe that for both the spikes occuring in the spectrogram, index 0 is active,
indicating that the model maybe have learned to distinguish this pattern from
others, we can also observe that the noise in the start of the spectrogram also
is segmented differently than the other noises in the spectrogram.
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Figure 9.13: Spectrogram test sample together with encoding, from inference of deep
clustering architecture utilizing the LSTM architecture with 256 hidden
layers.
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Figure 9.13 shows the performance of the deep clustering model, using the
LSTM architecture with 256 hidden layers. We can see that the noise in the
beginning of the spectrogram has a consistent segmentation, this can mean
that the model has learned the underlying pattern of that phenomenon, we
can also observe for both of the spikes in the spectrogram, the segmentation is
the same, indicating that the model might have learned the pattern correlated
with the spikes.

9.2.3 Clustering

As the plots in the two previous sections only consider one test sample, we
have also performed a clustering of the entire simulated dataset, this is to give
us some insight in the overall performance of the different models. In addition
to clustering the data, we also calculated the homogenity score of the clusters.
The homogenity score, is a measure of the homogenity of the classes assigned
to each cluster [67]. The clustering of the dataset was performed with the
kmeans algorithm applied to the encodings of the various models. Because of
the sparse labels of the spectrograms, the clustering and homogenity scores
was only applied to the simulated data.

Homogenity Score

TNCrstm 0.916
TNCcnN 0.808
DCMystm 0.508
DCMcnn 0.472

Table 9.2: Table of Homogenity scores for the different architectures.

Table 9.2 Shows the homogenity score for 4 different models, The TNC algo-
rithm that utilized convolutions with kernel size 3. The TNC algorithm that
utilized the LSTM architecture with 256 hidden layers, aswell as the deep
clustering model, that utilized convolutions with kernel size 3 and the LSTM
architecture with 256 hidden layers. As we can see from the table, the highest
homogenity score was achieved with the TNC architecture that used the LSTM
architecture, and the lowest scoring model is the deep clustering model, utiliz-
ing convolutions. We can also see that both the TNC models are the highest
scoring architectures.
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TNC RNN Homogeneity Score: 0.916 TNC CNN Homogeneity Score: 0.808
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Figure 9.14: Clustering of all simulated data, for all models, upper left is the embed-
ding of the TNC model utilizing the LSTM architecture with 256 hidden
units, upper right is the clustered embedding of the TNC architecture
utilizing convolutions with kernel size 3, bottom left is the embedding of
the Deep clustering model utilizing convolutions and kernel size 3, finally
the bottom right plot is the clustered embedding of the deep clustering
model utilizing the LSTM architecture with 256 hidden units.

Figure 9.14 shows the clustering performance of the 4 different models. The
colors of the points are consistent with the background of the timeseries used as
a test sample in the previous section. The upper left plot is the clustering of the
embedding from the TNC architecture with LSTM, the upper right plot is the
embedding of the TNC architecture using convolutions. the bottom left plot is
the clustered embedding of the deep clustering module using convolutions and
the bottom right is the clustered embedding of the deep clustering module using
the LSTM architecture. As we can see from the plot above, the TNC model that
utilized the LSTM architecture has performed best in separating the different
classes. Which corresponds well with the homogenity scores showed in table
9.2. We can also see that neither of the deep clustering models have done a
very good separation of the classes, but some classes are better separated than
others.
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Discussion and Conclusion

10.1 Discussion

In Chapter 9, we present our results regarding the segmentation of both the
simulated dataset and the spectrograms of the submarine recordings. We ex-
plore the performance of different architectures, focusing on the Temporal
neighborhood coding and deep clustering model.

In Section 9.2.1 we presented the TNC architectures performance, showing that
it performs well in the unsupervised segmentation of the simulated dataset.Most
of the models demonstrate satisfactory performance on the test sample, except
for a specific area in the timeseries where all models incorrectly segment. This
discrepancy could be explained as that part of the time series being an outlier,
but we dont know for sure. The TNC architecture’s performance on the spec-
trograms, as presented in Section 9.2.1 is difficult to quantify, this is because
of the sparse labeling of the data. Therefore, we rely on visual analysis. This
was heavily based on two distict features within the spectrogram used as a test
sample. Based on that we found that the segmentation of the encoding of the
TNC architecture using convolutions were consistent with the occuring of the
spikes in the spectrogram. This leads us to believe that the model has learned
to distinguish that feature of the spectrograms from other features.

The Deep clustering models performance on the simulated data, showed in

Section 9.2.2, also showed promise for the test sample, although not as consis-
tent as the TNC architectures, these models still managed to somewhat distin-
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guish the different underlying patterns from eachother. Where on the specific
test sample, the deep clustering module utilizing convolutions seemed to out-
perform the one utilizing the LSTM architecture. The deep clustering models
performance on the spectrograms was presented in Section 9.2.2, again, be-
cause of the limited label information we have, we did a visual inspection of
the resulting segmentation. Based on the visual inspections, we can say that
the deep clustering algorithms performed well, where both the convolutional
network aswell as the recurrent, managed to segment the spikes in the spec-
trograms, we can also see a more detailed segmentation of the noise in these
spectrograms, atleast compared to the TNC architecture that utilized convolu-
tions.

Finally we performed a clustering of the entire simulated time series data,
this was done to get a more full scale overview of the different models perfor-
mance, and not make any conclusion based on one test sample alone. From the
clustering we saw, that the TNC algorithms performed much better compared
to the deep clustering models. One reason for this might be the nature of the
dataset, as the TNC architecture is made for the purpose of time series analysis,
its fair to assume that the TNC has an inherent advantage over the Deep cluster-
ing model. We also observe that for both the TNC architecture and for the Deep
clustering models, the models utilizing the LSTM architecture outperformed
the models using convolutions. This is most likely due to the nature of the data,
as the simulated dataset is resembling a multivariate time series, the LSTM’s
outperformance of the convolutional counterpart is expected [68, 69]. From
the clustering of the deep clustering algorithms embedding, we notice that the
yellow and red classes are best separated, while the blue and green classes are
hardly separated at all, we see the same patterns if we consider the segmen-
tation of the test time series sample. Here we can see that the segmentation
of the time series during the green and blue phase of the plot, are segmented
equally.

Overall, our findings shed light on the performance of different architectures
in the segmentation of the simulated dataset and spectrograms. The TNC ar-
chitectures demonstrate solid results, while the deep clustering models show
promise but exhibit slightly less consistency. These insights provide valuable
information for further research.

10.2 Future Directions

Further investigation into the effect of tuning the hyperparameters within the
loss function introduced in Section 7.1 is crucial for enhancing the performance
of our model. The optimization of these parameters significantly influences the
model’s ability to capture relevant patterns, achieve accurate reconstructions,
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and produce meaningful clusters. Therefore, we need to tune the hyperparam-
eters f§, @, and A to achieve optimal performance.

Tuning f allows us to control the trade-off between an accurate reconstruction
and clustering performance. Also by tuning «, thus regulating the impact of
the priors, finally A which controls the relevance of the orthogonality term.
The optimizing of these parameters is important for achieving the best possible
performance.

Another future direction might be to get access to better labeled data or uti-
lizing the limited label information we already have in a better way. Either
way, by improving our labels, we can improve our evaluation of the models
segmentation abilities.

By gaining more label information and by tuning our hyper parameters, we
can gain a more comprehensive understanding of the model’s performance and
thus perform better segmentation of our recordings.

10.3 Conclusion

In this thesis, we looked into the application of Temporal Neighborhood Coding
(TNC) and a deep clustering model for segmenting submarine recordings. The
segmentation would need to be in an unsupervised manner due to the limited
label information available.

TNC, a method designed to encode the underlying states of multivariate, non-
stationary time-series [1], played a crucial role in our research. We aimed to
capture the underlying patterns and temporal dependencies present in the
submarine recordings by leveraging its encoding capabilities. We also imple-
mented a deep clustering model, made possible by using the clustering module
introduced in [2], which incorporates the clustering capabilities of a Gaussian
mixture model into a simple autoencoder. This is accomplished by rephrasing
the Gaussian mixture model as a loss function.

Because of the lack of label information, we also segmented a simulated dataset
in an unsupervised manner, the segmentation of the simulated dataset showed
promising results, where the TNC architecture outperforms the deep clustering
method. However the performance on the submarine recordings is more chal-
lenging to quantify due to the limited label information available. Nevertheless,
our visual analysis of the segmentation results provided valuable insights into
the capabilities of both TNC and the deep clustering model.

Moving forward, a more comprehensive exploration of hyperparameter tuning
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could lead to even better segmentation results. Additionally, access to improved
labeled data would enable a more robust evaluation of our models’ segmenta-
tion abilities on the submarine recordings.

In conclusion, our investigation of Temporal Neighborhood Coding and the
deep clustering model for the unsupervised segmentation of submarine record-
ings and simulated data has provided valuable insights. The application of these
methods has demonstrated their efficacy in successfully segmenting the data
by capturing underlying patterns and structures. However, further research is
needed to fully optimize and refine these methods.
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