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Abstract: Polar mesospheric summer echoes (PMSE) are radar echoes that are observed in the
mesosphere during the arctic summer months in the polar regions. By studying PMSE, researchers can
gain insights into physical and chemical processes that occur in the upper atmosphere—specifically,
in the 80 to 90 km altitude range. In this paper, we employ fully convolutional networks such as
UNET and UNET++ for the purpose of segmenting PMSE from the EISCAT VHF dataset. First,
experiments are performed to find suitable weights and hyperparameters for UNET and UNET++.
Second, different loss functions are tested to find one suitable for our task. Third, as the number
of PMSE samples used is relatively small, this can lead to poor generalization. To address this,
image-level and object-level augmentation methods are employed. Fourth, we briefly explain our
findings by employing layerwise relevance propagation.

Keywords: polar mesospheric summer echoes; deep learning; segmentation

1. Introduction

Polar mesospheric summer echoes (PMSE) are radar echoes that are observed in the
mesosphere during the summer months above mid and high latitudes [1]. These echoes
are caused by the scattering of the radar signal off ionospheric structures that form in the
presence of small ice particles, atmospheric turbulence, and charge interactions in the 75
to 95 km altitude range—that is, in the mesosphere [2]. The formation of this ice is linked
to the temperature and water vapor concentration at these heights, and the formation of
PMSE is closely linked to the complex dynamics of the mesosphere, which are influenced
by a variety of factors.

By studying PMSE, researchers can gain insights into physical and chemical processes
that occur in the mesosphere, including the formation and dynamics of ice particles,
the composition of the mesospheric atmosphere, and the effects of solar radiation, solar
cycles, and other external factors on the mesosphere [3,4]. This information can be used
to improve our understanding of the atmosphere as a whole as well as to develop better
models for predicting and mitigating the effects of atmospheric changes due to climate
change. Observations with high-power, large-aperture radars like EISCAT [4,5] provide, in
addition to the PMSE signal information, data on the surrounding ionosphere observed
through incoherent scatter. EISCAT operates radar systems to study the Earth’s ionosphere
and upper atmosphere [6].

This study builds upon the work of [7,8], wherein the authors investigate the sepa-
rability of PMSE regions and background and ionospheric noise in EISCAT observations.
In [7], linear discriminant analysis is used to pre-select regions that might contain PMSE.
In [8], a random forest model is employed to segment PMSE to analyze PMSE shapes and
structures through different solar cycle periods. In this study, we investigate the use of
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Fully Convolutional Networks (FNCs) for segmenting PMSE signals in data obtained with
the EISCAT VHF radar.

FCN has become a dominant machine learning approach for the semantic segmen-
tation of images and has shown good results in domains such as medical and satellite
imagery. As Deep Convolutional Networks (DCNs) excel at preserving spatial information
compared to many other machine learning methods, they are well-suited for learning
context and complex patterns in images.

To segment PMSE, two FCN architectures are used: UNet [9] and UNet++ [10]. To the
best of our knowledge, this is the first attempt to employ deep learning models for the
purposes of segmenting PMSE data.

The rest of the paper is organized as follows: first, we briefly discuss the theory
associated with UNET and UNET++ models, evaluation metrics, different loss functions
used in this paper, and different data augmentation methods used for our data. Second, we
briefly describe the process of obtaining the data, constructing samples for deep learning,
database splitting, and the procedure for data augmentation. Third, we outline models
and their hyperparameters. Fourth, we discuss the results associated with the different
experiments performed in this study. Fifth, we briefly discuss our results. Finally, we
outline conclusions based on our results.

2. Theory
2.1. UNet Architectures

In this section, we briefly discuss the two UNet architectures employed for PMSE seg-
mentation: UNET and UNET++.

The UNet architecture [9] is a deep learning model that was originally designed for
biomedical image segmentation. But it has since been used in many different areas, such
as satellite and natural imagery. The UNet architecture consists of two main parts: a
contracting path and an expansive path, which are referred to as the encoder and the
decoder, respectively.

The encoder reduces the dimensionality of the input data and is a method of extracting
important features. In the study by Ronneberger et al. [9], every contracting layer consists
of two 3 × 3 convolutional filters in sequence, followed by a rectified linear unit (ReLU)
and a 2 × 2 max pooling operation that downsamples the feature maps.

The decoder is used to generate an output sequence from the encoder output sequence.
This is achieved by upsampling the encoder output and then running it through the same
module layers as that of the encoder without the maxpool operation. The final output is
produced by a 1 × 1 convolutional layer followed by a final activation layer that produces
an output map wherein each pixel is given a probability score associated with belonging to
different classes.

Between each encoder and decoder layer in the UNet architecture, there is a skip
connection. Skip connections directly connect the input of a layer to the output of a
subsequent layer that is not necessarily adjacent, allowing direct propagation of information
between encoder and decoder layers. This helps preserve spatial information lost in up-
and downsampling operations and enhances feature reuse throughout the network [11].

UNet++ [10] is a further development of the original UNet [9] architecture. The en-
coder and decoder are similar in both models, but UNet++ has a re-designed skip pathway
that changes the connectivity between the encoder and the decoder, creating a nested UNet
structure. This new skip pathway structure has dense convolution blocks that bring the
semantic level of the encoder feature maps closer to that of decoder feature maps, enabling
a better flow of spatial information. The assumption is that the optimization problem is
simplified for the optimizer, as the feature maps between the encoder–decoder pathway
are more semantically similar [10].
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2.2. Evaluation Metrics

In order to evaluate the performance of the semantic segmentation models, two metrics
are used: the Jaccard Index and the Dice–Sørensen Coefficient. In this section, the two
metrics are briefly explained.

2.2.1. Jaccard Index

The Jaccard index [12], also known as the Intersection over Union (IoU) or the Jaccard
similarity coefficient, is a similarity measure between two sets denoted as A and B and is
calculated as follows

J(A, B) =
| A ∩ B |
| A ∪ B | , (1)

where ∩ represents the intersection and ∪ represents the union. For binary data, it can be
rewritten as

J =
TP

TP + FP + FN
(2)

where TP is True Positive, FP is False Positive, and FN is False Negative. The Jaccard index
does not include the True Negative (TN) samples in the equation: i.e., it does not prioritize
correctly classified background regions and focuses mainly on the foreground regions.
The range of the Jaccard index is [0, 1], where a value of 0 indicates no overlap and a value
of 1 corresponds to perfect overlap between the sets.

2.2.2. Dice–Sørensen Coefficient

The Dice–Sørensen coefficient (DSC) [13], commonly known as Dice coefficient or F1
score, is a measure of similarity between two sets A and B. It is a commonly used measure
of segmentation accuracy. The DSC is calculated as follows

DSC(A, B) =
2 | A ∩ B |
| A | + | B | (3)

where | A ∩ B | is the number of pixels in the intersection of A and B, and | A | and | B |
are the number of pixels in A and B, respectively. The DSC range is [0, 1], with 1 indicating
perfect overlap and 0 indicating no overlap between the two regions.

For binary data, it can be rewritten as

2TP
2TP + FP + FN

(4)

The DSC is very similar to the Jaccard index: they are positively correlated but are
different in the sense that the DSC gives more weight to the intersection, which is useful in
cases where false negatives should be avoided.

2.3. Loss Function

A loss function is a measure of error between the prediction output and the ground
truth. A loss function returns a scalar value that can vary depending on the function
employed. Different error values result from the different ways that the functions penalized
bad or reward good predictions [14,15]. The choice of loss function usually depends on the
nature of the data and can be a significant factor when it comes to the model’s ability to
learn quickly and accurately.

2.3.1. Binary Cross Entropy

Binary Cross Entropy (BCE) is a binary version of Cross Entropy [16]. Cross Entropy is
commonly used in classification and segmentation models and is a measure of the difference
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between probability distributions Y and Ŷ, where Y denotes the network prediction and Ŷ
denotes the ground truth. The binary cross entropy is calculated as follows

LBCE(Y, Ŷ) = −(Ylog(Ŷ)) + (1−Y)log(1− Ŷ) (5)

2.3.2. Dice Loss

Dice loss [17] is a loss function that is based on the Dice–Sørensen Coefficient and is
defined as LDice = 1− DSC. Note that for dice loss to be differentiable the normalized
logits predictions are used rather than the thresholded predictions that are used with DSC.
Taking the normalized logits prediction denoted as Y and the ground truth denoted as Ŷ
the loss is calculated as,

LDice(Y, Ŷ) = 1− 2 | Y ∩ Ŷ |
| Y | + | Ŷ |

(6)

2.3.3. Focal Loss

Focal Loss [18] is a variant of Binary Cross Entropy that prioritizes harder samples by
down-weighing the easy samples. This is particularly helpful in cases where there is a class
or category imbalance. Focal Loss can be calculated from cross entropy as

CE(Y, Ŷ) =

{
−log(Y), if Ŷ = 1
−log(1−Y), otherwise

(7)

where Y ∈ [0, 1] is the model’s estimated probability and Ŷ ∈ [0, 1] is the ground truth.
Focal Loss defines the estimated probability of a class as Yt:

Yt =

{
Y, i f Ŷ = 1
1−Y, otherwise

(8)

As such, cross-entropy can be rewritten as

CE(Y, Ŷ) = CE(Yt) = −log(Yt)

In Focal Loss, a modulating factor (1−Yt)γ is added to the cross entropy. This factor
down-weights the easy samples such that the hard samples are given more weight. For
γ = 0, the Focal Loss is equal to the cross entropy. In addition to the modulating factor,
the authors of [18] use a weighting factor αt ∈ [0, 1]. The weighting factor can either be
treated as a hyperparameter that is tuned or can be set inversely proportional to the class
frequency. The final Focal Loss is calculated as

LFocal = −αt(1−Yt)
γlog(Yt) (9)

2.3.4. Boundary Loss

The idea behind boundary losses is to penalize the model for incorrect predictions
along the boundaries between the prediction and the ground truth.

Boundary loss is inspired by curve evaluation methods [19], which require a measure
for evaluating boundary changes. Here, a non-symmetric L2 distance on the space shapes
is used that gives a measure of the change between the boundaries ∂G and ∂S: i.e., the
change between the ground truth and segmentation output boundary, which is defined as

Dist(∂G, ∂Sθ) =
∫

∂G
‖ y∂S(p)− p ‖2 dp (10)

where ‖ · ‖ denotes the L2 norm, p ∈ Ω is a point on the boundary ∂G, and y∂S(p) denotes
the corresponding point on boundary ∂S perpendicular to ∂G at point p. For details, please
see Figure 1.
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Figure 1. Differential (left) and integral (right) approach for measuring boundary change [20].

By using the integral approach, the need for local differential computation for the
contour points is avoided and instead represents boundary changes as a regional integral
as follows

Dist(∂G, ∂S) ≈ 2
∫

∆S
DG(q)dq (11)

where ∆S denotes the region between the two contours. DG : Ω −→ R+ denotes
the distance map with respect to the boundary ∂G. The distance DG(q) for any point
q ∈ Ω is calculated by taking the closest contour point z∂G(q) = p on the boundary
∂G(p) such that DG(q) =‖ q − z∂G(q) ‖. For further information, please see the study
by Kervadec et al. [20].

In Figure 1, an illustration of the differential and integral approaches is shown.
The final boundary loss that approximates the boundary distance Dist(∂G, ∂Sθ) is

defined as
LB(θ) =

∫
Ω

φG(q)sθ(q)dq (12)

where φG : Ω −→ R denotes the level set function of the boundary ∂G where for a point
q ∈ G, φG(q) = −DG(q), and φG(q) = DG(q) otherwise. The term sθ(q) denotes the
softmax probability outputs.

2.3.5. Dice–BCE Loss

A type of combination loss used with the study by Zhou et al. [10] is the combination
between Dice loss and Binary Cross Entropy. This combination loss is described as

LDice+BCE(Y, Ŷ) =
1
N

N

∑
i=1

(1
2
·Yi · logŶi +

2 ·Yi · Ŷi

Yi · Ŷi

)
(13)

where N is the batch size and Yi and Ŷi are the predicted probabilities and the ground truth,
respectively.

2.3.6. Dice–Boundary Loss

Another type of combination loss is the Dice–Boundary Loss, which combines Dice
Loss and the Boundary Loss [20]. Boundary loss is suggested as a method for mitigating
issues related to regional losses (such as Dice Loss) in cases of highly unbalanced segmen-
tation. As most regional losses penalize all points within a region equally regardless of the
distance from the boundary, it can be difficult for regional losses to fit the predictions to the
ground truth regions, particularly for small regions. As such, the boundary loss combined
with the regional loss can alleviate this potential problem. The combination of dice loss
and boundary loss is formulated as

LDice + LB. (14)
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In the study by Kervadec et al. [20], three strategies on the weighting of the regional
and the boundary loss are proposed by defining the parameter denoted as α. The first
strategy, called constant, involves setting the parameter to a constant α = n, where the total
loss is given as

LDice + αLB. (15)

The second approach, called increase, involves setting α > 0 to a low value and
increasing it every i iterations. In this approach, the regional loss remains constant, while
the contribution of the boundary loss increases with every iteration.

The third strategy, called rebalance, is defined as

(1− α)LDice + αLB, (16)

where for a low value of α > 0, the regional loss is given more importance at the be-
ginning and less with every iteration, while the boundary loss is prioritized more with
every iteration.

2.4. Data Augmentation

Data augmentation is a common technique used during the training of deep learn-
ing models and aims to increase model generalization (avoid over-fitting) and increase
performance on unseen data samples [21,22].

In this study, two categories of image augmentation are employed: image-level and
object-level augmentation.

Image-Level Augmentation

Augmentation at the image-level is the most common and easiest implemented form
of augmentation [23]. With image-level augmentation, the transform is applied to the
whole image and can involve transforms such as flipping, cropping, blurring, contrast
adjustment, resizing, cropping, and more. In this study, we used: horizontal flip, vertical
flip, and contrast adjustment for image-level augmentation.

2.5. Object-Level Augmentation

With object-level augmentation, the transforms are applied to the objects that are
present in the image. This is a more complex task than the image-level augmentation
and requires that the individual target objects be separated from the background and the
regions of the image where the objects were removed from to be filled in to avoid artifacts.
In this study, an object-level augmentation method called ObjectAug [22] is employed.

ObjectAug [22] is an augmentation method that works at the object-level to generate
new samples. The method is defined by the four modules: image parsing, object augmenta-
tion, background inpainting, and assemble. Image parsing separates the objects from the
rest of the image using the ground truth label, leaving the image with holed-out areas. Then
in parallel, the holed-out areas in the image are inpainted, and various data augmentation
techniques are performed on individual objects. And last, the objects are placed back in the
inpainted image.

3. Data

In this study, we use a dataset from the EISCAT VHF (Very High Frequency, 224 MHz)
radar located near Tromsø in Norway. The data include observations of polar mesospheric
summer echoes (PMSE) and ionospheric incoherent scatter signals detected during the
Arctic summer months in the altitudes of 80 to 90 km [1]. For recent investigation of PMSE
with EISCAT observations, we refer the reader to other works [4,5]. The data set used and
the data extraction are described in a study by Jozwicki et al. [8].

Each sample in the dataset is a grayscale image containing measured backscatter
power. Each image in the dataset is from one observation that typically lasts from a few to
several hours with an altitude from 70 to 95 km. The resolution is 0.30 to 0.45 km for the



Remote Sens. 2023, 15, 4291 7 of 23

altitude and approximately one minute for the time component [8]. The dataset consists of
18 labeled samples of various sizes, where each sample is a grayscale image. The grayscale
images are represented as heatmaps, similar to the study by Jozwicki et al. [8]. In the top
image in Figure 2, one of the samples in the dataset is shown, wherein a pixel value refers
to the equivalent electron density from the standard GUISDAP analysis [24] and wherein
the maximum and minimum values are given in red and blue, respectively. From this, we
get 18 data samples containing PMSE associated with 18 different days.

Figure 2. Example of a PMSE image with the ground truth labels [8]. The altitude range is [75, 95] km
and the time duration is from 09:00 to 12:00 UTC. The color scale in the image represents equivalent
electron density. The labels are divided into Unlabeled (represented by dark blue), PMSE (represented
by cyan), Ionospheric Background (yellow), and Background Noise (red). For more details, please see
the study by Jozwicki et al. [8].

The original dataset has three different classes: namely, PMSE, background noise,
and ionospheric background [8] (see the bottom image in Figure 2). For more informa-
tion on labeling of image data, please see the study by Jozwicki et al. [8]. In this paper,
to simplify the process of segmenting PMSE, we merge the classes, ionospheric background,
and background noise with unlabeled classes into one, which is called ’background’. This
makes the segmentation process binary. It does, however, create a significant class imbal-
ance between the foreground (PMSE) and the background pixels, with a global ratio of
approximately 1:9 between the PMSE and the background, respectively. But it varies a lot
between samples and is as low as 1:138 for the sample with the highest class imbalance.

3.1. Constructing Samples from Data

To make the samples compatible with a batch learning scheme and to be used for
training a deep learning model, each sample is divided into square patches that are zero-
padded on each side to make a sample of size 64 by 64 pixels. The samples in the dataset
have four different altitude resolutions: 22, 48, 58, and 60. The samples with a height of
22 pixels are first resized to 44 by 44 pixels using nearest neighbor interpolation and then
zero-padded to 64 by 64 pixels. The intention behind scaling up the samples with the
smallest altitude resolution is to make them similar to the shape of the other samples, as all
samples are in the 75 to 95 km altitude range. In the end, the dataset has 180 image samples
extracted from 18 different days of PMSE data.

The dataset is split into training, validation, and test sets and is stratified with the
ratio 60%/20%/20%, respectively. The training samples are additionally split such that
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they overlap by 30%. The data samples are normalized into a float value in the range [0, 1];
after that, the training dataset is normalized to zero mean and unit variance.

3.2. Data Augmentation Procedure

In order to diversify the original dataset (180 images), the ObjectAug [22] method
is employed. We employ inpainting DNN by [25] to fill the removed areas of the image.
To avoid any bias between the training of the segmentation models and the inpainting
model, the dataset is flipped such that the segmentation training set acts as the validation
set and the test for the inpainting model and vice versa for the segmentation test and
validation set.

The masks used to train the inpainting model are generated by creating k rectangular
patches—denoted as Mk

p ∈ {0, 1}W×H—of random widths W in the range [1, 20] and
heights H in the range [1, 10]. The height and width interval is chosen based on the fact that
the majority of the PMSE signal occurrences have a higher width than height. The number
of rectangular patches n is chosen to avoid removing large image regions. This is in line
with the study by Liu et al. [25] that implies that inpainting large regions is difficult and
may lead to bad results. The number of rectangular patches in a mask is set to a value k
that is based on the size of the PMSE sample as follows

k =
W × H

200
(17)

where the denominator is found based on visual inspection. By changing the number of
patches as a function of image size, we avoid removing regions that are too big or too small.

The rectangular patches are randomly placed in the PMSE mask such that the rectan-
gular patches and PMSE mask do not overlap. This facilitates the model to avoid learning
the PMSE signal. The different patches are then assembled into one mask. For each of the
18 PMSE samples, 50 different inpainting masks are generated.

For the training of the inpainting DNN, a UNet architecture is used with the same
depth as the UNet model [9] and uses ResNet50 [26] trained on ImageNet [27] as the
backbone. The same loss from [25] is used with the Adam optimizer algorithm with a
learning rate of 0.0005. The model is trained for 10,000 iterations with a mini-batch size
of 32.

For ObjectAug’s image parsing module [22], the PMSE regions defined by the ground
truth are extracted from the image. We define a PMSE region as an individual region if
there is more than one background pixel separating the boundaries of the regions. This
small distance between regions is selected because the number of PMSE regions decreases
drastically if the distance is set higher.

For the Object Augmentation module, resizing and location shifts are applied as the
augmentation methods, with each having a probability of p = 0.5 of being invoked.

For the resizing augmentation, the scaling of the PMSE region is based on a random
number denoted as n ∈ [−3, 3], where the n corresponds to the number of pixels by which
the object is scaled down or scaled up. The reason that the objects are only scaled up or
down by a few pixels is to avoid PMSE regions either becoming too big—i.e., the PMSE
stretches into regions of other PMSE—or outside the 80 to 90 km altitude range of PMSE.

For the location shift augmentation, the PMSE region is shifted horizontally and/or
vertically. The number of pixel points by which the objects are shifted is randomly selected
in the range [−3, 3] for both the horizontal and vertical shifts. The shifting range is limited
to only a few pixels to avoid PMSE regions overlapping or being shifted outside of the 80
to 90 km altitude range.

After augmenting the individual PMSE regions, they are placed back into the image in
the Assemble module [22]. Object augmentation [22] is a computationally heavy process.
Therefore, to speed up training, the object augmented data used during training are pre-
computed. This generates 900 new image samples. In addition to the 900 new samples, we
include 180 samples of the original dataset such that 20 percent of the total samples are not
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augmented. This is because the inpainted images create a different background around
the PMSE, and by adding the un-augmented samples, the data will also contain natural
boundaries between the foreground, i.e., PMSE, and the background.

4. Model Hyperparameters

In the experiments, two different UNet architectures, i.e., UNET and UNET++, are
used. Given that our task is binary, sigmoid activation is used to produce the final output.
The number of initial feature maps is set to 32 or 64, and the architectures are represented
as UNet32 or UNet64.

Both randomly initiated weights and pre-trained weights are used during the exper-
iments. In the latter case, the pre-trained weights are only used in the encoder layers.
The remaining layers are initiated using Kaiming He [28] initialization. In the randomly
initiated case, all layers are initiated using Kaiming He initialization.

For all experiments, the Adam optimizer algorithm [29] is employed with β1 = 0.9
and β2 = 0.999, which is suggested as a good starting point in the Adam paper [29].
To avoid overfitting, an early stopping mechanism is used, similar to that of Algorithm 7.1
in [30], where the best parameters, denoted with θ∗, are selected based on the validation
error. Depending on if the data are augmented, the patience p is set to a different value.
For the models using no augmentation, p = 10, and for the models using augmentation,
p = 20. For the latter case, the patience is set higher because the validation error is more
irregular during training. The models are evaluated every 10 iterations using a mini-batch
size of eight randomly selected samples and run until the early stopping criteria are met.
The models are trained on an Nvidia RTX3070 (notebook) GPU with 8 GB of VRAM.

5. Results

In this section, we briefly discuss the different experiments and the associated results.

5.1. Initial Experiment

Initially, a set of experiments is conducted using UNet [9] and UNet++ [10] using the
original dataset. Based on the two architectures, we test eight models, applying different
variations as follows:

1. Randomly initiated weights with 32 and 64 initial feature maps.
2. Pretrained weight initiation of the encoder layers. For the models with 32 initial

feature maps, a pretrained UNet model found at (Note: https://pytorch.org/hub/
mateuszbuda_brain-segmentation-pytorch_unet, accessed on 14 August 2023) is used.
For the models with 64 initial feature maps, a VGG16 [31] model pretrained on
ImageNet [27] is used as the backbone.

A random hyperparameter search is run for the experiments with random learning
rates and weight decays in the range [0.01, 0.0001]. For details, please see Table 1, where the
learning rates and weight decays for the different models and different hyperparameters are
shown. The selection of parameters is done based on the highest Dice–Sørensen coefficient
score where the loss is reasonably stable and where the difference between the training and
validation score is not high.

For each model or model with a selected hyperparameter, the training, validation,
and testing data are randomly selected. This step is repeated five times, and to calculate the
performance, we use the mean and standard deviations of the scores from five repetitions
of the same experiment. The quantitative results from the initial experiment (in Table 2)
show the IoU and DSC scores on the test and validation datasets.

The best results are underlined. The results indicate that there are minor differences
between the performance of the different models and between models with different hyper-
parameters. However, the best-performing model—i.e., UNet++64 with randomly initiated
weights—has relatively better performance compared to the other models considered.
From Table 2, we can observe that for the same model architectures and sizes—i.e., the

https://pytorch.org/hub/mateuszbuda_brain-segmentation-pytorch_unet
https://pytorch.org/hub/mateuszbuda_brain-segmentation-pytorch_unet


Remote Sens. 2023, 15, 4291 10 of 23

number of initial feature maps—the model that uses pre-trained weight in the encoder
layers performs worse than the randomly initiated model.

Table 1. Learning rate and weight decay values used during training of the different models listed in
Table 2. The values selected are based on the hyperparameter search.

Model–Initiation
Hyperparameters

Learning Rate Weight Decay

UNet32–RandomInit 0.008 0.005
UNet32–Pretrained 0.003 0.007
UNet64–RandomInit 0.006 0.005
UNet64–Pretrained 0.003 0.007
UNet++32–RandomInit 0.005 0.005
UNet++32–Pretrained 0.003 0.006
UNet++64–RandomInit 0.002 0.006
UNet++64–Pretrained 0.001 0.008

UNet32 denotes 32 initial feature maps and UNet64 denotes 64 initial feature maps in the first convolutional layer.

Table 2. Quantitative performance of different UNet architectures with 32 or 64 initial feature maps.
IoUs and DSCs are reported for the test and validation sets. The best-performing model is underlined.

Model–Weight Initiation
Test Validation

IoU DSC IoU DSC

UNet32–RandomInit 0.654 ± 0.006 0.791 ± 0.005 0.710 ± 0.007 0.830 ± 0.005
UNet32–Pretrained 0.634 ± 0.010 0.776 ± 0.007 0.699 ± 0.008 0.823 ± 0.006
UNet64–RandomInit 0.649 ± 0.005 0.787 ± 0.003 0.713 ± 0.011 0.832 ± 0.008
UNet64–Pretrained 0.645 ± 0.005 0.784 ± 0.004 0.702 ± 0.005 0.825 ± 0.003
UNet++32–RandomInit 0.654 ± 0.012 0.790 ± 0.008 0.713 ± 0.005 0.833 ± 0.003
UNet++32–Pretrained 0.632 ± 0.027 0.774 ± 0.021 0.692 ± 0.030 0.817 ± 0.021
UNet++64–RandomInit 0.666 ± 0.010 0.799 ± 0.007 0.727 ± 0.008 0.842 ± 0.005
UNet++64–Pretrained 0.649 ± 0.006 0.787 ± 0.004 0.719 ± 0.008 0.837 ± 0.005

UNet32 and UNet64 denote 32 and 64 initial feature maps, respectively, in the first convolutional layer.

To better visualize where the models perform well and where they struggle, a few
selected samples from the test set are included in Figures 3 and 4, which show samples
or cases that are easy and difficult, respectively. Here, the easy samples are defined as
the cases for which the predicted regions are closer to the ground truth, and difficult
samples are defined as the cases for which the predictions are different from those of the
ground truth. In each of the figures, the first column represents the image, the second
column shows the ground truth, and the next four columns show the predictions from
the four models: UNet64—Pretrained, UNet64—RandomInit, UNet++64—RandomInit, and
UNet++64—Pretrained, respectively.

From the easier samples in Figure 3, it seems that all models used in the experiments
segment the PMSE regions accurately and that the predictions are quite similar between
the different models.
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Figure 3. Easy samples : Qualitative comparison between UNet64–RandomInit, UNet64–Pretrained,
and UNet++64–RandomInit showing some of the test samples for which the predicted regions are
closer to the ground truth. The images and their ground truth labels are shown in the first and second
columns, respectively.
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Figure 4. Difficult Samples: Qualitative comparison between UNet64–RandomInit, UNet64–
Pretrained, and UNet++64–RandomInit showing some of the test samples for which the predicted
regions are different than the ground truth. The images and their ground truth labels are shown in
the first and second columns, respectively.

Now we examine the more-challenging data samples in Figure 4. For instance, the first-
row image has an empty foreground: i.e., there is no PMSE, but the models predict PMSE.
Upon inspection of the PMSE predictions, we observe that the small regions predicted as
PMSE have slightly higher values than those in their neighborhoods. A similar trend is
observed with other images in rows 2, 3, and 4, where the models predict larger regions of
PMSE as compared to the ground truth.

In order to see if there is any significant difference between the pretrained models
with respect to important features in the input images, relevance maps are generated using
the LRP method from the study by Montavon et al. [32].

In Figure 5, we can see the input images, their ground truth maps, and relevance maps
for the different models with different pretrained weights. There is visually little difference
between the models with pretrained weights from the different source domains. Rather,
the difference in relevance can be linked to the type of model architecture used.
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Figure 5. The figure shows the explained relevance produced using four different models using
pretrained weights in the encoder. UNet32/UNet++32 use pretrained weights from the medical image
domain, and UNet64/UNet++64 use pretrained weights from the image domain. In the first and
second columns, the images and ground truth are shown, respectively. The values of the relevance
maps are centered around 0.5 (black), which indicates no relevance. Full relevance is given a value of
1 (white), while inverse relevance is assigned a value of 0 (cyan).
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5.2. Using Different Loss Functions

Building on the results from the initial experiment, we investigate the impact of
different loss functions on performance. For these experiments, the randomly initiated
UNet++64 model that had the best performance in the initial experiment in Section 5.1)
is used as a baseline. For comparison, the same model is trained with the four other loss
functions; Binary Cross Entropy (BCE), Focal Loss, Dice–BCE Loss, and Dice–Boundary
Loss, denoted as LBCE, LFocal , LDice + LBCE and LDice + LB, respectively.

For LFocal and LDice + LB, parameters are specified as follows:

• LFocal : γ = 2.0 is set equal to that of thr original paper [18], while α = 0.8 is chosen
such that it is approximately inversely proportional to the foreground frequency.

• LDice + LB: the increase and rebalance schedule strategies [20] for setting α are used:

– Increase: For the increase schedule, α = 0.01 initially, and it is increased by 0.01
every five iterations, where α = max(α, 1).

– Rebalance: For the Rebalance, α = 0.005 initially and follows a schedule based on
the number of iterations as follows

α =


α + 0.005, if iter < 100
α + 0.01, if 100 ≤ iter < 300
α + 0.02, otherwise

(18)

This is a slightly different scheduling of α than that of the original rebalance strat-
egy [20] and is considered necessary as the model struggles when α is increased
too quickly in the start.

When α is dynamically changed during training, a problem can arise where the loss
might increase even though the IoU and DSC are improving, thus triggering the stopping
criterion prematurely. Because the two losses are measures of different objectives and at
the same time are weighted dynamically, the total loss might not follow the typical loss
learning curve. As such, the IoU metric is used instead of loss as the stopping criterion.

The quantitative results shown in Table 3 indicate that LDice + LBCe has the best
performance, but it is only slightly better than the loss of LDice loss. The distribution-based
losses such as (LBCe and LFocal) do not reach the same performance as the regional loss
(LDice), but, as noted, the combination of LDice and LBCE gives an increase in performance.
When it comes to the combination of LDice +LB and the two different scheduling strategies
of α, the Increase strategy has the best performance.

Table 3. Quantitative performance of a randomly initiated UNet++64 architecture using different loss
functions. IoU and DSC are reported for the test and validation sets. The best-performing model
is underlined.

Loss Function (L)
Test Validation

IoU DSC IoU DSC

LDice 0.666 ± 0.010 0.799 ± 0.007 0.727 ± 0.008 0.842 ± 0.005
LBCE 0.656 ± 0.006 0.792 ± 0.004 0.714 ± 0.003 0.833 ± 0.002
LFocal 0.647 ± 0.003 0.786 ± 0.002 0.695 ± 0.002 0.820 ± 0.001
LDice + LBCE 0.667 ± 0.005 0.800 ± 0.003 0.731 ± 0.004 0.844 ± 0.003
LDice + LB–Increase 0.662 ± 0.013 0.797 ± 0.010 0.722 ± 0.011 0.838 ± 0.007
LDice + LB–Rebalance 0.650 ± 0.011 0.788 ± 0.008 0.703 ± 0.012 0.825 ± 0.008
Ldice + LB is denoted with either the Increase or Rebalance schedule.

A visualization of the predictions made by the models trained with the different loss
functions is shown in Figures 6 and 7 for the easy and difficult samples, respectively.
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Figure 6. Easy Samples: Qualitative comparison between the different loss functions LDice,
LBCE, LDice + LBCE, and LDice + LB (Increase or Rebalance scheduling) using a randomly initiated
UNet++64 architecture. The images and their ground truth labels are shown in the first and second
columns, respectively.

For both the easy and difficult samples, it can be seen that there are differences between
the segmented regions depending on the loss function used. Looking at the single loss
functions (LDice, LBCE, and LFocal), the model trained with LDice seems to segment larger
regions than that of the distributions basedLBCE andLFocal , which have narrower predicted
regions. The two models that use combination losses (LDice + LBCE and LDice + LB) have
quite similar segmented regions and still predict PMSE regions where no PMSE is present
(please see Figure 7, first row).
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Figure 7. Difficult Samples: Qualitative comparison between the different loss functions LDice,
LBCE, LDice + LBCE, and LDice + LB (Increase or Rebalance scheduling) using a randomly initiated
UNet++64 architecture. The images and their ground truth labels are shown in the first and second
columns, respectively.

5.3. Using Image-Level and Object-Level Augmentations

Following the results from the previous section, the UNet++64 model with randomly
initiated weights and LDice + LBCE loss is used as a baseline for these experiments.

To see the effect that simple image-level augmentation can have on performance, five
experiments are conducted. Image augmentation techniques such as horizontal flip, vertical
flip, and contrast adjustment and their combinations are used in the experiments. A proba-
bility of p = 0.5 of invoking the augmentation method is used. For the contrast adjustment
method, the adjustment factor C is randomly chosen from the interval C ∈ [0.8, 1.2].

The results are shown in Table 4 and indicate that applying all the augmentation
techniques individually increases performance compared to the baseline, i.e., no augmen-
tation. When all the individual augmentation techniques are combined, the increase in
performance is only slightly better than that of the baseline. In the last row of Table 4,
it can be observed that for the test dataset when using both horizontal flip and contrast
adjustment augmentation, there is improvement in performance as compared to individual
image augmentation methods.
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Table 4. Quantitative performance using different image-level augmentations separately and com-
bined. IoUs and DSCs are reported for the test and validation sets. The best-performing model
is underlined.

Model–Augmentation
Test Validation

IoU DSC IoU DSC

Baseline 0.667 ± 0.005 0.800 ± 0.003 0.731 ± 0.004 0.844 ± 0.003

Horizontal Flip 0.682 ± 0.010 0.811 ± 0.007 0.742 ± 0.008 0.851 ± 0.005
Vertical Flip 0.672 ± 0.006 0.804 ± 0.004 0.739 ± 0.009 0.849 ± 0.006
Contrast Adjust 0.683 ± 0.005 0.811 ± 0.003 0.742 ± 0.002 0.851 ± 0.001
All Combined 0.669 ± 0.007 0.801 ± 0.005 0.741 ± 0.008 0.851 ± 0.006

Horizontal and Contrast Adjust 0.694 ± 0.008 0.819 ± 0.006 0.735 ± 0.004 0.847 ± 0.003

After image-level augmentation experiments, two more experiments are performed
using the object-level augmentation method known as ObjectAug [22]. In the first exper-
iment, we use the object-level [22] method alone, and in the second, we use object-level
and image-level augmentation together. Here, for image-level augmentation, we use both
horizontal flip and contrast adjustment augmentation based on results from the previous
section. The results are shown in Table 5. Here, the baseline model is the same as in Table 4
using no augmentation. Our results indicate that the two models trained on the augmented
dataset show improvements compared to the baseline. Between the two models trained
using the ObjectAug method, it is clear that additional image-level augmentation improves
the performance. However, the performance is only slightly improved compared to only
using image-level augmentation.

Table 5. Quantitative performance of using no augmentation and image-level, object-level, and both
image-level and object-level augmentation. IoUs and DSCs are reported for the test and validation sets.
The best-performing model is underlined.

UNet++64–RandomInit
Test Validation

IoU DSC IoU DSC

No Aug 0.667 ± 0.005 0.800 ± 0.003 0.731± 0.004 0.844± 0.003

Image-Aug 0.694 ± 0.008 0.819 ± 0.006 0.735± 0.004 0.847± 0.003

ObjAug 0.678 ± 0.009 0.808 ± 0.007 0.719± 0.007 0.836± 0.005

ObjAug and Image-Aug 0.701 ± 0.010 0.824 ± 0.007 0.730± 0.003 0.843± 0.002

The model predictions can be seen in Figures 8 and 9 showing the easy and difficult
samples, respectively. In Columns 1 and 2 in the figures, the images and ground truths are
supplied. Columns 3 to 6 show the predictions from the models that were trained and are
shown in Table 5.

The results in Table 5 imply that when using object-level augmentation, the perfor-
mance is worse than when using only the image-level horizontal and contrast adjustment
augmentation. However, when applying the same image-level augmentation with object-
level augmentation, the performance is improved slightly. Although the increase in perfor-
mance is low, it can be seen in the qualitative results in Figure 8 and 9 that the model that
uses object-level augmentation predicts regions in a different way, as it is aware of potential
PMSE regions; this is further discussed in Section 6).
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Figure 8. Easy Samples: Qualitative comparison between using different types of augmentation using
a UNet++64 model with randomly initiated weights. In the first and second columns, the images and
ground truth, respectively, are shown. The rest of the columns show the predictions associated with
different augmentation methods.
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Figure 9. Difficult Samples: Qualitative comparison between using different types of augmentation
using a UNet++64 model with randomly initiated weights. In the first and second columns, the images
and ground truth, respectively, are shown. The rest of the columns show the predictions associated
with different augmentation methods.

6. Discussion

Label inconsistency is a problem for supervised deep learning models that may lead
to inaccurate and unreliable results. The labeling of data is strongly influenced by human
factors. Data labeled at different times and by different persons can be a contributing factor
to label inconsistency. In this study, the data is labeled by one expert using different labeling
tools at different times. This is something that can lead to noisy labels. To address this,
further validation studies are needed with multiple experts in the loop.

Our results from Section 5.1 indicate that for the same model type—i.e., the same
number of initial parameters and architecture—using pretrained weights in the encoder
is shown to perform worse than randomly initiated weights. As the pretrained UNet32

and UNet++32 models use weights from the medical imagery domain, and the UNet64 and
UNet++64 models use weights from the natural image domain, this implies that different
source domains might not be directly applicable to our target domain of PMSE data.
From the experiments (described in Section 5.1), we observe that UNet++64 with randomly
initiated weights has relatively better performance than the rest of the models used in
these experiments.

The results from Section 5.2 indicate that the UNet++64 model with randomly initiated
weights for which LDice + LBCE is used as a loss function performs better compared to the
other loss functions used in this paper.

We find that using image-level augmentation improves the performance of the model.
These results are in line with other studies [21,22,31] that indicate the positive impact of
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using image-level augmentation. It should be noted that the data used in this study are
different from those of real-world scenes or the medical domain. PMSE regions occur at
specific altitude ranges and in shapes that stretch longer horizontally than vertically in the
sample images. From Table 4, it can be seen that the vertical flipping of the image does show
an improvement in performance compared to using no augmentation. However, it can
also be seen from the figure that excluding vertical-flip augmentation from the combined
augmentation increases performance. This could possibly indicate that augmentation
that changes the PMSE regions in an unnatural way—i.e., rotating or flipping the image
such that PMSE and the background occur in places that are not possible—could lead to
worse performance.

The results from Section 5.3 imply that the combined effect of image-level and object-
level augmentation techniques is better for the overall performance of the proposed
UNet++64 model with randomly initiated weights and LDice + LBCE loss.

It should be noted that employing object-level augmentation for our data can change
the boundary between PMSE and the background. The inpainting of images impacts
how the model learns the boundary between the background and the PMSE. When the
images are inpainted, a slightly bigger region around the PMSE is removed to avoid
leftover pixels that might be unlabeled PMSE. However, as illustrated in Figure 10 where
augmentation is applied to the PMSE regions, the inpainted region around the PMSE can
be quite different from the original. The outcome is that the contrast between PMSE and
the inpainted background is often increased, which in turn can influence how the model
predicts PMSE regions.

Figure 10. Illustration of the different boundaries between foreground and PMSE that the inpainted
image creates compared to the original image.

To better see the difference between using augmentation versus no augmentation, LRP
is employed to visualize the features in the input image that are considered relevant for the
models. For the models trained using augmentation, it can be seen that the regions that
the models consider important are slightly different as compared to the models trained
without augmentation. For details, please see Figure 11. The relevance maps from the
models trained using augmentation seemingly give an overall lower relevance score as
compared to using no augmentation. This might indicate that the models that use no
augmentation during training are more biased towards certain areas of the input. This
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might imply that the models that use augmentation (both image-level and object-level) can
perhaps generalize better to unseen cases. This is something that can be explored in future
studies when a sufficient amount of data can be obtained.

Figure 11. Relevance maps produced using four different models. All models use a randomly
initiated UNet++64 architecture. The type of augmentation and type of loss function used are shown
in the columns. ObjAug denotes object-level augmentation, ImAug denotes image-level augmentation,
and NoAug denotes that no augmentation was used. In the first and second columns, the images
and ground truth, respectively, are shown. The values of the relevance maps are centered around
0.5 (black), which indicates no relevance. Full relevance is given a value of 1 (white), while inverse
relevance is assigned a value of 0 (cyan).
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We believe that our proposed model can be used for segmenting PMSE from EISCAT
VHF data across a much wider range of days from different years of the solar cycle. In the
near future, the model proposed in this paper can be used to extract PMSE samples from
a potentially large dataset of EISCAT observations. The results of the segmentation can
be useful for further in-depth analysis of PMSE and other phenomena pertaining to the
upper atmosphere.

7. Conclusions

In this paper, we investigate the possibility of employing fully convolutional networks
such as UNET and UNET++ for segmenting PMSE from EISCAT image data. For this,
first, we perform a number of experiments to find suitable weights and hyperparameters
for training the models: i.e., UNET and UNET++. Second, we perform experiments to
investigate different loss functions that can be employed for segmenting PMSE from image
data. Our results indicate that a UNet++64 model with randomly initiated weights and a
combined loss function (Dice and BCE) performs better as compared to the other models
and loss functions used in this paper. Third, as the number of PMSE samples is relatively
small, we test image-level and object-level augmentation techniques to improve the general-
izability of the segmentation model. Fourth, we briefly outline our findings by visualizing
relevance maps using layerwise relevance propagation. Our results imply that for our task,
the use of data augmentation during training can perhaps lead to better generalization.
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