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A B S T R A C T

The Apparent Tardiness Cost (ATC) dispatching rule was initially developed to minimize tardiness in single-
machine scheduling problems. ATC extensions have been frequently applied in other production settings,
relying heavily on blocking idle machine capacity with a single-machine outlook; this approach may not
result in the best outcomes, considering that machines have different efficiencies. This study develops a new
dispatching rule for parallel-machine scheduling, considering different machine efficiencies, ready times, and
sequence-dependent setup times to minimize the total weighted tardiness. The proposed method reduces the
time interference factor of the denominator item in the dispatching rule and uses more effective methods for
selecting the best processing machine for the jobs. The grid approach is used to evaluate the method against
the state-of-the-art. The experimental results confirm that the developed method is superior regardless of the
type of parallel machines, the problem scale, and other operational parameters. It is also shown that other
ATC dispatching rules can be improved by applying the proposed approach. The proposed method could be
incorporated into soft computing techniques for more effective and efficient scheduling.
. Introduction

With the proliferation of supply alternatives and rising customer
xpectations, corporations ought to alleviate delays and fulfill orders
n the shortest time possible to survive the competition. Production
cheduling ensures that orders are processed timely and that the
esired performance indicators are at their best. While enumerative
nd exact optimization approaches provide guaranteed best solutions,
hey are computationally intensive and are not practical for solving
ndustry-scale problems. Dispatching rules are applicable alternatives
or scheduling jobs on the shop floor with high workloads [1] and
ynamic situations [2], which are also efficient construction heuristics
3]; the Earliest Due Date (EDD), Shortest Processing Time (SPT),
eighted Shortest Processing Time (WSPT), Least Slack (LS), and

ritical Ratio (CR) are some of the most prominent dispatching methods
4]. Despite their merits, these methods are myopic; composite methods
re developed to integrate the advantages of various dispatching rules
nd adjust the dispatching outlook based on operational requirements
5]. From the existing composite dispatching tools for minimizing
ardiness in production scheduling, the Apparent Tardiness Cost (ATC)
as received wide recognition [6].
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Developed by Vepsalainen and Morton [7], ATC differs from its
earlier counterparts in that it accounts for the ready time and due date
characteristics, and can adjust its features considering the operational
situation. As a prime example, a conversion to the weighted shortest
WSPT or LS rules would be beneficial if scheduling jobs with a tight
due date is sought. ATC has found its way into different production
environments while still applying the dispatching logic applied for
a single-machine configuration; that is, selecting the earliest ready
machine for processing the pending job. Although the method can
still prevent machine idleness, it does not guarantee an overall best
performance, particularly because machines differ in their efficiency.
Moreover, the existing studies have made unrealistic assumptions to
reduce the complexity of the method. For example, it is often assumed
that all jobs and machines are ready, the process can begin at any
moment, and that different jobs can be processed without machine
preparations.

From the most relevant developments in the ATC literature, setup
and idle times, as the prime examples of non-value-adding activities
[8], have been incorporated into the formulation. Ow and Morton
[9] for the first time included the Sequence-Dependent Setup Times
(SDST) into the ATC dispatching rule to find the Minimized Apparent
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Early/Tardy Costs (MATC). The solution quality of the MATC dispatch-
ing rule was proven to be better than the original ATC dispatching
rule. Later, Lee et al. [10] introduced the Apparent Tardiness Cost
with Setups (ATCS) dispatching rule by defining the SDSTs as the
exponential function; they showed that ATCS performed better than
MATC. These formulators did not account for the possibility of jobs
arriving at the production system at different times. Logendran and
Subur [11] proposed the Apparent Tardiness Cost with Ready times
(ATCR) dispatching rule in combination with tabu search to solve
unrelated parallel machine scheduling problems. Considering that jobs
are subject to SDSTs and have different ready times, Pfund et al. [12]
proposed the Apparent Tardiness Cost with Setups and Ready Times
(ATCSR) dispatching rule and demonstrated that their rule is more
effective in solving identical parallel machine scheduling problems rel-
ative to the ATCS, the Apparent Tardiness Cost with Setups considering
single Batch (BATCS; [13]), and Multiple Batch (MBATCS) variants.
Xi and Jang [14] considered the situation where jobs have SDSTs and
different ready times. Suggesting that setups can be done (1) with job
processing (implemented in advance) or (2) after jobs are ready at the
production system, Xi and Jang [14] extended the ATCSR models con-
sidering Continuous and Separable Setups and named them MATCSR
and ATCSSR dispatching rules, respectively; they showed that both
rules outperform the ATCSR dispatching rule in solving identical paral-
lel machine scheduling problems. In a more recent development, Xi and
Jang [15] analyzed their ATC under the conditions of continuous and
separable job setup time and proposed the ATCRCS and the ATCRSS
dispatching rules, respectively. They compared the new dispatching
rules with ATCSR for single-machine scheduling and demonstrated that
their method further reduced the total tardiness. Most recent studies
extended the basic ATC considering other real-world requirements, like
machine eligibility restrictions and the use of a common server [16].

The existing studies extended and/or applied ATC based on the idea
of minimizing delays with a single-machine scheduling 1|𝑟𝑗 |

∑

𝑤𝑗𝑇𝑗
outlook which has been proven to be an NP-hard problem [17].
Dispatching jobs in the parallel-machine production 𝑃 |𝑟𝑗 |

∑

𝑤𝑗𝑇𝑗 or
𝑅|𝑟𝑗 |

∑

𝑤𝑗𝑇𝑗 environment, however, requires a collective outlook con-
sidering that the machines have different efficiencies. To the best of
the authors’ knowledge, this feature has not been addressed in the
scheduling literature. To address this research gap, the present study
formulates a novel dispatching method that simultaneously accounts
for the SDSTs and different ready times while accounting for machines
with different efficiencies. We expect our method to perform better
than the state-of-the-art in increasing profit and preventing delays in
job delivery.

The remainder of this manuscript begins with an exhaustive review
of the literature in Section 2. Next, the developed method is described
in detail in Section 3. Section 4 presents the numerical experiments and
provides insights into the dispatching procedure. Finally, the study is
concluded in Section 5, where the major findings and suggestions for
future research are provided.

2. Literature review

This section reviews the published literature on the ATC dispatching
rule, where the method is either extended or used as a benchmark
algorithm. We first provide an overview of the literature considering
the production setting, technical features, objective functions, and the
sort of ATC developed/applied in each study investigated. The section
is then concluded by a critical review of the relevant literature and
highlighting the research gap.

2.1. Early studies

The early version of the ATC dispatching rule was developed using
a combination of the WSPT and LS dispatching rules to integrate their

features. The WSPT rule is generally used to deal with tight due dates

2

or with delivery delays applying simple dispatching rules. To reduce
tardiness penalties in such conditions, priority jobs can be scheduled
by measuring the weights and processing time of all jobs. The LS rule
is mostly employed for relatively loose due dates. In this method, the
jobs with longer slack time should be postponed, whereas those with
a short slack time can be processed as a greater priority for reducing
the possibility of delivery delays. In so doing, the ATC dispatching rule
can determine the optimal job in both tight and loose schedules, which
results in minimizing total tardiness and maximizing revenue while
considering job cost and profitability.

ATC was later evolved based on the Cost OVER Time (COVERT)
rule, which was formulated by 𝐼𝑗 (𝑡) = 1∕𝑃𝑗 ∗ 𝐼𝑗 to demonstrate
the priority of jobs, where greater values show a higher processing
priority. In this formulation, 𝐶𝑗 = ((𝑝 − 𝑚𝑎𝑥(𝑑𝑗 − 𝑝𝑗 − 𝑡, 0))∕𝑝) refers
to the job weight, where 𝑝 denotes the mean expected processing time
for awaiting jobs, and 𝑚𝑎𝑥(𝑑𝑗 − 𝑝𝑗 − 𝑡, 0) is the remaining slack time
with 𝑑𝑗 , 𝑝𝑗 , and t being the job due date, required job processing time,
and current available processing time, respectively. When the job has
no remaining slack time, i.e., 𝐶𝑗 = 1, the COVERT rule changes to
𝐼𝑗 (𝑡) = 1∕𝑝𝑗 and the jobs with a shorter processing time are scheduled at
a higher priority. When the job has slack time, both the mean estimated
job completion time for awaiting jobs and the remaining slack time
should be calculated. In this situation, a longer remaining slack time
results in a smaller weighted value, 𝐶𝑗 . Considering 𝐼𝑗 (𝑡) = 𝐶𝑗∕𝑝𝑗 ,
jobs with looser due dates are postponed, whereas those with tighter
dues are scheduled at higher priorities. The COVERT rule performed
well in measuring indicators associated with tardiness. Vepsalainen
and Morton [7] modified the COVERT model and proposed the ATC
dispatching rule; they showed that ATC performs better than COVERT,
WSPT, SPT, and EDD in situations with a greater number of orders and
where temporary order insertions are allowed.

The ATC dispatching rule has been used and extended for nearly
30 years building on these seminal works. WSPT, LS, the Shortest
Setup Time (SST), and the Shortest Ready Time (SRT) are among the
major modules considered in these studies, which can be represented
in Eq. (1). An exhaustive list of these methods is summarized in Table 1
followed by an elaboration on their developments.

𝐼𝑗 (𝑡) = (𝑊𝑆𝑃𝑇 𝑡𝑒𝑟𝑚) × (𝐿𝑆 𝑡𝑒𝑟𝑚) × (𝑆𝑆𝑇 𝑡𝑒𝑟𝑚) × (𝑆𝑅𝑇 𝑡𝑒𝑟𝑚) (1)

The ATC rules have evolved in three major directions. In the first
direction, learning-based approaches were developed for determining
the ATC’s lookahead parameters. Kim et al. [18] used neural networks
to predict the best values for the look-ahead parameters of ATC. Valente
[19] introduced generalized approaches based on mapping instance
statistics into a unique value and using the characteristics of the current
workload for adjusting the lookahead parameter of the ATCs. For the
same purpose, Min and Kim [20] developed a reinforcement learning-
based approach based on the job data; they considered unequal job
arrival times in a single-machine production environment. Chen et al.
[21] introduced a unified multi-phase approach for robust scaling of
such ATC parameters along with other dispatching rules.

The second stream of studies employed ATC as a complimentary
tool. As a prime example, ATC was used as a solution initialization
module in soft computing techniques, for example, single-machine
scheduling with SDSTs [22]. Shin et al. [23] incorporated the ATC
with setup consideration into the Tabu Search algorithm to solve a
single machine while accounting for release times and due dates in
addition to SDSTs. ATC was also used for scheduling in other con-
texts. The problem of scheduling in a flow-line-based manufacturing
cell was approached using ATC in the simulation-based optimization
approach developed by Bengu [24]. Kang et al. [25] investigated the
problem of reentrant flowshop with SDSTs using revised ATC with
setups (RATCS). ATC is also used for rescheduling problems considering
machine breakdowns and total completion time as the optimization
objective [26]. Several studies used the basic ATC in application areas
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Table 1
Summary of the ATC dispatching rules in the literature.

Method Priority index

WSPT LS SST SRT

ATC (1987) 𝑤𝑗

𝑝𝑗
𝑒𝑥𝑝(− 𝑚𝑎𝑥(𝑑𝑗−𝑝𝑗−𝑡, 0)

𝑘1𝑝
) NA NA

MATC (1989) 𝑤𝑗

𝑝𝑗+𝑠𝑖𝑗
𝑒𝑥𝑝(− 𝑚𝑎𝑥(𝑑𝑗−𝑝𝑗−𝑠𝑖𝑗−𝑡, 0)

𝑘1𝑝
) NA NA

ATCS (1997) 𝑤𝑗

𝑝𝑗
𝑒𝑥𝑝(− 𝑚𝑎𝑥(𝑑𝑗−𝑝𝑗−𝑡, 0)

𝑘1𝑝
) 𝑒𝑥𝑝(− 𝑠𝑖𝑗

𝑘2𝑠
) NA

ATCR (2004) 𝑤𝑗

𝑝𝑚𝑗
𝑒𝑥𝑝(−

𝑚𝑎𝑥(𝑑𝑗−𝑝𝑚𝑗 −𝑡𝑚 , 0)

𝑘1𝑝𝑚
) NA 𝑒𝑥𝑝(− 𝑚𝑎𝑥(𝑟𝑗−𝑡, 0)

𝑘2𝑟
)

BATCS (2008) 𝑤𝑗

𝑝𝑗
𝑒𝑥𝑝(− 𝑚𝑎𝑥(𝑑𝑗−𝑝𝑗+𝑟𝑗−𝑡,0)

𝑘1𝑝
) 𝑒𝑥𝑝(− 𝑠𝑖𝑗

𝑘2𝑠
) NA

MBATCS (2008) 𝑤𝑗

𝑝𝑗
𝑒𝑥𝑝(− 𝑚𝑎𝑥(𝑑𝑗−𝑝𝑗+𝑚𝑎𝑥(𝑟𝑗−𝑡, 0), 0)

𝑘1𝑝
) 𝑒𝑥𝑝(− 𝑠𝑖𝑗

𝑘2𝑠
) NA

ATCSR (2008) 𝑤𝑗

𝑝𝑗
𝑒𝑥𝑝

(

− 𝑚𝑎𝑥(𝑑𝑗−𝑝𝑗−𝑚𝑎𝑥(𝑟𝑗 , 𝑡), 0)
𝑘1𝑝

)

𝑒𝑥𝑝
(

− s𝑖𝑗
𝑘2𝑠

)

𝑒𝑥𝑝(− 𝑚𝑎𝑥(𝑟𝑗−𝑡, 0)
𝑘3𝑝

)

MATCSR (2012) 𝑤𝑗

𝑝𝑗+𝑠𝑖𝑗+𝑚𝑎𝑥(𝑟𝑗−𝑡, 0) 𝑒𝑥𝑝
(

− 𝑚𝑎𝑥(𝑑𝑗−𝑝𝑗−𝑠𝑖𝑗−𝑚𝑎𝑥( 𝑟𝑗 , 𝑡),0)
𝑘1𝑝

)

𝑒𝑥𝑝
(

− 𝑠𝑖𝑗
𝑘2𝑠

)

𝑒𝑥𝑝
(

− 𝑚𝑎𝑥(𝑟𝑗−𝑡,0)
𝑘3𝑝

)

ATCSSR (2012) 𝑤𝑗

𝑝𝑗+𝑚𝑎𝑥(𝑠𝑖𝑗 , 𝑟𝑗−𝑡) 𝑒𝑥𝑝
(

− 𝑚𝑎𝑥(𝑑𝑗−𝑝𝑗−𝑚𝑎𝑥(𝑟𝑗 ,𝑡+𝑠𝑖𝑗 ) ,0)
𝑘1𝑝

)

𝑒𝑥𝑝
(

− 𝑠𝑖𝑗
𝑘2𝑠

)

𝑒𝑥𝑝
(

− 𝑚𝑎𝑥(𝑟𝑗−𝑡−𝑠𝑖𝑗 ,0)
𝑘3𝑝

)

ATCRCS (2013) 𝑤𝑗

𝑝𝑗+𝑠𝑖𝑗+𝑚𝑎𝑥(𝑟𝑗−𝑡, 0) 𝑒𝑥𝑝
(

− 𝑚𝑎𝑥(𝑑𝑗−𝑝𝑗−𝑡, 0)
𝑘1 (𝑝+𝑠)

)

𝑒𝑥𝑝
(

− 𝑠𝑖𝑗
𝑘2𝑠

)

𝑒𝑥𝑝
(

− 𝑚𝑎𝑥(𝑟𝑗−𝑡,0)
𝑘3𝑝

)

ATCRSS (2013) 𝑤𝑗

𝑝𝑗+𝑚𝑎𝑥(𝑠𝑖𝑗 , 𝑟𝑗−𝑡) 𝑒𝑥𝑝
(

− 𝑚𝑎𝑥(𝑑𝑗−𝑝𝑗−𝑡,0)
𝑘1 (𝑝+𝑠)

)

𝑒𝑥𝑝
(

− 𝑠𝑖𝑗
𝑘2𝑠

)

𝑒𝑥𝑝
(

− 𝑚𝑎𝑥(𝑟𝑗−𝑡,0)
𝑘3𝑝

)

𝐼𝑗 (𝑡) represents the priority of a job j, with a greater value indicating a higher processing priority; t, current available processing time, 𝑤𝑗 , job
weight; 𝑑𝑗 , due date; 𝑝𝑗 , job processing time; 𝑠𝑖𝑗 , sequence-dependent setup time; 𝑟𝑗 , time required for jobs to reach the production system; 𝑝,
mean processing time for awaiting jobs; 𝑠, mean setup time for awaiting jobs; 𝑟, mean ready time for awaiting jobs; k1, k2, and k3, adjustable
parameters of the dispatching rule.
other than production, like improving the quality of service on web-
based systems [27] and grid computing systems [28]. ATC is also
used as a benchmark to evaluate the effectiveness of other dispatching
rules, like in single-machine [29–32], flowshop [33,34], job shop [35],
flexible job shop [36], open job shop [37], dynamic workshops [38],
and general scheduling situations [39].

The third stream of the ATC-related research works extended the
ATC dispatching rule’s formulation to address real-world and prac-
tical features; the present study belongs to this category. From the
early works, Ow and Morton [9] incorporated SDSTs into the ATC
dispatching rule and named the modified ATC dispatching rule the
MATC dispatching rule. The solution quality of the MATC dispatching
rule, in which 𝑠𝑙𝑗 is included in the WSPT and the LS rules, was
proven to be better than that obtained by the original ATC dispatching
rule that dismissed SDSTs. Lee et al. [10] later introduced the ATCS
dispatching rule by defining the SDST as the exponential function in
the ATC dispatching rule. The SDST (𝑠𝑙𝑗) was also considered in the
MATC and ATCS dispatching rules, but ATCS performed better than
MATC. Abdallah and Jang [40] extended the ATC rule for addressing
sequence-dependent family setup times.

As the seminal ATC-based dispatching rules, MATC and ATCS in-
clude SDSTs but do not account for the possibility of jobs arriving at
different times. To address this limitation, Logendran and Subur [11]
proposed the ATCR dispatching rule in combination with tabu search
to solve unrelated parallel machine scheduling problems. Considering
that jobs require setups and may have different ready times, Pfund et al.
[12] proposed the ATCSR dispatching rule, and demonstrated that it is
more effective than ATCS, BATCS, and MBATCS dispatching rules for
solving identical parallel machine scheduling problems. Xi and Jang
[14] considered SDST and different ready times for every job. They
suggested SDSTs should be divided into (1) situations where setups
can be separated with job processing and implemented in advance
and (2) situations where setups have to proceed after jobs are ready
at the production stage. They developed the MATCSR and ATCSSR
dispatching rules to address these two types of setup times and demon-
strated that their method performed better than the ATCSR for solving
identical parallel machine scheduling problems. In their subsequent
work, Xi and Jang [15] developed two variants of the basic ATC that
consider ready time and continuous/separable setups for solving single-
machine scheduling problems; introducing the ATCRCS and ATCRSS
dispatching rules for solving single-machine scheduling problems, they
demonstrated a reduction of more than 5.1 percent of total tardiness
compared to ATCSR. The most recent developments are reviewed next.
3

2.2. Most recent developments

Salama et al. [41] proposed genetic programming for generating
dispatching rules for job shop scheduling problems; the objective was
to reduce the computation time by using a Support Vector Machine
classifier. A classifier module, which is trained with data from the first
generation of rules, using a new representation, was used to filter out
the least-performing dispatching rules in the next generations. Kasper
et al. [42] proposed a novel method for production control in high-
variety manufacturing. The method selects the next job based on its
global influence in terms of multiple objectives. This differs from the
traditional dispatching rules that consider hierarchical methods for
order release and simple priority rules for order dispatching. Wang
et al. [43] presented a new approach to tackle dynamic job shop
scheduling problems with minimal assumptions and high uncertainty;
they combined data-driven simulation, machine learning, and evolu-
tionary algorithm to create new dispatching rules. The authors also
tested the use of XGBoost, instead of the Total Work Content (TWK)
rule, to predict job due dates online.

Dispatching rules are frequently used for dynamic scheduling fo-
cusing for single-objective optimization. Multiple objective problems
are time- and resource-intensive. Ðurasević et al. [44] proposed a
new way of combining multiple dispatching rules into groups to han-
dle multiple objective problems more efficiently. They use a simple
ensemble construction method to make these groups and test them
on different multiple objective problems. They compare them with
dispatching rules made by non-dominated sorting genetic algorithms
and showed that their approach outperformed dispatching rules with
standard multiple-objective algorithms. Ðurasević et al. [45] proposed
to use ensembles of dispatching rules to improve the performance in
complex cases where a solo dispatching rule may not be suffice for well-
informed production planning decisions. They introduced a novel way
of ensembling different dispatching methods for dynamic scheduling,
showing that the combination method improves scheduling outcomes.
Gui et al. [46] developed a deep reinforcement learning approach
for dynamic flexible job-shop scheduling (DFJSP) with a composite
scheduling action; they proposed a composite approach that allows
for combining several dispatching rules, a continuous and flexible
rule space, and weight adjustment. A reward function based on mean
tardiness was defined to guide the learning process.

Most recently, Xiong et al. [47] studied a dynamic single-machine
scheduling problem with predicted arriving jobs where some jobs have
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known or predictable release times. They proposed six weighted dis-
patching rules and two improved heuristics based on the so-called
Decision Theory-Tactically Delayed approach. Ghaedy-Heidary et al.
[48] proposed a mathematical model for a Stochastic Flexible Job-Shop
Scheduling Problem and linked it with a simulation tool that mimic the
photolithography process in the semiconductor industry context. The
simulation tool generates an initial schedule using the LWR rule, which
is to be improved using a customized genetic algorithm.

These studies are predominantly concerned with improving the
performance of ATCs using advanced computational techniques, like
machine learning. We think that there still is room for improving ATCs
from a theoretical perspective. The next subsection reviews ATCs for
identical and unrelated parallel machine scheduling, which consitute
the most relevant research works.

2.3. Relevant studies

The identical parallel machine scheduling is NP-hard in the strong
sense [49]. Park et al. [50] were the first to use APC with setups
as a heuristic rule for minimizing total weighted tardiness. Pfund
et al. [12] investigated identical parallel-machine scheduling consider-
ing sequence-dependent setup and ready times using ATC with setups.
Eom et al. [51] applied the same variant of the ATC rule for a gen-
eral parallel processing problem with sequence-dependent family setup
times. Parallel batch processing problem considering incompatible job
families and unequal ready times was studied by Mönch et al. [52].
Li et al. [53] extended the parallel batch processing by considering
dynamic job arrivals and SDSTs in addition to incompatible job families
and developed the batched variant of ATC to minimize makespan
and total weighted tardiness. Tseng et al. [54] adjusted the ATC dis-
patching rule with setups considering minimum completion time for
optimizing parallel machines. Driessel and Mönch [55] considered the
basic ATC as a benchmark for evaluating variable neighborhood search
approaches for scheduling identical parallel machines with sequence-
dependent setups, precedence, and ready time constraints. Lamothe
et al. [56] introduced the calendar constraints in parallel machine
scheduling and used ATC as a benchmark for evaluating their simulated
annealing algorithm. Xi and Jang [14] extended the ATC dispatching
rule to simultaneously account for setup and ready times, testing it for
identical parallel-machine scheduling. Anzanello et al. [57] introduced
the ATC rule with ergonomics factors for minimizing total weighted
tardiness and the allocation of batches with similar complexities to
the same operators in parallel processing settings. Su et al. [58] ex-
tended the basic ATC to allow for flexibility considerations for solving
parallel machine scheduling with eligibility constraints. More recently,
Vimala Rani and Mathirajan [59] used the batched ATC approach for
evaluating dynamic scheduling problems in identical parallel machine
settings considering various optimization objectives.

In unrelated parallel machine studies, independent jobs must be
scheduled in parallel, but not necessarily identical machines; polyno-
mial time approximation algorithms have been developed for special
cases of makespan minimization [60], ordered and nested machine sets
[61], among other examples, where the problem becomes tractable by
restricting some of their parameters [62]. Logendran and Subur [11]
were the first to use the basic ATC for scheduling considering the job-
splitting feature. Chen [63] used the ATC with setups for scheduling
unrelated parallel machines with SDSTs and due date constraints. ATC
was also considered a benchmark for comparing various dispatching
rules for scheduling unrelated parallel machines with due and release
dates [64]. Bektur and Saraç [16] employed ATC with setups for
scheduling unrelated parallel machines with SDSTs, machine eligibility
restrictions, and the use of a common server. Most recently, Jaklinović
et al. [65] proposed a genetic programming approach for constructing
adjustable and problem-specific dispatching rules and showed that
the automatically generated rules perform better than the general
dispatching rules like ATC.
4

Fig. 1. An illustration of the separable (a) and continuous (b) setup formations.

Overall, the ATC dispatching rule has been extended considering
different features and methods. All these studies applied the idea
of minimizing delays with a single-machine scheduling outlook. We
believe that dispatching jobs on parallel machines requires a more com-
prehensive and system-oriented outlook; something that is dismissed in
the scheduling literature. The next section elaborates on the proposed
dispatching method.

3. Proposed method

3.1. Problem definition

To formalize the problem, let us assume that m parallel machines
are to process n independent jobs. The parallel machines are either
identical or unrelated. The machines differ with respect to machine
ready time 𝑡𝑚, job ready time 𝑟𝑗 , job processing time 𝑝𝑗 , due date 𝑑𝑗 , and
weight of job tardiness penalty 𝑤𝑗 . The objective is to dispatch the jobs
such that a schedule with the minimal weighted total tardiness (i.e.,Min
∑𝑛

𝑗=1 𝑤𝑗𝑇𝑗) is achieved. In this definition, 𝑇𝑗 is the job tardiness and can
be obtained by 𝑀𝑎𝑥

(

0, 𝐶𝑗 − 𝑑𝑗
)

and 𝐶𝑗 specifies the completion time.
It is assumed that machines can only process one job at a time, and
thus have no preemption. Besides, jobs are inseparable and the whole
system is stable with no machine malfunction.

Since jobs with different attributes are processed consecutively, a
setup time must be considered for changing/feeding materials and/or
cleaning/maintaining the machine. That is, after the completion of the
previous job (j), preparations are required to be able to process the
following job (i); this is denoted by 𝑠𝑖𝑗 . Xi and Jang [14] suggested
that setup time can be divided into separable and continuous variants
where the operation takes place before and after the arrival of jobs at
the production system, respectively, as shown in Fig. 1. Setup can be
predominantly activated before the arrival of the following job; hence,
separable SDST is generally adopted. The application of continuous
SDST is limited to a few application areas, such as metal processing,
where metals must be preprocessed using hot stamping that must
be implemented only after the arrival of the job to the respective
production stage. Considering the limited application of continuous
setup time, separable SDST is considered in the present study.

3.2. Modeling components

The proposed dispatching rule is composed of the components
shown in the dispatching aggregate function, Eq. (2). Terms A and B
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refer to the WSPT rule and the LS rule, respectively. These two rules
are the foundational components of the ATC dispatching rule. Terms C
and D refer to the SST and SRT rules. These two rules can be added
depending on job characteristics. Like other ATC-based dispatching
methods, our method is developed around analyzing and modifying the
dispatching elements and parameters (i.e., 𝑘1, 𝑘2, and 𝑘3).

Index = A(WSPT) × B((𝐿𝑆 𝑛𝑢𝑚𝑒𝑟𝑎𝑡𝑜𝑟)∕(𝐿𝑆 𝑑𝑒𝑛𝑜𝑚𝑖𝑛𝑖𝑎𝑡𝑜𝑟)) × C
((𝑆𝑆𝑇 𝑛𝑢𝑚𝑒𝑟𝑎𝑡𝑜𝑟)∕(𝑆𝑆𝑇 𝑑𝑒𝑛𝑜𝑚𝑖𝑛𝑖𝑎𝑡𝑜𝑟)) × D((𝑆𝑅𝑇 𝑛𝑢𝑚𝑒𝑟𝑎𝑡𝑜𝑟)∕

(𝑆𝑅𝑇 𝑑𝑒𝑛𝑜𝑚𝑖𝑛𝑖𝑎𝑡𝑜𝑟))
(2)

This composition operates as follows. In cases of having a tight due
date, 𝑘1 should be set at its maximum value. In this situation, and
considering the dispatching aggregate function, the natural exponential
of B(LS) becomes 1, hence, the dispatching rule depends on A(WSPT).
Consequently, the rule selects jobs with higher weights and shorter
processing times at a higher priority to reduce the loss incurred from
late deliveries. Alternatively, when the due date is relatively loose,
with no overdue jobs, 𝑘1 can be set to a minimum value. Therefore,
the natural exponential of B(LS) becomes very small, and the value
of the aggregation equation decreases accordingly. In this case, the
dispatching system discourages the priority processing of jobs with
longer slack time to lower the possibility of scheduling delays using
the LS rule. In situations with long setup times, i.e., having highly
diverse products/orders, 𝑘2 should be set to a smaller value. A smaller
exponential of C(SST) results in a smaller value of the aggregation
equation, meaning that the dispatching system discourages the priority
processing of jobs with an overly long setup time. In circumstances
when jobs are not yet ready while the machines are already available,
the exponential of the relation between the job ready time and the
machine ready time becomes smaller when 𝑘3 in D(SRT) is set to a
smaller value. In this situation, the overall dispatching value decreases,
indicating that the dispatching system tends to postpone the processing
time of later-arriving jobs to avoid unnecessary machine idleness.

This study employs the grid approach to analyze the impact of
dispatching parameters. The method has been widely applied in the
optimization context. For example, Pfund et al. [12] applied the grid
approach using regression analysis based on the k-value range proposed
by Lee et al. [10]. On this basis, they considered a total of 22 𝑘1× 11 𝑘2×
13 𝑘3 = 3146 combinations to account for the minimal required partial
k-value settings and solved the instances to find the best alternative. Xi
and Jang [14] analyzed the same experimental factors by generating
5103 random instances and solved them. The results revealed that
on average, 75% of the k values used for the optimal solution fell
within the sets generated by the grid approach, confirming that the
grid approach is comprehensive and quite effective for determining the
dispatching parameters.

In addition to the k values, the effectiveness of the dispatching
rule is influenced by the combinations of the WSPT, LS, SST, and SRT
functions considering the inherent differences. These functions are now
discussed to determine the best configuration based on experimental
analysis presented in the next section.

3.2.1. Analysis of WSPT
The basic WSPT is encapsulated in 𝑤𝑗∕𝑝𝑗 , which becomes 𝑤𝑗∕(𝑝𝑗 +

𝑆𝑖𝑗 ) in the presence of setup term. Under the condition of differing job
ready times and a separable SDST, preparations can be made prior to
the arrival of jobs, although the machines may still be in an idle state
after preparations are completed. Hence, the shortest completion time
of the current job, j, can be calculated by 𝑝𝑗 + 𝑚𝑎𝑥(𝑠𝑖𝑗 , 𝑟𝑗 − 𝑡), where
𝑟𝑗 − 𝑡 specifies the machine idle time before the arrival of jobs at the
production system. Therefore, it is reasonable to regard the machine
idle time as part of the job processing time. A similar argument is by
Xi and Jang [15], where 𝑤𝑗∕(𝑝𝑗 + 𝑚𝑎𝑥(𝑆𝑖𝑗 , 𝑟𝑗 − 𝑡)) is considered for
constituting the WSPT.
5

3.2.2. Analysis of the LS numerator
The numerator of the LS exponential function can be in the follow-

ing forms:

i. −𝑚𝑎𝑥
(

𝑑𝑗 − 𝑝𝑗 − 𝑡, 0
)

. This is the most basic form for calculating
the least slack time. In this form, jobs with looser due dates
are postponed and jobs with tighter due dates are assigned a
greater value and are thus processed at greater priority. Notably,
the setup time 𝑠𝑖𝑗 is not incorporated in this formation. Several
studies have applied this form in calculations, including the
recent ATC dispatching study conducted by Xi and Jang [15].

ii. −𝑚𝑎𝑥
(

𝑑𝑗 − 𝑝𝑗 − 𝑠𝑖𝑗 − 𝑡, 0
)

. This form incorporates SDSTs into the
calculation of the least slack time. Compared with the preceding
form, this numerator term yields a more precise estimate of the
slack time, which enables factory managers to utilize produc-
tion capacity more effectively and reduce unnecessary machine
idleness.

iii. −𝑚𝑎𝑥
(

𝑑𝑗 − 𝑝𝑗 − max(𝑟𝑗 , 𝑡), 0
)

. This form is formulated to calcu-
late the least slack time when jobs have differing ready times and
when the machine’s idleness prior to the arrival of jobs must be
considered. For this purpose, the earliest available job processing
time can be obtained using 𝑚𝑎𝑥(𝑟𝑗 , 𝑡). In terms of job ready time,
the least slack times are −𝑚𝑎𝑥(𝑑𝑗−𝑝𝑗−𝑡, 0) and −𝑚𝑎𝑥(𝑑𝑗−𝑝𝑗−𝑟𝑗 , 0)
when jobs arrive at the production system before and after the
machine ready time, respectively.

iv. −𝑚𝑎𝑥
(

𝑑𝑗 − 𝑝𝑗 − max(𝑟𝑗 , 𝑡 + 𝑠𝑖𝑗 ), 0
)

. When jobs have a separable
SDST in between and have differing ready times, the earliest
machine ready time is 𝑚𝑎𝑥(𝑟𝑗, 𝑡 + 𝑠𝑖𝑗 ). In this situation, the
minimal slack times are −𝑚𝑎𝑥(𝑑𝑗 − 𝑝𝑗 − 𝑟𝑗 , 0) and −𝑚𝑎𝑥(𝑑𝑗 − 𝑝𝑗 −
𝑡 − 𝑠𝑖𝑗 , 0) when preparations are completed before and after the
jobs arrive, respectively.

3.2.3. Analysis of LS denominator
To make a balance between the components of the LS exponential

function, the existing studies divided the denominator by the mean
processing time 𝑝 of the current pending jobs. However, when the value
f the setup time 𝑠𝑖𝑗 is too large, restricting 𝑝 solely to the LS items is

likely to weaken the LS rule. To address this issue, the denominator is
set to 𝑘1(𝑝+𝑠). The use of variable mean processing time 𝑝 and variable
mean setup time 𝑠 helps ensure that every time a job is scheduled,
recalculations are required due to the change in the remaining number
of pending jobs.

Applying this setting, the current machine ready time t constantly
hanges, and variations in 𝑝 and 𝑠 also affect dispatch calculations.

Considering that denominator restrictions may impact the preciseness
of the calculations of the numerators, we propose a method based on
the mean processing time 𝑝𝑓𝑖𝑥𝑒𝑑 and the mean setup time 𝑠𝑓𝑖𝑥𝑒𝑑 of all
initial jobs to reduce the interference of denominator parameters. The
developed dispatching rule, therefore, only accounts for the current
machine ready time t, and the rule schedules priority jobs based on
the numerator. Furthermore, we multiplied 𝑝𝑓𝑖𝑥𝑒𝑑 by 𝛼1 to estimate the
influence of the mean processing time 𝑝𝑓𝑖𝑥𝑒𝑑 on the solution quality.
The LS denominator is, therefore, written as 𝑘1(𝛼1 ∗ 𝑝𝑓𝑖𝑥𝑒𝑑 + 𝑠𝑓𝑖𝑥𝑒𝑑).

Concerning the C(SST) term in the dispatching rule, although SDST
is already considered in the WSPT and LS functions, it is suggested
that treating the setup time factor as a separate item can significantly
reduce total tardiness during production. The numerator of the SST
exponential function is 𝑚𝑎𝑥(𝑠𝑖𝑗 ), hence, jobs with a greater negative
value, i.e., a longer setup time, are postponed. The denominator 𝑘2(𝑠)
regulates the level of influence that the SST term has on the dispatching
rule. For a similar reason explained in function (B) and to reduce the
interference of time parameter variability, we propose to apply the
initial setup time 𝑠 for calculation and 𝑘 (𝑠 ) for examination.
𝑓𝑖𝑥𝑒𝑑 2 𝑓𝑖𝑥𝑒𝑑
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3.2.4. Analysis of SRT
The basic SRT function in the dispatching rule is mostly used

for static scheduling in production environments with sufficient raw
materials. In actual situations, jobs have different ready times due to
inconsistent logistics schedules for a variety of raw material providers
or due to the implementation of quality inspections prior to material
feeding. Actual production capacity and job scheduling accuracy may
decrease if these considerations are not included in the analysis. To
address this point, recent studies have expressed machine idle time and
the SRT term as 𝑟𝑗 − 𝑡 and 𝑚𝑎𝑥(𝑟𝑗 − 𝑡, 0), respectively; this represents
the case when machines are available, but jobs are not yet ready.
Jobs with later ready times result in an increase in the machine’s idle
time and should thus be postponed to avoid unnecessary idleness. The
denominator 𝑘3(𝑝) is used to regulate the level of influence that the SRT
term has on the dispatching rule.

Considering that setup operations can proceed before jobs are ready,
machine idle time can be updated to 𝑟𝑗 −𝑠𝑖𝑗 − 𝑡, hence, the SRT function
can thereby verify whether jobs are yet to arrive at the production
system when setups are complete. For this purpose, 𝑚𝑎𝑥(𝑟𝑗 − 𝑠𝑖𝑗 − 𝑡, 0)
s used to measure machine idleness more precisely. When the setup
ime is too long, restricting 𝑘3

(

𝑝
)

to SRT may be ineffective. Hence,
we propose to incorporate 𝑘1(𝑝+𝑠). Given that denominator ranges
may impact the preciseness of calculating the numerators, we applied
the mean processing time obtained by all initial jobs 𝑝𝑓𝑖𝑥𝑒𝑑 and the
mean setup time 𝑠𝑓𝑖𝑥𝑒𝑑 as the basis to reduce the interference of the
enominator parameter. By doing so, one can only consider the current
vailable processing time t and schedule the current priority jobs using
he numerator. The SRT function uses different denominator restric-
ions than that of LS to test for possible solutions while developing
dditional solution combinations. Finally, 𝑝𝑓𝑖𝑥𝑒𝑑 is multiplied by 𝛼2 to

evaluate the level of influence that 𝑝𝑓𝑖𝑥𝑒𝑑 has on the dispatching rule;
his item is formulated as 𝑘3(𝛼2 ∗ 𝑝𝑓𝑖𝑥𝑒𝑑 + 𝑠𝑓𝑖𝑥𝑒𝑑).

.3. Computational steps of the dispatching rule

Two approaches for machine selection in unrelated parallel ma-
hines are proposed.

The first approach is ATC considering full utilization of the ma-
hine capacity and its optimal completion time. Chen [63] proposed

dispatching rule for a full utilization of the machine’s capacity.
ur study builds on this method and extends it to solving unrelated
arallel-machine scheduling. In the mechanism used in the earlier
arallel-machine studies, the job does not necessarily have to be pro-
essed by the earliest available machine. In this definition, if the earliest
achine is not the best choice for a current job, it is best to leave

he current machine idle and dispatch the job to the machine with the
ighest efficiency to achieve the shortest completion time. The process
s shown in the following steps.

tep 1. Set the initial problem parameters, i.e., the number of machines,
he number of jobs, the time point at which the machines can be
rocessed, the processing time of jobs, the SDSTs, job arrival time, the
ue date, and the tardiness penalties.

tep 2. Identify the earliest machine that can be activated at present.
or this purpose, the remaining jobs are first evaluated using the
roposed ATC dispatching rule. The job with the largest indicator
alue is then re-evaluated on every machine. Finally, the job is sched-
led on the machine with the shortest completion time; that is, 𝑀𝑖𝑛
𝑀𝑎𝑥

(

𝑟𝑗 , 𝑡𝑚 + 𝑠𝑚𝑖𝑗
)

+ 𝑝𝑚𝑗
)

, 𝑚 = 1,… ,𝑀 .

Step 3. Update the average remaining time, setup time, and the ma-
chine ready time. Repeat steps 2∼3 for the remaining unscheduled jobs
until all jobs are scheduled.

Step 4. Calculate the total weighted tardiness time and store the target
value.

Step 5. Repeat steps 1∼5 and apply the Grid Approach as a basis for
the stopping condition. Report the best target value.
6

The second approach is ATC considering different machine ready
imes and its optimal completion time. The existing literature considers
he full usage of the machine capacity and the time of the earliest
vailable machine, t, as the time reference point of the ATC dispatching
ule for solving unrelated parallel machines. For example, in the ATCS
ispatching rule below,

𝑗 (𝑡, 𝑙) =
𝑤𝑗

𝑝𝑗
𝑒𝑥𝑝

(

−
(𝑚𝑎𝑥

(

𝑑𝑗 − 𝑝𝑗 − 𝑡
)

, 0)
(

𝑘1
)

𝑝

)

𝑒𝑥𝑝

(

−
𝑆𝑖𝑗

(

𝑘2
)

𝑠

)

the approach is limited in that the job should only be dispatched to the
earliest available machine. Considering other machines’ ready time as
the time reference point in the ATC dispatch calculation may enable
a more effective job processing. We suggest that the ATC dispatching
rules should be modified considering different machine ready times.

Taking ATCS as the example, the new dispatching rule should be
updated by including the time point at which each of the machines
can process the job; that is, the ready time of each machine (𝑡𝑚, 𝑚 =
1, … , 𝑀). The alternative formulation is

𝑗 (𝑡𝑚, 𝑙) =
𝑤𝑗

𝑝𝑚𝑗
𝑒𝑥𝑝

(

−
(𝑚𝑎𝑥

(

𝑑𝑗 − 𝑝𝑚𝑗 − 𝑡𝑚
)

, 0)
(

𝑘1
)

𝑝

)

𝑒𝑥𝑝

(

−
𝑆𝑚𝑖𝑗
(

𝑘2
)

𝑠

)

This rule determines the processing priority of the job more ac-
urately and calculates the weighted tardiness of the same job in
ifferent machines. The main idea is that the job with the largest
ndicator value calculated by the ATC dispatching rule is re-measured
n every machine, and the machine with the shortest completion time
s selected. The computational procedure is different in Step 2, which
s: The remaining jobs are evaluated considering time reference points
nd different machine ready times. Next, the job with the largest
ndicator value is re-measured on every machine. Finally, the job is
cheduled on the machine with the shortest completion time. That is,
𝑖𝑛
(

𝑚𝑎𝑥
(

𝑟𝑗 , 𝑡𝑚 + 𝑠𝑚𝑖𝑗
)

+ 𝑝𝑚𝑗
)

, 𝑚 = 1,… ,𝑀 .

4. Numerical experiments

This section analyzes the performance of the developed dispatch-
ing rule comparing it with the ATC with Ready-time and Continuous
Setups (ATCRCS) developed by Xi and Jang [15]. Factor analysis is
first presented to determine the modeling parameters. A combination
analysis of the developed dispatching rule is provided next, followed
by a comparative analysis against the benchmark dispatching method.
The algorithms are coded and compiled using Microsoft Visual Studio
C++ on a PC with an Intel Core i7-6700 (3.4 GHz) processor and 32 GB
of RAM.

4.1. Parameter setting

This study considers the factors suggested by Pfund et al. [12] to ad-
just the model for different parallel machine instances considering the
performance of the dispatching rule. For this purpose, the experimental
factors, order quantity factor (𝜇), lead time factor (𝜂), delivery time
factor (𝜏), delivery range factor (𝑅), initial order arrival scale factor
(𝐽𝑎), order arrival time factor (𝑟_𝜏) are used to simulate changes in the
job order considering three levels for each factor, i.e., low, medium,
and high. Table 2 lists the experimental factors and their values. Three
levels for each of the six parameters result in a total of 36 = 729
configurations. Given seven distinct and randomly generated instances
under each configuration, 5103 experiments would be required. To
solve the problem of setting the k value, we adopted the Grid Approach
proposed by Pfund et al. [12]. This method is based on the range of k
values proposed by Lee and Pinedo [66]: 𝑘1 = 4.5+𝑅, 𝑓𝑜𝑟 𝑅 ≤ 0.5, 𝑘1 =
−2𝑅, 𝑓𝑜𝑟 𝑅 ≥ 0.5 and 𝑘2 = 𝜏∕(2

√

𝜂), from which 22 𝑘1 values, 11 𝑘2
values, and 13 𝑘3 values were selected, a total of 22 ∗ 11 ∗ 13 = 3146
combinations, increasing the possibility of solving the ATC scheduling
rule. They formed a combination of scaling parameters by selecting one
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Table 2
Factor analysis for determination of the model parameters.

Parameter Levels

Low Medium High

Order quantity (𝜇) 11 19 27
Lead time (𝜂) 0.020 1.010 2.000
Delivery time (𝜏) 0.300 0.600 0.900
Delivery range (𝑅) 0.250 0.630 1.000
Order arrival scale (𝐽𝑎) 0.200 0.500 0.800
Order arrival time (𝑟_𝜏) 1.000 5.500 10.000

value each of k1, k2, and k3 from the list; the findings confirmed that
he Grid Approach improves ATC’s efficiency.

Considering the above experimental factors, the operational pa-
ameters are defined as follows. Given m representing the number of

machines, the number of jobs is equal to 𝑛 = 𝑚 ∗ 𝜇. The job processing
imes, 𝑝𝑗 , are generated randomly using uniform distribution within the
nterval (50, 150) s for both identical and unrelated parallel machine
nstances. On this basis, the processing time parameter (𝑝) for the

identical and unrelated parallel machine settings are, 𝑝 =
∑

𝑗=1∶𝑛 𝑝𝑗∕𝑛
and 𝑝 =

∑

𝑖=1∶𝑚
∑

𝑗=1∶𝑛 𝑝𝑖𝑗∕(𝑚 ∗ 𝑛), respectively. The coefficients of
weighted delays are generated randomly using 𝑈 (1, 10). The setup time
factor amounts to 𝑠 = 𝜂 ∗ 𝑝 based on which the SDSTs are generated
andomly from (0, 2𝑠). The maximum completion time is calculated
ollowing Lee et al. [10], that is 𝐶𝑚𝑎𝑥 = (𝛽.𝑠+𝑝)𝜇, where 𝛽 = 0.4+10∕𝜇2−
𝜂∕7. The delivery time parameter is calculated using 𝑑 = 𝐶𝑚𝑎𝑥(1 − 𝜏),
ased on which the delivery time values are generated randomly with
niform distribution of 𝑈 [(1 − 𝑅) 𝑑, 𝑑] with the probability of 𝜏, and
[𝑑, 𝑑 +

(

𝐶𝑚𝑎𝑥 − 𝑑
)

𝑅] with probability of 1 − 𝜏. Finally, the arrival
ime parameter for the job orders is generated as follows. For identical
arallel machines, with probability of 𝐽𝑎, 𝑟𝜏 = 0 or generated randomly

within [max
(

𝑑𝑗 − 𝑟𝜏 ∗ 𝑝𝑗 , 0
)

, 𝑑𝑗 ] when 1 − 𝐽𝑎. For unrelated parallel
machines, the above values are 𝑟𝜏 = 0 and [max

(

𝑑𝑗 − 𝑟𝜏 ∗ 𝑝𝑗 , 0
)

, 𝑑𝑗 ].
Finally, the arrival times are generated randomly, using 𝑈 (1, 100).

4.2. Analysis of the dispatching combinations and parameters

Operational characteristics such as machine selection, SDST, and
differing job ready times, among other terms listed in Table 3, are used
for numerical analysis. This table shows that when, for example, the
WSPT and SST terms are fixed, the LS numerator gets four situations for
identical parallel machines (𝐵1 − 𝐵4) and unrelated parallel machines
(𝐵1−𝐵4). Likewise, the SRT numerator account for the identical paral-
lel machines (𝐷1−𝐷2) and the unrelated parallel machines (�́�1− �́�2).
inally, 𝐸1 − 𝐸5 denote the respective combinations considering the
S, SST, and SRT denominators. These terms and values are aggregated

sing Eq. (2) to generate an index.
Considering four/two values for the LS/SRT numerators while WSPT

nd SST are fixed, six parameters at three different levels make 729

cenarios; with seven distinct problems under each scenario, a total

7

f 5103 instances has resulted. In the proposed configuration, E5, the
lpha parameters should be calibrated to determine the best dispatch-
ng terms. For this purpose, 𝛼1 and 𝛼2 values are set from low to high

(i.e., 0.1, 0.3, 0.5, and 0.7) to estimate the influence of the mean
processing time changes on the solution quality. Different combina-
tions of 𝛼1 and 𝛼2 in the denominators of the LS and SRT are then
considered. The alternatives for 𝑘1

(

𝛼1.𝑝𝑓𝑖𝑥𝑒𝑑 + 𝑠𝑓𝑖𝑥𝑒𝑑
)

, 𝑘2
(

𝑠𝑓𝑖𝑥𝑒𝑑
)

, and
3
(

𝛼2.𝑝𝑓𝑖𝑥𝑒𝑑 + 𝑠𝑓𝑖𝑥𝑒𝑑
)

, are then compared with respect to the number
of improved solutions; the objective is to reduce the interference of
initial time variability, which is considered as the comparison criterion.
Table 4 summarizes the results.

The analysis of alpha parameters in Table 4 shows that better
solutions were obtained with smaller 𝛼2 and regardless of the changes
to 𝛼1. Overall, the number of best and similar solutions was the greatest
when 𝛼1 and 𝛼2 were equal to 0.3. Finally, 𝛼1 and 𝛼2 are set at 0.3
nd three additional levels below and above the selected thresholds are
onsidered to verify the solution quality, as shown in Table 5.

The analysis shows that when the values of 𝛼1 and 𝛼2 are both 0,
he denominators of LS and SRT excluding the mean processing time
𝑝𝑓𝑖𝑥𝑒𝑑 obtained solutions for all random problems that performed 45
percent worse relative to the comparison criterion. This finding implies
that the 𝑝𝑓𝑖𝑥𝑒𝑑 parameter must be included in the analysis. However,
when 𝛼1 and 𝛼2 are 0.1 and the LS and SRT denominators had a 𝑝𝑓𝑖𝑥𝑒𝑑
that was 0.1 times the mean processing time, the number of improved
solutions obtained was greater than those obtained using the E5 terms.
When 𝛼1 and 𝛼2 ranged from 0.2 to 0.4, the number of improved
olutions gradually increased and when alphas were set to 0.4, the
ost improved and equal-quality solutions were obtained (i.e., about
7 percent of all problems). Finally, with alphas ranging between 0.5
nd 0.6, the number of improved solutions gradually decreased. As a
esult, 𝑘1

(

0.4 ∗ 𝑝𝑓𝑖𝑥𝑒𝑑 + 𝑠𝑓𝑖𝑥𝑒𝑑
)

, 𝑘2
(

𝑠𝑓𝑖𝑥𝑒𝑑
)

, and 𝑘3
(

0.4 ∗ 𝑝𝑓𝑖𝑥𝑒𝑑 + 𝑠𝑓𝑖𝑥𝑒𝑑
)

will be used for the next step of the numerical experiments. Next,
the dispatching combinations are obtained and analyzed separately for
solving identical and unrelated parallel machines considering the same
instances. The results are summarized in Tables 6–7.

The results show that the proposed combination, 𝑘1
(

0.4 ∗ 𝑝𝑓𝑖𝑥𝑒𝑑+
𝑠𝑓𝑖𝑥𝑒𝑑

)

, 𝑘2
(

𝑠𝑓𝑖𝑥𝑒𝑑
)

, and 𝑘3
(

0.4 ∗ 𝑝𝑓𝑖𝑥𝑒𝑑 + 𝑠𝑓𝑖𝑥𝑒𝑑
)

, yielded an average
of approximately 92 and 80 percentages of improved solutions for
identical and unrelated parallel machines, respectively, regardless of
the changes in SRT/LS terms. This finding implies that reducing the in-
terference of time variability significantly improves the performance of
the dispatching rule. On this basis, the optimal dispatching combination
for the identical and unrelated parallel machine scheduling problems
are presented in Eqs. (3), and (4), respectively.

𝐼𝑗 (𝑡, 𝑙) =
𝑤𝑗

𝑝𝑗 + 𝑚𝑎𝑥
(

𝑠𝑖𝑗 , 𝑟𝑗 − 𝑡
) 𝑒𝑥𝑝

(

−
max(𝑑𝑗 − 𝑝𝑗 − 𝑠𝑖𝑗 − 𝑡, 0)

(

𝑘1
) (

0.4 ∗ 𝑝𝑓𝑖𝑥𝑒𝑑 + 𝑠𝑓𝑖𝑥𝑒𝑑
)

)

𝑒𝑥𝑝

(

−
max(𝑠𝑖𝑗 )

( )

)

𝑒𝑥𝑝

(

−
𝑚𝑎𝑥

(

𝑟𝑖 − 𝑡, 0
)

( )

)

(3)

𝑘2 𝑠𝑓𝑖𝑥𝑒𝑑 𝑘3 (0.4 ∗ 𝑝𝑓𝑖𝑥𝑒𝑑 + 𝑠𝑓𝑖𝑥𝑒𝑑 )
Table 3
Terms and combinations in the dispatching rule.

WSPT

Identical 𝐴1
𝑤𝑗

𝑝𝑗+𝑚𝑎𝑥(𝑠𝑖𝑗 , 𝑟𝑗−𝑡)

Unrelated 𝐴1
𝑤𝑗

𝑝𝑚𝑗+𝑚𝑎𝑥(𝑠𝑚𝑖𝑗 , 𝑟𝑗−𝑡)

LS

Numerator Identical 𝐵1 max (𝑑𝑗 − 𝑝𝑗 − 𝑡, 0) 𝐵2 max (𝑑𝑗 − 𝑝𝑗 − 𝑠𝑖𝑗 − 𝑡, 0) 𝐵3 max (𝑑𝑗 − 𝑝𝑗 − 𝑚𝑎𝑥(𝑟𝑗 , 𝑡), 0) 𝐵4 max (𝑑𝑗 − 𝑝𝑗 − 𝑚𝑎𝑥(𝑟𝑗, 𝑡 + 𝑠𝑖𝑗 ), 0)
Unrelated 𝐵1 max (𝑑𝑗 − 𝑝𝑚𝑗 − 𝑡, 0) 𝐵2 max (𝑑𝑗 − 𝑝𝑚𝑗 − 𝑠𝑚𝑖𝑗 − 𝑡, 0) 𝐵3 max (𝑑𝑗 − 𝑝𝑚𝑗 − 𝑚𝑎𝑥(𝑟𝑗 , 𝑡), 0) 𝐵4 max (𝑑𝑗 − 𝑝𝑚𝑗 − 𝑚𝑎𝑥(𝑟𝑗, 𝑡 + 𝑠𝑚𝑖𝑗 ), 0)

Denominator Identical E1 𝑘1
(

𝑝
)

E2 𝑘1
(

𝑝
)

E3 𝑘1
(

𝑝 + 𝑠
)

E4 𝑘1
(

𝑝 + 𝑠
)

E5 𝑘1
(

𝛼1 .𝑝𝑓 𝑖𝑥𝑒𝑑 + 𝑠𝑓𝑖𝑥𝑒𝑑
)

Unrelated

SST

Numerator Identical 𝐶1 max (𝑠𝑖𝑗 )
Unrelated 𝐶1 max (𝑠𝑚𝑖𝑗 )

Denominator Identical E1 𝑘2
(

𝑠
)

E2 𝑘2
(

𝑠
)

E3 𝑘2
(

𝑠
)

E4 𝑘2
(

𝑠
)

E5 𝑘2
(

𝑠𝑓𝑖𝑥𝑒𝑑
)

Unrelated

SRT

Numerator Identical D1 max (𝑟𝑗 − 𝑡, 0) D2 max (𝑟𝑗 − 𝑠𝑖𝑗 − 𝑡, 0)
Unrelated �́�1 max (𝑟𝑗 − 𝑡, 0) �́�2 max (𝑟𝑗 − 𝑠𝑚𝑖𝑗 − 𝑡, 0)

Denominator Identical E1 𝑘3
(

𝑝
)

E2 𝑘3
(

𝑝 + 𝑠
)

E3 𝑘3
(

𝑝
)

E4 𝑘3
(

𝑝 + 𝑠
)

E5 𝑘3
(

𝛼2 .𝑝𝑓 𝑖𝑥𝑒𝑑 + 𝑠𝑓𝑖𝑥𝑒𝑑
)

Unrelated
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Table 4
Analyses of E5 parameters 𝛼1 and 𝛼2.

𝛼1 𝛼2 Improved solutions Similar solutions Inferior solutions

Frequency Percentage Frequency Percentage Frequency Percentage

0.1 0.1 1856 36.3 1499 29.3 1748 34.2
0.1 0.3 1828 35.8 1563 30.6 1712 33.5
0.1 0.5 1777 34.8 1556 30.4 1770 34.6
0.1 0.7 1727 33.8 1630 31.9 1746 34.2
0.3 0.1 2010 39.3 1722 33.7 1371 26.8
0.3 0.3 2016 39.5 1809 35.4 1278 25.0
0.3 0.5 1975 38.7 1828 35.8 1300 25.4
0.3 0.7 1885 36.9 1900 37.2 1318 25.8
0.5 0.1 1974 38.6 1859 36.4 1278 25.0
0.5 0.3 1946 38.1 1969 38.5 1188 23.2
0.5 0.5 1875 36.7 1966 38.5 1262 24.7
0.5 0.7 1779 34.8 2092 40.9 1232 24.1
0.7 0.1 1951 38.2 1832 35.9 1320 25.8
0.7 0.3 1915 37.5 1952 38.2 1236 24.2
0.7 0.5 1844 36.1 1951 38.2 1308 25.6
0.7 0.7 1744 34.1 2054 40.2 1305 25.5
Table 5
Initial calibration of alpha parameters.

𝛼1 𝛼2 Improved solutions Similar solutions Inferior solutions

Frequency Percentage Frequency Percentage Frequency Percentage

0.0 0.0 1275 25 1545 30 2283 45
0.1 0.1 1856 36 1499 29 1748 35
0.2 0.2 2016 40 1809 35 1278 25
0.3 0.3 2016 40 1809 35 1278 25
0.4 0.4 2016 40 1907 37 1212 23
0.5 0.5 1875 37 1966 39 1262 24
0.6 0.6 1851 36 1967 39 1285 25
Table 6
Analysis of the dispatching combinations for identical parallel machines.

Combination Solutions
(Percentage)

𝑟𝑗 − 𝑡 𝑟𝑗 − 𝑠𝑖𝑗 − 𝑡

𝑑𝑗 − 𝑝𝑗 −
𝑚𝑎𝑥(𝑟𝑗 , 𝑡)

𝑑𝑗 − 𝑝𝑗 −
𝑚𝑎𝑥(𝑟𝑗 , 𝑡+ 𝑠𝑖𝑗 )

𝑑𝑗 − 𝑝𝑗 − 𝑡 𝑑𝑗−𝑝𝑗−𝑠𝑖𝑗−𝑡 𝑑𝑗 − 𝑝𝑗 −
𝑚𝑎𝑥(𝑟𝑗 , 𝑡)

𝑑𝑗 − 𝑝𝑗 −
𝑚𝑎𝑥(𝑟𝑗 , 𝑡+ 𝑠𝑖𝑗 )

𝑑𝑗 − 𝑝𝑗 − 𝑡 𝑑𝑗−𝑝𝑗−𝑠𝑖𝑗−𝑡

E1 Improved
Similar
Inferior

0
100
0

29.6
34.8
35.7

7.7
85.4
6.9

31.1
32.7
36.2

24.0
31.1
44.9

30.2
17.1
52.7

25.2
31.3
43.5

30.7
16.4
52.9

E2 Improved
Similar
Inferior

17.5
65.5
17.0

32.7
29.4
38.0

18.6
64.5
17.0

33.3
28.7
38.0

24.8
29.9
45.3

31.3
16.5
52.1

25.5
30.8
43.7

31.6
16.1
52.3

E3 Improved
Similar
Inferior

32.2
46.1
21.7

41.5
24.7
33.8

34.6
41.7
23.7

42.1
23.7
34.2

37.9
20.4
41.7

40.4
13.6
46.0

39.0
20.5
40.5

40.5
13.2
46.3

E4 Improved
Similar
Inferior

37.4
36.3
26.3

43.5
21.9
34.6

38.5
35.5
26.0

44.2
21.3
34.5

38.5
19.9
41.6

40.7
13.3
46.0

39.5
20.1
40.3

41.0
13.0
46.1

E5 Improved
Similar
Inferior

91.8
0.0
8.2

91.7
0.0
8.3

91.8
0.0
8.2

91.8
0.0
8.2

91.8
0.0
8.2

91.7
0.0
8.3

91.8
0.0
8.2

91.8
0.0
8.2
𝐼𝑗 (𝑡𝑚, 𝑙) =
𝑤𝑗

𝑝𝑚𝑗 + 𝑚𝑎𝑥
(

𝑠𝑚𝑖𝑗 , 𝑟𝑗 − 𝑡𝑚
)

× 𝑒𝑥𝑝

(

−
max(𝑑𝑗 − 𝑝𝑚𝑗 − 𝑠𝑖𝑗 − 𝑡𝑚, 0)
(

𝑘1
) (

0.4 ∗ 𝑝𝑓𝑖𝑥𝑒𝑑 + 𝑠𝑓𝑖𝑥𝑒𝑑
)

)

𝑒𝑥𝑝

(

−
𝑠𝑚𝑖𝑗

(

𝑘2
)

𝑠𝑓𝑖𝑥𝑒𝑑

)

𝑒𝑥𝑝

(

−
𝑚𝑎𝑥

(

𝑟𝑖 − 𝑡𝑚, 0
)

(

𝑘3
)

(0.4 ∗ 𝑝𝑓𝑖𝑥𝑒𝑑 + 𝑠𝑓𝑖𝑥𝑒𝑑 )

)

(4)
8

4.3. Comparative analysis

The Proposed ATC vs. ATCRSS. The dispatching rule developed for
identical parallel machines (Eq. (3)) is first compared with the ATCRSS
method developed by Xi and Jang [15]. In the comparative analysis,
the job number (𝜇 = 𝑛∕𝑀), setup (𝜂 = 𝑠∕𝑝), due date (𝜏 = 1− 𝑑∕𝐶_𝑚𝑎𝑥),
due date range (𝑅 = ((𝑑_𝑚𝑎𝑥−𝑑_𝑚𝑖𝑛))∕𝐶_𝑚𝑎𝑥), the ratio of initial ready
jobs (𝐽 = initial number of ready jobs at time 0/ total number of jobs),
𝑎
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Table 7
Analysis of the dispatching combinations for unrelated parallel machines.

Combination Solutions
(Percentage)

𝑟𝑗 − 𝑡 𝑟𝑗 − 𝑠𝑖𝑗 − 𝑡

𝑑𝑗 − 𝑝𝑗 −
𝑚𝑎𝑥(𝑟𝑗 , 𝑡)

𝑑𝑗 − 𝑝𝑗 −
𝑚𝑎𝑥(𝑟𝑗 , 𝑡+ 𝑠𝑖𝑗 )

𝑑𝑗 − 𝑝𝑗 − 𝑡 𝑑𝑗−𝑝𝑗−𝑠𝑖𝑗−𝑡 𝑑𝑗 − 𝑝𝑗 −
𝑚𝑎𝑥(𝑟𝑗 , 𝑡)

𝑑𝑗 − 𝑝𝑗 −
𝑚𝑎𝑥(𝑟𝑗 , 𝑡+ 𝑠𝑖𝑗 )

𝑑𝑗 − 𝑝𝑗 − 𝑡 𝑑𝑗−𝑝𝑗−𝑠𝑖𝑗−𝑡

E1 Improved
Similar
Inferior

0
100
0

31.4
36.3
32.3

6.4
35.9
7.7

31.8
34.9
33.0

21.9
30.3
47.9

29.0
17.7
53.3

20.9
31.8
47.3

28.7
17.8
53.6

E2 Improved
Similar
Inferior

17.2
69.1
13.7

34.2
33.0
32.8

16.3
69.8
13.9

34.2
32.5
33.3

22.6
35.6
41.7

30.1
21.2
48.6

22.1
36.9
41.1

29.8
21.1
49.0

E3 Improved
Similar
Inferior

35.4
44.2
20.4

44.5
24.4
31.1

37.0
40.7
22.3

45.0
23.8
31.2

39.6
23.6
36.7

42.3
17.3
40.4

39.5
24.1
36.0

42.0
17.0
41.0

E4 Improved
Similar
Inferior

40.5
36.4
23.1

46.5
22.8
30.7

40.0
36.5
23.5

46.7
22.6
30.7

40.5
23.1
36.4

43.1
17.1
39.8

40.0
23.8
36.2

42.8
17.0
40.3

E5 Improved
Similar
Inferior

80.7
0.0
19.3

80.6
0.0
19.4

80.5
0.0
19.5

80.3
0.0
19.7

80.2
0.0
19.8

80.1
0.0
19.9

80.1
0.0
19.9

79.9
0.0
20.1
Table 8
Comparative analysis of the scheduling of identical parallel machines.

Factor Level Frequency

Improved Similar Inferior

𝜇 Low (11)
Moderate (19)
High (27)

1655
1689
1698

0
0
0

46
12
3

𝜂 Low (0.2)
Moderate (1.0)
High (2.0)

1672
1688
1677

0
0
0

29
13
24

𝜏 Low (0.3)
Moderate (0.6)
High (0.9)

1701
1698
1650

0
0
0

0
3
51

R Low (0.25)
Moderate (0.63)
High (1.0)

1686
1685
1688

0
0
0

15
16
13

𝐽𝑎 Low (0.2)
Moderate (0.5)
High (0.8)

1687
1688
1684

0
0
0

14
13
17

𝑟𝜏 Low (1.0)
Moderate (5.5)
High (10.0)

1687
1680
1684

0
0
0

14
21
17

and the ready time factor (𝑟𝜏 ) are considered separately. We controlled
o more than one parameter at a time, and a total of 1701 problems
ere randomly generated by the seven sets of random problems in each
f the 35 = 243 scenarios for the comparative analysis. The results are

presented in Table 8.
Results show that the vast majority of solutions for small-, medium,

and large-scale instances are improved, and the superiority becomes
even more evident for larger problems. The same conclusion is true
for the rest of the parameters, that is, the developed dispatching rule
performs better than the baseline regardless of the parameters and
the associated levels. Analyzing the solutions considering the tightness
between mean job due dates and total completion time, we observed
that when 𝜏 approached 1, the due date was very tight because the com-
letion time was greater than the due date while with 𝜏 approaching 0,

the due date became relatively loose. Considering the relation between
the due date range and total completion time, when R approached 0,
the due dates of jobs were close to each other; otherwise, they were
relatively scattered. Besides, in instances with Ja closer to 0, machines

had a higher probability of being idle because most jobs were not ready

9

at the production system when the machine was ready. Finally, with
a decrease in 𝑟𝜏 , the probabilities of machine idleness and scheduling
tardiness increased because job ready times tended to approach the
corresponding due dates. As a final step, the overall effectiveness of
the proposed dispatching rule over the 5103 random test instances
is calculated. Considering the tardiness deviation value calculated by
𝑃𝑟𝑜𝑝𝑜𝑠𝑒𝑑 𝐴𝑇𝐶−𝐴𝑇𝐶𝑅𝑆𝑆∕𝑃𝑟𝑜𝑝𝑜𝑠𝑒𝑑 𝐴𝑇𝐶 × 100%, the total weighted
tardiness is reduced by approximately 14 percent (on average).

The Proposed ATC in Unrelated Parallel-Machine Scheduling. As a
final step to the numerical analysis, the developed dispatching rule
(method 2), which uses different machine ready times as a criterion
for sorting orders, is compared with method 1 (where the earliest ma-
chine ready time is considered as the indicator) for unrelated parallel
machines. It can be seen in Table 9 that method 2 proposed in this study
performs significantly better than method 1. Among the 5103 random
questions generated in this study, nearly 83% of the questions are better
than or equal to method 1.

The last test is conducted considering the weighted tardiness time
deviation value formula; that is, (method 1 − method 2)/method 2 ×
100%. We found that method 2 reduces the total weighted tardiness
time by 3.4 percent on average compared with method 1, which
confirms the superiority of the proposed method in this study. Overall,
the second method incorporated different machine ready times and
their optimal completion time into the ATC dispatching rule, which
is evidently more effective than the ATC dispatching method that
considers the earliest machine ready time by the existing methods.

5. Conclusions

Dispatching rules are used for prioritizing the jobs assigned for
processing by a machine as well as solution initialization for meta-
heuristics. The well-known ATC dispatching rule, which was initially
developed for solving single-machine scheduling problems, is widely
applied in other production settings for job prioritization while it may
not be as effective when more machines are involved, like in parallel-
machine environments. This study developed a novel dispatching rule
for optimizing identical and unrelated parallel machine scheduling
problems more effectively.

The existing ATC-based dispatching rules consider the earliest ma-
chine completion time as the time reference point, which prevents
unnecessary machine idleness and helps maximize the machine’s pro-
duction capacity. Applying this logic means that only one job at a
time (i.e., the job with the highest priority value) will be assigned
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Table 9
Comparative analysis of ATCs in unrelated parallel machine scheduling.

Method Improved Similar Inferior

Considering full utilization of the machine capacity and its optimal completion time 0 5103 (100%) 0
Considering different machine ready times and its optimal completion time 2035 (40%) 2205 (43%) 863 (17%)
to the earliest ready machine. However, the job priority might be
different if the time reference point is calculated considering the other
machines. In parallel-machine scheduling, jobs may have their optimal
machines due to differing machine efficiencies; hence, all machines
ought to be considered during job assignment from which, the machine
with the shortest completion time can be selected for processing. The
dispatching rule developed in this study considers all current ready
jobs on all current ready machines for scheduling. The developed
approach prevents the dispatching rule from selecting a local solution,
which may be the best for a single-machine situation, but not for a
parallel-machine; this guarantees more precise job priorities.

Four ATC-based dispatching rules, namely the WSPT, LS, SST, and
SRT rules, were classified and analyzed; on this basis, a new method
for reducing the interference of time variability in the denominator
is introduced to ensure that the numerators of the LS and SRT rules
compile with the same scheduling criterion considering different opera-
tional dynamics. Further, new dispatching combinations were explored.
The experiments demonstrated that the developed dispatching rule
obtained solutions with better total weighted tardiness when compared
to the most widely applied approach in the literature; the results were
improved by approximately 14 percent.

This study is limited in that static k values were considered for
all operational situations; that is, the selection of the best value for
parameter k impacts the effectiveness of the developed dispatching
rule. As the first suggestion for future research, one can develop an
optimization model for k-value approximation considering the job in-
formation and processing time for dynamic adjustment. Second, the
proposed dispatching rule should be employed in various soft comput-
ing techniques to obtain better solutions in a shorter computational
time when solving different classes of scheduling problems. Besides, a
dynamic dispatching mechanism comprising more methods can be even
more effective for hybrid scheduling when factories have temporary job
insertions. Finally, the developed dispatching rule can be improved by
incorporating the Pareto-front and domination concepts for optimizing
other objective functions along with the weighted tardiness.
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