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ABSTRACT 
The maritime industry is going towards implementing 

digital navigators, i.e., AI created by machine learning 

algorithms, on autonomous vessels in the future. Digital 

navigators can be developed by utilizing machine learning 

algorithms, e.g., deep learning type neural networks trained by 

data sets from human navigators. Even though there is 

significant importance in studying the trustworthiness of these 

digital navigators, a proper framework to evaluate it has not yet 

been developed. This study identifies the appropriate key 

performance indicators (KPIs) in the trustworthiness of digital 

navigators in autonomous vessels. 

The trustworthiness of AI-based applications, including 

digital navigators, can be studied from two primary levels: 

Software and hardware levels. Each of these levels must have 

certain characteristics to be called trustworthy. In other words, 

software codes and algorithms should be Transparent, i.e., 

Explainable, Fair, and Accountable/Responsible. Moreover, the 

trustworthiness at the hardware level can be elaborated under 

two concepts of Resilience and Availability of the relevant 

systems and technologies. In addition, some concepts, such as 

Reliability, Privacy, Security, and Safety, should be studied for 

both levels since those concepts can overlap in both software and 

hardware levels. 

In this paper, the main focus is on investigating the 

software's trustworthiness. After an introduction on the 

importance of the topic and digital navigator's development 

steps, the existing literature on trustworthy AI is reviewed, and 

the proper approaches for evaluating trustworthiness in AI-

based digital navigators are identified and proposed. 
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1. INTRODUCTION
The commercial and economic importance of the shipping

industry is indispensable since that accounts for the 

transportation of around 90% of traded goods globally [1]. In 

2019, the international maritime trade volume was equal to 

11,076 million tons of loaded goods [2], which is constantly 

growing under various economic conditions. With the growing 

development in the field of sensor technology and decision 

support algorithms, various technology developers are going 

towards replacing conventional shipping technologies with 

autonomous applications due to their low operation and 

maintenance costs, fewer maritime traffic congestions, and 

consequently better air quality and safety [3]. 

Although humans are better to cope with complex decision-

making situations than machines, human errors in decision-

making in ship navigation and operation situations are widely 

regarded as the primary cause of the respective accidents [4]. 

This can be caused by tiredness or an overwhelming workload. 

Since the human ability to process large amounts of data is 

limited, an essential factor in preventing accidents is a proper 

human-machine system interface to support collision avoidance 

type situations in conventional ship navigation [5]. On the other 

hand, the transition towards autonomous shipping would be a 

disruptive innovation progression in the evolution of shipping, 

and there is a growing interest in developing autonomous 

vessels. Many technology developers worldwide are trying to 

develop and adopt new technologies to make autonomous 

shipping a reality. 

In this study, the basic assumption is that there is a general 

understanding of the term "autonomous" as a structure and state 

of a system, i.e., what it means to be an autonomous system, as 

opposed to automation as a technology. If a brief definition of 

the term is needed, one can say that an autonomous system will 

execute the function, generally without the possibility for a 

human to intervene on the functional level [3]. Based on this 



definition, the term' autonomous vessels' refers to self-navigating 

vessels. Relling et al. [6] conducted an excellent survey of the 

term "autonomy"; for further details, one can refer to this 

research.  

One of the essential characteristics of an autonomous 

system, which distinguishes it from conventional systems, is 

decision-making without human inference. Autonomous ships 

can act independently and take proper decisions and actions in 

different scenarios. For this purpose, powerful data analysis tools 

should be utilized to extract information from vessel operational 

and environmental conditions. The difficulty here is that usually, 

there is a large amount of data and conventional methods based 

on various empirical ship performances, and navigation models 

cannot handle this amount of information on a real-time basis. 

Other problems for conventional mathematical models are 

system-model uncertainties, sensor noise and fault conditions, 

and complex parameter interactions that cannot be handled by 

the same. As a result, such models may not predict actual ship 

performance and navigation information correctly, jeopardizing 

the validity of ship navigation strategies and decisions taken 

afterward [7]. 

However, autonomous vessels still face operational 

challenges in complex navigational environments. In this 

respect, a considerable amount of research studies have been 

conducted in this area [8]. Perera [9] presented a structured 

framework to address navigation considerations, including 

collision avoidance of autonomous ships, and introduced deep 

learning as a suitable choice for the core algorithm of the 

decision-making module for navigating autonomous vessels. 

Murray and Perera [10] formulated a deep learning framework 

to predict the future 30-minute trajectory of a selected vessel 

using historical AIS data to aid in proactive collision avoidance 

by decomposing the historical ship behavior in a given 

geographical region into clusters using a variational recurrent 

autoencoder. Bui and Perera [11] developed a big data analytics 

framework using Gaussian Mixture Model for capturing the 

clusters in a data set obtained from a bulk carrier. This 

framework was utilized for localized ship performance 

monitoring by providing key performance indicators for 

quantifying trim-draft performance for different engine modes. 

These are some of the decision support systems that can also be 

utilized for autonomous shipping. Taghavi and Perera [12] used 

Gaussian Mixture Models to capture the operating regions of an 

ocean-going vessel's main engine using one month of engine 

power, fuel consumption, and engine speed data. They also 

performed a singular value decomposition in each cluster to find 

the relationship between the variables, which can serve as a basis 

for digital twin development. One should note that digital twin 

applications can play an important role in autonomous future 

vessels. 

Several technology providers are expected to introduce 

autonomous vessels into the real-world ocean environment in the 

near future. These autonomous vessels should be equipped with 

reliable digital navigators based on AI to navigate them in the 

ocean, and such systems should guarantee the required safety 

levels of vessel navigation. Hence, these digital navigators 

should be able to act similarly to human navigators in various 

situations, especially in close vessel encountering scenarios with 

other vessels, which can lead to possible ship collision situations. 

In other words, decision-making systems should be provided to 

digital navigators to make it possible to detect obstacles or other 

ships and make proper decisions to avoid near-encounter 

situations, including possible collision situations. 

Moreover, it will be times when there are manned vessels, 

as well as autonomous/remote-controlled vessels in the ocean, 

also known as a mixed environment, and this will introduce 

additional complexity to the situation. So, AI-based digital 

navigators should be able to guide ocean-going vessels in mixed 

environments safely while avoiding any possible collision 

situations. Of course, due to vessel under actuation or 

maneuvering difficulties, it would be difficult for ocean-going 

vessels to execute some navigation decisions. Such difficulties 

can influence near-encounter scenarios. Furthermore, it would be 

challenging to evaluate such close encounter situations due to 

several reasons, such as the high costs associated with 

conducting such exercises and the fact that it is not possible to 

test developed digital navigators in a real ocean environment due 

to environmental conditions' influence on vessel maneuvers. 

Since such environmental conditions can introduce additional 

collision risk, using bridge simulators for simulating these 

scenarios and testing developed algorithms and systems to 

support the digital navigator can be a safer and more economical 

approach, at least for the initial evaluations. More matured 

algorithms and systems to support autonomous ship navigation 

can then be implemented under real ocean environmental 

conditions by considering the results from the bridge simulators. 

Although data-driven methods have many benefits, there are 

some downsides to these techniques, mainly originating from 

their limitation on a limited number of tasks. On the other hand, 

human is capable of handling a complex number of tasks, and 

that may relate to the difference between the human brain and 

neural networks. Most of the tasks that are going to be automated 

in future vessels will be formulated previously based on the 

human mind and behavior. These tasks have evolved to be 

convenient for the human mind, and it should be guaranteed that 

they are in coordination and harmony with data-driven machine-

learning algorithms that can create autonomy. Therefore, the 

trustworthiness of AI based systems, such as autonomous 

vessels, should be evaluated to guarantee reasonable behavior 

from intelligent systems.  

Many of these tasks have the natural ability of humans, and 

making them a part of an autonomous system requires a great 

deal of effort and expertise. To find solutions to this problem, one 

should look at the differences between the human mind and 

machines. There is a fundamental difference between humans 

and machines based on their capabilities. These basic differences 

between humans and autonomous systems or machines arise 

from humans' superiority in detection, perception, and judgment. 

Machines will do what they have been programmed to do and if 

an unprecedented situation comes up, automated systems may 

fail to have a proper reaction in some situations. This is due to 

the reason that the development of proper consciousness in 



machines is still a challenging problem for the research 

communities. Hence, an adequate trustworthiness framework for 

autonomous systems should be developed to avoid any possible 

failures at the respective decision-making levels. In the best 

cases, these systems try to find the most similar scenario to the 

current situation and then utilize the respective actions since they 

cannot think outside the box in some situations. Therefore, 

adequate measures to guarantee trustworthiness in such 

situations should be developed at a system level. 

In some systems, the software and hardware units can play 

an important role in controlling the respective systems, and a 

light problem or malfunction in the system hardware or software, 

i.e., just negligence from the software developer, can lead to

catastrophic situations. The crash of Boeing 737 MAX of Lion

Air, Flight 610, in October 2018, and the crash of Boeing 737

MAX of Ethiopian Airlines, Flight 302, in March 2019 [13] are

some examples of software and hardware malfunction in an

autopilot system. So, many aspects and precautions about these

kinds of systems should be taken into account during their

operational phases, especially in autonomous navigation

situations.

Despite all the differences between AI algorithms and the 

human mind, digital navigators should be able to act like human 

navigators in different situations. That is why these navigators 

are usually developed based on the data sets from human 

navigator behavior on real-world encounter scenarios using deep 

learning based neural network modeling. It is clear that human 

navigators can make proper decisions in various situations based 

on both their talent and innate ability, as well as the skills and 

knowledge they have acquired throughout training and 

experiences. However, this might raise the question of if a digital 

navigator is developed by cloning human decisions and actions, 

how will it eliminate the errors caused by human decisions. To 

answer this question, one should bear in mind that multiple data 

sets are going to be used for the development of digital 

navigator's training, and most of the data used to this end are 

going to be the right decisions, i.e., remove the data sets that 

consist of wrong decisions and actions. However, the erroneous 

part of data sets will be detected as anomalies by AI-based 

approaches, and it will be isolated, recovered (if possible), and 

compensated with the right data from the respective application. 

2. DIGITAL NAVIGATOR
In the previous section, some of the characteristics of AI-

based digital navigators are briefly discussed. However, there are 

several key pillars in autonomous ship navigation to support the 

digital navigator. As was discussed, one of the most important 

yet neglected elements in the development of the digital 

navigator is the human navigator's role. Similar to the 

automotive industry, the human navigator's skills should be 

cloned under a deep neural network to create digital navigators. 

Therefore, these digital navigators will be able to mimic human 

capabilities and behaviors to replace them in autonomous ship 

navigation. As it is shown in FIGURE 1, the next component is 

the technology, i.e., automation and navigation systems. 

Human navigators should interact with this technology, i.e., 

navigation and automation systems, to achieve navigation 

objectives, such as controlling speed, steering, etc. Meanwhile, 

when human navigators are interacting with the technology, the 

information from these systems should be illustrated to them 

using onboard visual aids.  In addition, this visualized 

information should not be in a way to overwhelm human 

navigators in some situations, and it should be properly 

presented to support human capabilities. The other key pillar is 

the rules and regulations, i.e., regarding ship operations, and all 

ship navigators should follow the respective rules and 

regulations to ensure safe voyages. Last but not least, in order to 

make autonomous shipping possible, AI or the digital navigator 

should be developed as the final element. Future autonomous 

vessels will be navigated by these digital navigators, which is 

created using the data obtained from human navigators' 

knowledge and skills during ship operations to mimic their 

behavior. AI-based navigators will also have similar interactions 

to human navigators' behavior with the required technologies to 

make autonomous ship navigation a success. However, the 

information from the respective navigation and automation 

systems should be visualized and conveyed to digital navigators 

in a way that it can be understandable for them. Also, like human 

navigators, digital navigators should comply with the rules and 

regulations of the ocean.  

So, there should be a single regulatory framework to be 

followed by both humans in manned vessels and digital 

navigators in autonomous vessels in mixed environments. 

Eventually, in the future real ocean environment, where both 

manned and autonomous vessels co-exist, these digital and 

human navigators should be able to interact with each other. 

Finally, the trustworthiness of digital navigators must be studied 

from both the software and hardware level to facilitate the 

required safety conditions. For evaluating a digital navigator's 

trustworthiness, it is better to have a first look at the actions that 

a digital navigator can be taken in different navigation situations. 

The digital navigator's decisions can be divided into two 

categories: changing the speed and/or changing the vessel 

course. In other words, the digital navigator can decide to 

increase, decrease, or keep the vessel speed and to change the 

course to port, starboard, or keep it straight to navigate the 

respective vessel in different scenarios and avoid possible 

collisions or near-miss situations. By identifying possible ship 

maneuvers, it is much easier to quantify and validate the 

trustworthiness of digital navigators, especially in simulator 

environments. 

3. AI TRUSTWORTHINESS
Although the introduction of AI into different aspects of life

is beneficiary and influences individual, societal, and economic 

developments, it also comes with ethical and legal challenges. 

Therefore, these AI-based applications should follow ethical and 

legal values to be trusted and so called trustworthy. Then, such 

technologies can be adopted into various industrial sectors.  

To realize the importance of a trustworthy AI, we should 

first understand the definition of trust and its necessity. Based on 





different explanation methods of black boxes based on their type 

and the applications they are used for [22]. 

FIGURE 2: TRUSTWORTHINESS EVALUATION 

FRAMEWORK OF AI 

The proposed digital navigator is developed based on the 

data collected from the behavior of human navigators using Deep 

Neural Networks (DNN). In this approach, a series of scenarios, 

along with the correct response of the human navigator, is fed 

into the neural network, and the network learns and simulates the 

correct behavior in different scenarios. In the future, based on the 

similarity of the situation to one or a combination of the 

scenarios, the digital navigator can decide its action. As a result, 

an explainability evaluation framework suitable for Deep Neural 

Networks should be selected for the digital navigator. In [23], it 

is suggested that post-hoc local explanations and feature 

relevance techniques are the most suitable and adopted methods 

for explaining Deep Neural Networks. The explainability 

evaluation framework suitable for Deep Neural Networks has 

been categorized based on three different groups of networks, 

Multi-Layer Neural Networks or Multi-Layer Perceptron (MLP), 

Convolutional Neural Networks (CNN), and Recurrent Neural 

Networks (RNN) [24]. By considering all the highlighted criteria 

from the reviewed articles in [24] for each neural network, the 

frameworks for mentioned categories are as follows. 

a- Multi-Layer Neural Networks (MLP)

Many researchers have proposed different explainability

criteria for MLP, including model simplification, feature 

relevance estimator, text explanation, local explanation, and 

model visualization approaches. 

Model simplification can be performed by decomposing the 

neural network and rule extraction by creating rule-based graphs 

or decision trees. This approach can be applied to simple 

networks with one hidden layer, but since the MLP can be used 

for the digital navigator that has a complex architecture, model 

simplification may not be an adequate method for explaining this 

network. Simple MLPs usually can perform simple tasks, and as 

the task gets more complicated, the number of neurons and 

hidden layers can increase, which makes it very difficult to 

utilize the model simplification approaches. In an MLP with 

several layers and neurons, simplifying itself can result in a 

complex set of steps that is not easy to explain. As a result, 

explaining neural networks by feature relevance methods has 

become more popular approaches.  

One of the approaches [25] for this purpose is to decompose 

the network classification decisions into contributions of its 

inputs. In this method, the mathematical logic and algebraic 

equations of each neuron are considered, and each neuron is 

looked at as an object that can be decomposed and expanded. 

Then, these decompositions are back-propagated through the 

network from the output to the input. In this way, the relationship 

between the output and each of the network inputs is derived. 

Apart from these methods, text explanations, local explanations, 

and model visualizations can be used to clarify the network 

performance. A local explanation identifies what dimensions of 

a single input were the most responsible unit for a DNN's output. 

b- Convolutional Neural Networks (CNN)

CNNs are widely used for image processing applications,

which have crucial importance in digital navigation 

development. These networks consist of a sequence of 

convolutional layers which can automatically learn a high level 

of features. Explainability for CNNs is more straightforward 

than other types of networks because of human cognitive skills 

in visual data. These networks try to find different features or 

objects in each image, which is a natural ability of the human 

mind. As a result, it is easier to explain the performance of each 

layer, i.e., object detection, to a human mind. 

There are many innovative approaches proposed in the 

literature [24] that can be used for this purpose. For instance, one 

of the ways to identify each layer process is to use the occlusion 

sensitivity method, which is iteratively feeding the network with 

the same image and blocking a different region at a time [26]. 

Generally, these approaches aim to understand the CNNs 

performance, and that can be categorized as:  

1- Understanding the process by mapping back the output

into the input to see which parts of the input were contributing to 

the output. 

2- Interpreting how the layers work in general and not

necessarily related to any specific input. 

c- Recurrent Neural Networks (RNN)

RNNs have been extensively used for predictive

applications of sequential data and time series analysis. In a 

digital navigator, a vessel route can consist of latitudes and 

longitudes in the form of a series of data points. A series of these 

coordinates define the path a selected vessel has taken, and the 

future path of the ship can be predicted using this historical 

position data. Such information can also be useful for close ship 

encounters with collision avoidance type maneuvers. Time series 

datasets exhibit long-term interdependencies that are too 

complex for a machine learning (ML) algorithm to analyze. On 

the other hand, RNNs can handle these time dependencies by 

preserving knowledge in the respective neurons. 



The research studies pertaining to explain  RNN models can be 

divided into two main groups [24]: 

1- Understanding what an RNN model has learned from

the input time series mainly by feature relevance

methods.

2- Modifying RNN architectures one at a time to get

insights about their decision-making process as an

approximately local explanation approach.

In developing the digital navigator, all these three kinds of 

Neural Networks will be used for different purposes, such as 

trajectory estimation [27], image processing application, and 

decision making, and considering the complex structure of these 

navigators' nature. As a result, it is not possible to explain the 

resulting model and check its transparency using simple 

approaches. Therefore, all three categories presented here must 

be considered in evaluating the explainability of a digital 

navigator.  

4.2 Fairness of the Digital Navigator 
As it was discussed in the previous studies, using AI-based 

approaches in decision-making and decision-support 

applications is getting popular, which has a great impact on 

human lives both in personal and societal levels. These 

algorithms have been incorporated into many industrial 

applications, as discussed before. Moreover, these applications 

are developed by humans using data from real-world situations, 

which are susceptible to bias.  

Therefore, it is crucial to make sure that suggestions and 

decisions made by such applications or systems may not be 

biased in favor of a certain group, and the feature selection 

process for decision-making may not discriminate against 

specific groups or characteristics. Many researchers have 

presented different approaches recently to address such 

challenges and try to propose guidelines and frameworks to 

mitigate their adverse consequences. Mehrabi et al. [28] have 

presented a comprehensive review of different sources of biases 

that can affect AI applications and proposed a taxonomy for 

fairness definitions for machine learning applications. 

Richardson and Gilbert [29] have also performed a systematic 

review of the algorithmic bias issues that have been defined, and 

fairness solutions have been proposed. Alikhademi et al. [30] 

performed a review of the fairness of machine learning 

algorithms in the criminal justice system with predictive 

policing. There are also other articles in the literature that 

performed a review in this context, such as Fairness Testing [31] 

and Software Fairness [32]. Madaio et al. [33] conducted an 

iterative co-design process with 48 AI practitioners from 12 

technology companies, working on 37 separate products, 

services, or consulting engagements, to develop a checklist for 

AI fairness. The study claimed that this approach guarantees that 

the proposed checklist meets the practitioners' expectations and 

the presented checklist can provide organizational infrastructure 

for formalizing ad-hoc processes. 

From all the comprehensive studies in the recent literature, 

Agarwal and Agarwal [34] presented a step-by-step model for 

formulizing AI fairness evaluations inspired by an open system 

interconnection (OSI) model to standardize AI fairness handling. 

The study claimed that despite the previous works that have been 

done in this area, they had developed a seven-layer model that 

studies the system fairness in all its lifecycle stages. In this paper, 

the seven layers of an AI lifecycle are introduced as the purpose 

layer, data selection layer, pre-processing layer, algorithm layer, 

training layer, independent audit layer, and usage layer. Since 

this study proposes a comprehensive model compared to other 

papers, it is suggested to investigate the digital navigator's 

fairness by the same approach, which is discussed in the 

following sections. 

The first layer aims to inspect the probable biases that may 

exist before data handling or the coding stages. It is stated that 

the developers should study the relevant documentations and 

existing models thoroughly to understand the features prone to 

biases, as well as the acceptable limits of the respective bias. 

Also, in this layer, the fairness study approach that will be used 

in the next stages should be identified.  

Generally, the second layer aims to find and remove the 

biases regarding the data collection sources and label them. 

Since one of the leading reasons for biased AI is proven to be due 

to biased training data, it is important to recognize them and 

eliminate them in the first stages before the training process 

begins. The collecting process can also be the reason for the 

unfair AI, from the biases considering the people or sources that 

the data is collected from, to the devices that gather data. Apart 

from those, some biases might be introduced during the labeling 

process. It is recommended that the data get labeled by the 

respective researchers or organizations themselves rather than 

third parties since the personal insight of individuals can cause 

additional biases. In conclusion, it is important to make sure that 

the data is accurate, complete, well-distributed, and verified.  

As it is mentioned, the third stage is allocated to data pre-

processing. During this process, the raw datasets are prepared for 

analyzing through some stages that can easily result in 

introducing bias in the AI application. For example, aggregating, 

scaling, removing outliers, and introducing a lot of estimated 

data can cause unfair AI models. To avoid unfairness in the 

algorithm development step is the goal of this stage. Whether the 

decision-making algorithms are developed by humans or 

automated tools, they can be affected by biases in the respective 

decision-making processes. It is important to develop 

explainable and transparent algorithms to understand if it is 

working based on the right and fair information or not.  

The fifth layer studies the model training fairness. It is 

important to make sure that the data used for training, testing, 

and validation steps are well divided and balanced. Also, training 

and performance study parameters, as well as benchmarks to 

evaluate the model performance, should be chosen correctly to 

avoid any unfairness. The fairness of the developed model 

should be reviewed by an independent audit in the sixth stage, 

and the standard fairness process should be checked for all the 

protected attributes defined by the developers in the previous 



step. This step is especially important for the AI applications 

used at a societal level to make sure that the platform is just for 

all members of society and is not biased towards a specific group. 

After introducing an AI-based system to the end user, it is 

still important to check its fairness and retrain the respective 

model based on the new data periodically. Also, the performance 

indicator of the developed system should be checked regularly to 

understand when to retrain the system. This approach can be 

more beneficial compared to most studies, which only focus on 

bias in datasets and algorithms, as it suggests a comprehensive 

method that includes all stages of AI development, from 

conceptualization to implementation. Given that the stages 

involved in constructing AI models are often similar, that is why 

this approach can also be applied to digital navigators. Ensuring 

fairness in AI-based digital navigators at each stage of 

development can effectively mitigate any potential biases to a 

good extent. 

4.3 Accountability and Responsibility of the Digital 
Navigator 

A meaningful accountability process is composed of three 

phases: information, explanation or justification, and (the 

possibility for) consequences [35]. Although extensive research 

studies have been focused on explaining the performance of AI 

applications, the respective research studies on the 

accountability of AI applications are not as extensive. Since 

many advanced AI applications used in industrial or scientific 

domains are developed by a group or an organization, 

accountability is not usually the main interest of individual 

researchers, who may focus on the technical aspects of AI. It is 

essential to promote responsible humans, research institutes, 

nonprofit organizations, or even governmental institutes in times 

of adverse consequences of AI. 

In [36], Dignum proposes a definition of accountability and 

responsibility of AI. Accountability of AI refers to the system's 

ability to justify its decisions based on the algorithms used by 

itself to the end users. On the other hand, responsibility is defined 

as the role of people and developers in the AI's actions and 

decisions, and it is not only governing the AI applications based 

on the rules but also being responsible for the whole socio-

technical environment in which the systems and people are 

interacting. 

Vassilakopoulou [37] proposed seven principles considering 

a socio-technical perspective for the design of accountable AI 

through regulations and operational coordination. Variance 

control, boundary location, and power authority are three 

principles that aim the accountability through the respective 

regulations. Accountability through operational coordination 

consists of four principles: core process integration, task 

allocation among humans and machines, congruence, and design 

ownership by the managers and users. 

Wang et al. claimed data governance, ethical design 

solutions, risk control, and training and education as four 

practices of a responsible AI [38]. By studying 10 cases of 

responsible AI in different industries, the study has identified 

five strategies, including the emergence of chief responsible AI 

officers, balancing economic and social sustainability of AI use, 

transparent and customer-centric data policy, creating socially 

responsible initiatives with AI, and reward and punishment 

mechanism to regulate AI usage to help other organizations in 

developing responsible AI. 

Based on the research work of Cheng et al. [39], a socially 

responsible AI is designed and developed based on values such 

as fairness, transparency, reliability, privacy, and security. The 

main goal is to create algorithms that are not only functional and 

useful for society's needs but also align with its ethical values. 

Besides this definition, a pyramid that outlines the different 

responsibilities of AI in a hierarchical order is also suggested. 

According to this pyramid, a socially responsible AI must meet 

the functional, legal, ethical, and philanthropic responsibilities, 

which address its effective functionality, compliance with laws, 

compliance with societal and ethical expectations, and finally, 

the social challenges, respectively. The authors suggest that to 

create socially responsible AI, five steps should be taken.  

Firstly, a foundation for the development of AI should be 

defined thoroughly. In other words, it should elaborate on which 

values are important in designing AI algorithms. In the second 

step, the social issues that the designed AI should address must 

be identified. Third, the means and approaches for developing a 

socially responsible AI should be selected. After developing the 

AI, it should be validated as the fourth step, meaning that it must 

be assured that it meets the defined goals. As the final step, after 

deploying the AI application in the real world, it should be 

monitored to make sure that it is socially responsible. 

AI-based digital navigators should have similar 

characteristics to every other AI-based application discussed in 

this study, which means that it should pass all the criteria, such 

as fairness, transparency, as well as privacy, and security issues, 

to be called responsible. By implementing the suggested steps, 

this study will make sure that the digital navigators are 

functionally and legally responsible and can navigate future 

vessels based on the extant rules and regulations efficiently and 

effectively. Also, these digital navigators must meet the ethical 

requirements to address societal challenges as well. 

5. DISCUSSION
Based on the previous discussions, it can be understood the

characteristics of trustworthy AI are not completely isolated 

concepts. The features like transparency, fairness, and 

responsibility of an AI-based digital navigator are not mutually 

exclusive but are somehow related and dependent on each other. 

In other words, in some of the fairness validation steps, the 

developed machine learning algorithms must be transparent and 

explainable to understand how the AI is acting and based on what 

information it is operating. Likewise, in the responsibility 

validation, the algorithms should act fairly, and they should be 

explainable besides other features. 

The trustworthiness studies may not be yet extensively 

relevant to the maritime domain since most of the studies for 

autonomous vessels are still in the research phase and the 

technical readiness for it is not high enough in the maritime field 

as opposed to other industries such as the automotive industry in 



which there are existing examples of driverless cars. Hence, 

bringing relevant knowledge from other industries into the 

maritime industry is an excellent way to evaluate the developed 

machine learning algorithms, i.e., digital navigators, in the 

future.  

The mentioned approaches for studying each of the 

characteristics in section 4 have been used and tested in other 

industries such as health care, automotive, and finance sectors 

since they are in a mature technology development phase 

compared to the maritime industry. The results of the evaluations 

show that the discussed methods can have a positive impact on 

the explainability, accuracy, and overall trustworthiness of AI-

based applications. As an example,  [34] presents a case study 

where a seven-layer model for evaluating AI fairness is used for 

analyzing an AI system to predict loan repayment risk. The 

system is trained and validated using the German credit dataset, 

but the target user is intended to be an Asian country. The 

respective findings demonstrate that although the AI application 

appears to be fair based on the fairness metrics and the overall 

fairness score, checks made at layers 1, 2, and 7 imply that it 

might not be relatively fair for the intended users. 

A deep learning-based explainable AI approach has been 

implemented in driverless cars through the creation of 

explainable models that reveal the decision-making capabilities 

of these vehicles. This approach aims to enhance human 

understanding and trust in autonomous navigation systems. 

Karmakar et al. proposed two deep learning-based models to 

study the trustworthiness of autonomous cars. Based on the 

simulation results and real-world traffic data, the study 

concluded that the proposed methods could be utilized to 

evaluate the trust in driverless cars compared to non-learning-

based methods [40]. 

6. CONCLUSION
The application of digital navigators in autonomous vessels

will bring various challenges, such as AI trustworthiness. A 

trustworthy digital navigator must be explainable, and the 

decision-making process should be transparent. In addition, the 

digital navigator must act fairly and responsibly during its ship 

navigation. 

In this paper, previous research studies done in various 

fields are reviewed, and the state-of-the-art approaches for 

confirming AI-based navigators' trustworthiness at the software 

level are gathered and presented. Based on the complex nature 

of machine learning algorithms developed for the digital 

navigator, some post-hoc explaining approaches, such as MLP, 

CNN, and RNN must be considered. To make sure that the 

digital navigator is fair, a seven-layered model is suggested to 

study the fairness in each step of its development from the 

concept layer to the implementation layer to detect and eliminate 

all possible biases. Finally, a framework is considered for the 

accountability and responsibility study of these navigators. It can 

be concluded that all these characteristics are somehow related 

to each other and are not mutually exclusive. To be fair and 

responsible, the machine learning algorithms for AI-based 

navigators must be transparent and explainable.  
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