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We present a composite framework for calculating the rate of non-radiative deactivation processes,
namely internal conversion (IC) and intersystem crossing (ISC), on an equal footing by explicitly
computing the non-adiabatic coupling (NAC) and spin-orbit coupling (SOC) constants, respectively.
The stationary-state approach uses a time-dependent generating function based on Fermi´s Golden
rule. We validate the applicability of the framework by computing the rate of IC for azulene,
obtaining comparable rates to experimental and previous theoretical results. Next, we investigate
the photophysics associated with the complex photodynamics of uracil molecule. Interestingly, our
simulated rates corroborates experimental observations. Detailed analysis using Duschinsky rotation
matrices, displacement vectors and NAC matrix elements are presented to interpret the findings
alongside testing the suitability of the approach for such molecular systems. The suitability of the
Fermi´s Golden rule based method is explained qualitatively in terms of single-mode potential energy
surfaces.

1 Introduction
The photophysics following light-matter interactions that lead to
a population of the excited state of a molecule, constitutes a
fundamental process in nature. The excited molecule relaxes
using multiple channels, often highly entangled. As a conse-
quence, understanding the photophysical deactivation pathway
enabling the self-protection mechanism of DNA and RNA nucle-
obases forms one of the most intriguing questions in science.1–34

One of the most common photophysical decay processes is the
spin-conserved internal conversion (IC) between a pair of same-
spin electronic states. Alongside, there also occurs non-raditative
spin-forbidden transitions, called intersystem crossings (ISC).
The time-scale of deactivation usually ranges from a few femto-
seconds to pico-seconds, thereby involving nuclear motion in-
duced evolution of the molecular geometry and the electronic
properties simultaneously. The theoretical treatment of the time-
dependent nonadiabatic processes for molecular systems is a chal-
lenging task, due to the need to describe excited states as well
as time propagate molecular properties. Several strategies have
been developed, implemented and used over the decades to study
various photo-dynamic processes. The most general and accurate
method would be a full quantum mechanical propagation of the
wave packet. However, this can prove to be computationally too
expensive for chemically relevant systems, calling for more ap-
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proximate methods.

Semi-classical trajectory surface hopping (TSH) has gained
popularity. In TSH, the non-adiabatic states of systems are prop-
agated in time. It relies on the hypothesis that time evolution of
the wave packet can be represented by an ensemble of indepen-
dent semi-classical trajectories stochastically distributed among
different branching potential energy surfaces. The method has
been most commonly used due to its intuitive conceptual back-
ground and the availability of efficient implementations in quan-
tum chemistry software, among other reasons. However, the
method is not infallible. For instance, the coherence between
states can be inconsistent because of the independent trajectory
approach. Quite often, the TSH technique is used to study the
dynamics near conical intersections relevant for IC. However, this
is not the only plausible mechanism for IC as shown by Farfan
and Turner,35 where they show that inaccessible conical inter-
sections can also induce nonadiabatic population transfer as ef-
ficiently as directly achieved via conical intersection. More re-
cently, Mukherjee and Barbatti have proposed that ultrafast IC
can occur between electronic states without energetically accessi-
ble conical intersections, when the molecule remains in a region
of relatively weak non-adiabatic coupling, increasing the chances
of less probable transitions.36 They show that small gap poten-
tial energy surfaces are suitable for such a mechanism of ultrafast
IC. Besides, Santoro and co-workers have shown recently, using a
linear-vibronic coupling framework, that energetically accessible
conical intersections are not a necessary condition for describing
ultrafast decay processes in pyrene37 and uracil.33 Furthermore,
generalized ab initio multiple spawning based approaches can be
employed for computing nonadiabatic dynamics involving both
the IC and ISC transitions in molecules of moderate size.38

Another school of methodologies39–45 exists based on first-
order perturbation theory, known as Fermi´s Golden rule (FGR),
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which are often computationally more practical for complex
molecular systems. This method is applicable within the Franck-
Condon region, and employs Duschinsky rotation effects mix-
ing different vibrational modes of different electronic states. In
the Duschinsky rotation, both electronic states (usually ground
and excited state) are described by different harmonic parabo-
las, where the normal modes of one electronic state can be ex-
pressed as a linear combination of all the normal modes of an-
other parabola. The use of a canonical probability function in
the expression for the rate constants ensures that the effect of
temperature on the non-radiative rate processes is included. Al-
though FGR based methods successfully include Duschinsky mix-
ing and thermal effects, its use is limited to systems having large
electronic energy gap and also to systems where non-radiative
quantum processes occur far away from equilibrium. Neverthe-
less, FGR-based methods lack the treatment of out-of-equilibrium
processes and coherence phenomenon. Despite the fundamen-
tal limitations of FGR approaches to describe quantum effects
like coherence, detailed comparative studies between quantum
dynamics and FGR for moderately-sized molecules show qualita-
tive agreement in the computed rate constants, as reported by Liu
et al..46.

In this article, we present an open-source implementation for
computing the rate of IC, within the Fermi´s Golden rule using
time-dependent correlation functions. This forms the final miss-
ing piece in our tool-kit for studying photophysical processes. Pre-
viously, we have presented computational setups for simulating
the rate of ISC using cumulant expansions47 and correlation func-
tions.48,49 More recently, we have also formulated a methodology
for calculating the rate of reverse ISC incorporating spin-vibronic
interactions.50 We believe that all these open-source codes to-
gether will be a valuable computational tool for a wide audience
in the field of ultrafast dynamics.

We begin by briefly laying the theoretical foundation for calcu-
lating the rates of IC and ISC in Section 2.1 and 2.2. A final com-
pact expression for calculating the rates of IC and ISC, with all es-
sential components driving the processes, are identified here. The
details of the quantum-chemical computational setup is given in
Section 3. We first validate our implementation by investigating
the rate of IC for the azulene molecule in Section 4.1. Then, we
study the highly complex and debated decay mechanism of the
nucleobase uracil. Our findings are presented in Section 4.2. The
choice of the system is primarily governed by the plethora of lit-
erature (both experimental and theoretical) results available for
comparison. The major findings and prospects of the method is
summarized in Section 5.

2 Theoretical background

2.1 Rate of internal conversion (IC)

To formulate the rate constant of IC, one has to go beyond
the Franck-Condon approximation where first-order perturbation
theory is applied to the non-Born–Oppenheimer Hamiltonian. We
follow the methodology proposed by Peng et al. 42 to compute the
rate of IC including Duschinsky rotation effects. The expression
for the IC rate constant within the framework of Fermi’s golden

rule is given by,

kIC =
2π

h̄Z ∑
i, j

e−βEvai |ĤnBO|2δ (∆Eab +Evai −Evb j ), (1)

where the initial and final vibronic states are defined by vai and
vb j with a and b representing the electronic states and the vi-
brational levels are denoted by i and j, respectively. ∆Eab is the
energy gap between the ath and bth electronic states. ĤnBO is the
non-Born–Oppenheimer operator coupling the two different elec-
tronic states a and b via the nuclear momentum operator. Under
the Condon approximation, the electronic and vibrational contri-
butions are decoupled, leading to an expression for ĤnBO as,

ĤnBO =−h̄2
∑
m
⟨ψaelectronic |

∂

∂Qm
|ψbelectronic⟩⟨ψvi |

∂

∂Qm
|ψv j ⟩ . (2)

In the above equation, Qm denotes the normal coordinate of the
m−th normal mode. Here, Z is the partition function having the
mathematical form ∑i e−βEvai , where β = 1

kT with k and T rep-
resenting the Boltzman constant and temperature, respectively.
The electronic and vibrational states in this equation are defined
as ψa/belectronic

and ψvi/ j, respectively. Substituting this equation
into the Eq. (1), the rate constant considering contributions from
all pairs (m,m′) of vibrational normal modes becomes,42,51,52

kIC =
2π

h̄Z ∑
m,m′

Tm,m′ ∑
i, j

e−βEvai Pm,m′δ (∆Eab +Evai −Evb j ) ; (3)

where,

Tm,m′ =−h̄2⟨ψaelectronic |
∂

∂Qm
|ψbelectronic⟩⟨ψbelectronic |

∂

∂Qm′
|ψaelectronic⟩ (4)

Pm,m′ =−h̄2⟨ψvi |
∂

∂Qm
|ψv j ⟩⟨ψv j |

∂

∂Qm′
|ψvi⟩ . (5)

The term Tm,m′ is known as the NAC vector between the two elec-
tronic states a and b.
Fourier transforming the integral in Eq. (3) into the time domain
and using Feynman’s path integral formulation for trace calcu-
lation over the final electronic states, followed by multidimen-
sional Gaussian integrations, the final rate expression incorporat-
ing both the Franck-Condon (FC) and Herzberg-Teller (HT) terms
is given by,42,51,53

kIC =
1

h̄2Z ∑
m,m′

Tm,m′

∫
∞

−∞

GFC+HT
IC (t, t ′;m,m′)e

i
h̄ ∆Eabtdt. (6)

where the correlation functions comprising the FC and HT terms
are given by Eq. (7) and (8), respectively.

GFC
IC (t, t ′) =

√
det(Si)det(S f )

det(W)
exp(− i

2h̄
VTW−1V+

i
h̄

DTUD),

(7)

GHT
IC (t, t ′;m,m′) = ih̄Tr(XW−1)

+(W−1V)TX(W−1V)−YTW−1V (8)
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Therefore, the total correlation function can be defined as,

GFC+HT
IC (t, t ′;m,m′) = GFC

IC (t, t ′)GHT
IC (t, t ′;m,m′) . (9)

In Eq. (9) t ′ = −iβ − th̄−1. The other terms in Eqs. (7) and (8)
are,

S f =
ω f

sin(ω f th̄)
; B f =

ω f

tan(ω f th̄)
;

Si =
ωi

sin(ωit ′h̄)
; Bi =

ωi

tan(ωit ′h̄)
;

W =

[
B f +JTBiJ −(S f +JTSiJ)

−(S f +JTSiJ) B f +JTBiJ

]
; U = (Bi −Si);

V =

[
JTUD
JTUD

]
;

X =

[
X11(m,m′) X12(m,m′)

X21(m,m′) X22(m,m′)

]
; Y =

[
Y1(m,m′)

Y2(m,m′)

]
;

X(m,m′) =



0
.

.

.

0
−(B f )m,m(JTSiJ)m′

0
.

.

.

0

0
.

.

.

0
(B f )m,m(JTBiJ)m′

0
.

.

.

0
0
.

.

.

0
(S f )m,m(JTSiJ)m′

0
.

.

.

0

0
.

.

.

0
−(S f )m,m(JTBiJ)m′

0
.

.

.

0



;

Y(m,m′) =



0
.

.

.

0
(B f )m,m(JTUD)m′

0
.

.

.

0
0
.

.

.

0
−(S f )m,m(JTUD)m′

0
.

.

.

0



.

(10)

In the above expressions, i and f indicates the initial and final
states and ω,J and D are the frequency, Duschinsky rotation ma-
trix and displacement vectors, respectively. The normal coordi-
nates of two electronic states are connected through the relation
Q f = JQi +D. W, X and V, Y are 2N ×2N and 2N ×1 matrix and
vector and diagonal matrices are defined by S and B, respectively.
U is the N ×1 column vector.

2.2 Rate of intersystem crossing (ISC)

Within the Franck–Condon approximation, the rate of ISC can be
obtained applying first-order perturbation theory with the spin-
orbit coupling operator as a perturbation and including only the
direct term48,54

kISC =
1
Z
|⟨ψS|ĤSO|ψT ⟩|2q0

×
∫

∞

−∞

GISC(t)e−it∆EST dt, (11)

where the expression for the time-dependent generating function
is defined as,

GISC(t) =

√√√√ det(S−1
S S−1

T ΩΩΩSΩΩΩT )

det(J†ΩΩΩT BT J+ΩΩΩSBS)det(J†ΩΩΩT B−1
T J+ΩΩΩSB−1

S )

× eD†(ΩΩΩT BT J(J†ΩΩΩT BT J+ΩΩΩSBS)
−1J†ΩΩΩT BT−ΩΩΩT BT )D

(12)
with (SS)ii = sinh((β − it)(ωS)i), (ST )ii = sinh(i(ωT )it), )(BT )ii =

tanh( i(ωT )it
2 ), (BS)ii = tanh

(
(β−it)(ωS)i

2

)
and (ΩΩΩT )ii = (ωT )i, (ΩΩΩS)ii =

(ωS)i. The i-th normal mode frequency of the singlet and triplet
states is represented as (ωS)i and (ωT )i and ∆EST is the energy
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gap between these two states. The spin-orbit coupling operator
between the singlet and triplet states and the coordinates of the
initial-state equilibrium geometry in the above equation are des-
ignated as ĤSO and q0, respectively. We compute kISC employing
a simplified form of Eq. (11), as derived in Ref. 48

kISC =
2
Z
|⟨ψS|ĤSO|ψT ⟩|2

∫
∞

0

√√
(U2 +V 2)eK1 cos(

θ

2
+K2)dt

(13)
The notation and the terms are used consistently with Ref. 48.

3 Computational details
We benchmark our new open-source implementation for calcu-
lating the rate of IC for the azulene molecule and then apply the
composite framework (involving both IC and ISC rate calculation)
to understand the decay mechanism of uracil using the Fermi´s
Golden rule approach.

We optimize the ground state (S0), singlet excited states (S1

for azulene and S1,S2 and S3 for uracil) and triplet excited states
(T1,T2 and T3 for uracil) geometries at B3LYP/6-311G(d,p) level
of theory as implemented in Gaussian16.55 Time-dependent den-
sity functional theory has been used for optimizing the excited-
state geometries. Subsequently, the same level of theory has been
used to compute the normal mode frequencies. The ground- and
excited-state geometries and frequencies are reported in the sup-
plementary information (SI). The ground-state optimized geom-
etry of uracil is depicted in Fig. 1. We perform single-point en-

Fig. 1 Ground state optimized structure of uracil.

ergy calculations to estimate the energy gap between electronic
states at the multi-state second-order multi-configurational per-
turbation theory (MS-CASPT2)56 level with an active space con-
stituted by 10 electrons in 10 orbitals for azulene57 and 14 elec-
trons in 10 orbitals for uracil in combination with the cc-pVDZ58

basis set. The state averaging is done over the lowest 5 singlet or
triplet states as implemented in BAGEL . We generate the PES cor-
responding to a particular mode at the different electronic state at
the same level of theory using the BAGEL software.59–62 In order
to generate the PES, a displacement was applied along the direc-
tion of the displacement vector of the normal mode. At the same
level of theory, we compute the non-adiabatic coupling matrix el-
ements (NACMEs) between various electronic states under study

(namely, S1-S0 for azulene and S3-S2, S2-S1 and T2-T1) for uracil.
NACMEs are calculated starting from the higher excited state of
importance (S1 for azulene and S2 for uracil)

We transform the computed non mass-weighted cartesian NAC
vectors to the normal mode coordinates with the help of the
eigenvector matrix obtained by diagonalizing the mass–weighted
Cartesian Hessian as,

⟨ψaelectronic |
∂

∂Qm
|ψbelectronic⟩= ∑

k
∑
l

LT
kl⟨ψaelectronic |

∂

∂qkl
|ψbelectronic⟩

1√
Mk

(14)

where, l ∈ {x,y,z} ,

for the calculation of kIC using Eq. (6). In Eq. 14, the transpose
of the eigenvector matrix of the mass–weighted Hessian and the
mass of the k-th nucleus are denoted as LT

kl and Mk, respectively.
q represents the Cartesian coordinate. Further, the nonadiabatic
coupling matrix element (NACME) are expressed as

⟨ψaelectronic |
∂

∂Qm
|ψbelectronic⟩=

⟨ψaelectronic | ∂V̂
∂Qm

|ψbelectronic⟩
Eaelectronic −Ebelectronic

, (15)

where a, b, E, Qm and V denotes the electronic states, energy,
coordinate of the normal mode and electron-nucleus attraction
operator, respectively.

The spin-orbit coupling matrix element (SOCME) between the
singlet-triplet states of uracil are computed using def2-TZVP ba-
sis at the CASSCF(14e,10o) level of theory as implemented in
ORCA 5.0.2. software.63,64 The optimized S2 geometry is used
for SOCME calculations.

Another ingredient for the calculations of kIC and kISC is the
Duschinsky rotation matrix (J) and the displacement vectors (D)
between two electronic states. We obtain these variables from the
DUSHIN program,65 employing both curvilinear and rectilinear
coordinate systems. The curvilinear coordinates are known to be
better suited for distorted non-planar geometries (as in uracil),
particularly as the Duschinsky matrix obtained with rectilinear
coordinates is prone to display spurious couplings between low-
frequency and high-frequency modes. We here present rate of IC
computed using both.

For the purpose of calculating kIC, the time-dependent corre-
lation function (GFC+HT

IC (t, t ′;m,m′) as in Eq. (9)) is computed
within a time interval of [-5ps:5ps] with 50000 time steps. Fur-
thermore, to compute the IC rate constant, we have performed
one-dimensional fast Fourier transformation (FFTW)66 on the
time-dependent correlation function. On the other hand, to com-
pute kISC, numerical integration is performed over the real part
of the time-dependent correlation function GISC(t) as in Eq. (12)
using a time interval of 10 ps and 50000 grid points with Simp-
son’s one-third rule.48 For both rate calculations, the upper limit
of time integration is chosen in such a way that it considers all
the frequencies. Additionally, to ensure that the time-dependent
correlation functions converge within our chosen time interval,
we have incorporated a Gaussian and Lorentzian damping func-
tion with damping parameters γ =2 cm−1 and γ =50 cm−1 to
calculate the GISC(t) and GFC+HT

IC (t, t ′;m,m′)), respectively. The
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physical meaning of the damping parameter has been discussed
previously in Ref. 47.

The calculation of kIC and kISC has been implemented as a
stand-alone Fortran90 code.67 An overview of the computational
protocol is shown in Scheme 2.

4 Results and discussions
We validate our computational setup for evaluating the rate of IC
using the azulene molecule, in Section 4.1 and we then apply the
framework to understand the photophysical deactivation pathway
of uracil, as detailed in Section 4.2.

4.1 Azulene

Azulene is an interesting small molecule known to violate Kasha´s
rule by exhibiting S2 →S0 fluorescence. This peculiarity is at-
tributed to the large energy gap between the S2 and S1 states,
and much smaller energy separation between S1 and S0.68,69 This
also corroborates with our finding of a large 1.89 eV energy gap
between the S2 and S1 states. Therefore, azulene is commonly
used it a suitable candidate to test the capacities of theoretical
frameworks to capture correctly the radiative and non-radiative
photophysics of other molecules.57,68–73 We apply our framework
to compute kIC from S1 → S0, having an energy gap of 1.41 eV
and the norm of NAC being 3.04 bohr−1 We obtain an IC rate con-
stant of 2.42×1011 s−1 and 2.54×1011 s−1 using curvilinear and
rectilinear coordinates, respectively. This is in good agreement
with the experimentally reported value of 5× 1011 s−1,68–70 and
also with other theoretical findings.71,73

4.2 Uracil

UV-visible light excitation of uracil in gas phase leads primarily
to population of the bright S2 state and to the slightly higher-
energy S3 state. The lowest singlet-excited state (S1) of uracil
is a dark state with planar geometry. The optimized S2 struc-
ture is non-planar at the chosen level of theory, even though
some computational studies have characterized it to be a planar
structure enabling them to exploit symmetry. We here consider
the minimum, non-planar structure as obtained consistently at
the TDDFT level. As we intend to study the deactivation path-
ways involved, we have calculated the energetic positioning of
the singlet and triplet manifolds of uracil obtained at the MS-
CASPT2(14e,10o)/cc-pVDZ level starting from the excited S2 as
shown in Fig. 3. Since we here focus on the deactivation process
mainly starting from the S2 state, we present the results obtained
using this geometry.

We compute the rates associated with the possible spin-allowed
IC pathways. The nature of the variation of the IC rate constants
with the energy gap and the resulting rate constants are shown
in Fig. 4 and Table 1. Although the S3 state has a slight popu-
lation transfer from the ground state via excitation, the resulting
state decays immediately to the S2 state with a rate constant of
2.12× 1012 s−1 and the associated lifetime is 0.47 ps. As seen
from the rates reported in Table 1, the choice of rectilinear or
curvilinear coordinates have little influence over the computed
rate constants. Semi-classical nuclear dynamical studies finds the

same behavior with a lifetime of less than 0.2 ps.24 Recently, us-
ing a laser-based thermal desorption technique in a time-resolved
photo-ion yield measurement experiment, Ghafur et al. 30 have
probed the ultrafast decay (0.2 ps) of the S3 state, keeping the
pump wavelength less than 250 nm.

Table 1 also reports the rate of IC from S2 →S1, being the other
prominent deactivation pathway within the singlet manifold,
with rate constants of 3.78 × 1011 s−1 and the corresponding
lifetime is 2.64 ps. Most experimental findings6,19,21,30 have
reported bi-exponential decay mechanisms with a lifetime of
0.05 – 0.25 and 1.1 – 3.2 ps. In contrast, Kang et al. 1 found a
monoexponential decay mechanism with lifetime of 2.4 ps. On
the other side, semi-classical dynamics have obtained a different
decay behavior, sensitive to the level of theory, with an average
time scale ranging from 0.5 – 0.75 ps.12,13,15,16,18,23. This
time-scale has been attributed to transitions occurring either
through the direct decay of the excited-state populations from the
S2 → S0

16,18 or from the S1 → S0.12,13,15. However, Fingerhut
et al. 23 ascribe it to a S2 → S1 transition. In this context, it should
also be highlighted that, although several experiments3,7,19,21,30

and semi-classical dynamics15,24,31,32 found decay time ranging
from 0.05 – 0.25 and 0.01 – 0.07 ps, respectively, Hudock
et al. 11 have argued this ultrafast femtosecond timescale to be
the vibrational relaxation to the minima of the S2 electronic state
rather than population transfer to the lowest energy S1 state.
Their full multiple spawning study at the SA-CASSCF(8,6) level
suggests the time scale of S2 →S1 IC as 0.5 ps. Nevertheless, the
decay time for the S2 →S1 pathway as obtained with our code
is approximately 5 times higher compared to the experimental
result3. Earlier, it has been found that the inclusion of anhar-
monicity in the rate expression has increased the value of the
IC rate constant72 of azulene up to 30% or more. We believe
that the inclusion of the anharmonicity in the present code in
the future will definitely resolve the existing small discrepancy
between the experimental decay time for the S2 → S1 pathways
and that of ours obtained with a FGR-based rate constant. It
is important to mention here that we do not present the rate
constant of IC between S1 → S0 due to the large energy gap
between the states, making it unfit for our Fermi´s Golden
rule-based method. The rate of IC between the lowest two triplet
states are also reported in Table 1, with kIC of the order of
1010 s−1. Even though the rate constant is high enough for this
decay channel, the significance of this pathway however depends
on the effectiveness of ISC from the singlet to the triplet mani-
fold necessary for considerable population transfer to the T2 state.

Eqn.(3) and (6) mathematically shows the factors governing
the rate of IC on additional terms, such as the energy gap (∆E),
Dushchinsky rotation matrix (J), displacement vector (D) and
frequencies (ωS) of the involved electronic states, and most im-
portantly the non-adiabatic coupling term between the electronic
states. The mode-specific NAC vector contributions between the
significant IC channels, S3 → S2 and S2 → S1 are depicted in Figs.
5 and 6, respectively at the MS-CASPT2 and CASSCF levels. We
observe that the dominating contributing normal modes remain
unchanged upon a change of the level of theory. It is also ev-
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Input parameters = no of normal modes,
tmin, tmax, time interval points, damping
parameter (η), temperature (T ), energy
gap (∆E), NACME, SOCME, frequency
files (ωS,ωT ), displacement vectors (D)
and Duschinsky rotation matrices (J)

Conversion of input pa-
rameters to atomic unit

Evaluation of GFC
IC (t)

involving the ma-
trix multiplication,

inversion and deter-
minant calculation

K and M loop for the calculation of GHT
IC (t)

Construction of GFC+HT
IC (t)

Transformation of GFC+HT
IC (t) into

the frequency domain using FFTW3

IC rate constant in s−1 ob-
tained after converting the

atomic unit data to the s−1 unit

Matrix multiplication, inversion
and determinant evaluation for
the construction of the GFC

ISC(t)

Simpson’s one third rule to
perform the time integration

Rate constant of ISC in s−1 af-
ter multiplying the constant pre-

factor as well as transforming
the atomic unit data to the s−1

NACME for IC SOCME for ISC

Fig. 2 Flow chart for the implemented protocols for computing the rate of IC ? and ISC.

Table 1 Internal conversion rate constants calculated using the energy gap and NACME obtained at the S2 geometry using the MS-CASPT2 level of
theory with (14e,10o) active space. Here a and b denotes the rate constant (kIC) and the corresponding lifetime (τ) evaluated involving the J and D
computed in curvilinear and rectilinear coordinates, respectively.

Transition ∆E (eV) norm (Bohr−1) ka
IC (s−1) τa (ps) kb

IC (s−1) τb (ps)
S3 → S2 0.52 4.86 2.12×1012 0.47 1.07×1012 0.93
S2→ S1 0.21 4.12 3.78×1011 2.64 2.47×1011 4.04
T2 → T1 0.72 0.77 4.65×1010 21.50 3.77×1010 26.52

ident from Figs. 5 and 6, that a few vibrational modes con-
tribute more significantly towards IC than others. The number
of normal modes having a major contribution towards the rate
determination is larger for S3 → S2 transitions compared to the
S2 → S1 transition, indicating a larger kIC in the former route. In
particular the NAC vector elements at frequencies of 2243 cm−1

in S2 → S1 have considerably large contributions towards the IC

rate constant than other modes. However, apart from this mode
(mode no. 26), three other modes with frequencies 1314, 1505
and 1617 cm−1 corresponding to mode numbers 20, 24 and 25,
respectively, also have notable contributions to the rate of IC.

We further compute the PESs associated with these vibrational
modes in the three singlet excited states, as shown in Fig 7 at
the MS-CASPT2 level of theory. The PESs of these vibrational
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Table 2 Intersystem crossing rate constants computed using the energy gap and SOCME taken from the MS-CASPT2 and NEVPT2 method
respectively with active space (14e,10o) computed at the S2 geometry. The rate constants and the associated lifetimes calculated using J and D in
curvilinear and rectilinear coordinates, are denoted by a and b respectively.

Transition ∆E (eV) SOC (cm−1) ka
ISC (s−1) τa (ps) kb

ISC (s−1) τb (ps)
S3 → T3 0.34 56.18 1.19×1011 8.40 1.11×1011 9.00
S2→ T2 0.30 19.44 1.04×1010 96.15 4.88×1010 20.49
S2→ T1 1.02 15.28 8.97×109 111.48 7.22×109 138.50
S1 → T2 0.09 9.46 6.57×109 152.20 6.57×109 152.20
S1 → T1 0.81 53.10 1.37×1011 7.29 1.11×1011 9.00

Fig. 3 Energy level of the excited states with respect to the ground state
computed at the MS-CASPT2/(14e,10o) method using the S2 geometry.
The SOCMEs given over the arrow in cm−1 are obtained using NEVPT2
method.

modes at the CASSCF level are also supplied in the ESI. Here, we
observe that the energy gap between the PESs of the uncoupled
modes is very small which indeed would facilitate the ultrafast
IC, even without accessible conical intersections as proposed by
Mukherjee and Barbatti.36

Mode number 20 and 24 are N2-H10 in-plane bending and
N2-C3 as well as N2-C6 stretching with ethylenic C1-H8 bending
in-plane character, respectively. Whereas, the 25th normal mode
shows a complex motion associated with symmetric C4-O12 and
C3-O9, and ethylenic C1-C5 stretching with strong in-plane N6-
H7 bending. The 26th mode involves the motion of antisym-
metric C-O stretching with N2-H10, N6-H7 and slight ethylenic
C1-C5 bending motion. It is evident from Fig 6 that mode 26
has a larger NACME than other modes between the S2 and S1

states, leading to a larger contribution to the net IC rate con-
stants. The mode-specific kIC value of mode 26 of S2 →S1 is 2.11
×1011 s−1, whereas the total rate constant obtained by adding the
kIC of the individual normal modes 20, 24 and 25 is 6.91 ×1010

s−1. The larger NACME in mode number 26 arises because of

the close proximity of the S2 and S1 PESs, as evident from Fig 7.
The displacement vectors associated with these vibrational nor-
mal modes are provided in the ESI.
In the present context, it is also to be noted that none of the nor-
mal modes alone can induce conical intersection (CI) between S2

and S1 in the harmonic region of the PESs and the optimization
of the CI geometry at the MS-CASPT2/(14e,10o) level suggests
that the C3-O9, C3-N6 and ethylenic C1-C5 bonds are stretched
compared to the lengths of these bonds at the equilibrium S2 ge-
ometry. The relative changes occurring in the CI geometry in-
dicates that the commencement of CI is possible when mode 25
and 26 get coupled and the question remains unresolved how
the coupling of such high-frequency normal modes is possible at
room temperature, as canonical probability contributions of these
modes are quite small. Nevertheless, to get a flavor of CI, starting
from the CI geometry, we have generated a number of geometries
using linear interpolation of internal coordinates (LIIC)32,74 and
have performed single-point energy calculations at the same level
used to optimize the CI geometry. The PESs are provided in the
ESI and probe the point of conical intersection. The present work
actually demonstrates that internal conversion between S2 and S1

may occur partially via small-gap potential energy surfaces in se-
lective normal modes, and partially through conical intersection.

We have until now restricted the discussion to the singlet
manifold. In order to include the triplet states within the
de-activation pathway, one has to consider the ISC process,
leading to population gain within the triplet manifold. For
this purpose, we have computed the rate of ISC among all the
possible channels lower in energy than the S3 state, that is, S3 →
T3, S2 → T2, S2 → T1, S1 → T2 and S1 → T1. The rate of ISC
for each of the individual pathways are tabulated in Table 2,
together with the energy gap and SOC between the singlet and
triplet states.

The energy gap (∆E) and the spin-orbit coupling (SOC) inter-
action75–78 between the different spin states are the two funda-
mental parameters for predicting the feasibility of ISC. From Eq.
(13) it is clear that stronger SOC and smaller energy gap between
the different spin states promotes ISC, these parameters for uracil
are presented in Fig. 3. It is worth mentioning here that Duschin-
sky rotation parameters (J and D) also play a vital role in deter-
mining the probability of ISC.48,79 The qualitative discussion re-
lated to the magnitude of the spin-orbit coupling matrix element
(SOCME) between the singlet and triplet levels are also given in
ESI.
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Fig. 4 Variation of kIC with the energy gap at the MS-CASPT2/(14e,10o) method, where for the computation of rate constant, the J and D have
been extracted using curvilinear coordinate.

Fig. 5 Mode specific NACMEs between the S3 and S2 states..

Therefore, our calculated rates of IC and ISC reveal that there
exist multiple competing deactivation pathways in uracil with
comparable rate constants. This is unsurprising, given the ambi-
guity associated with the excited-state decay pathways reported
in the literature.1,3,6,11–13,15,16,18,21–24 Deactivation from the S3

state is primarily via IC to S2 rather than ISC to T3 state. Fur-
thermore, due to the lower intensity of the S0 → S3 initial photo-
excitation, the T3 state is not sufficiently populated to open a new
and significant deactivation IC channel within the triplet manifold
originating from T3 → T2. The decay pathways originating from
the bright S2 state is therefore the primary target. The calculated
kISC of 1.04× 1010 and 8.97× 109 s−1 for S2 → T2 and S2 → T1,
respectively, to be compared to kIC of 3.78 × 1011 s−1 between
the S2 → S1, highlights that IC most efficiently depopulates the
S2 state. Even though there is no experimentally measured ISC

Fig. 6 Mode specific NACMEs between the S2 and S1 states.

rate constant for these pathways, our results are in good agree-
ment with those reported by Etinski et al. 80 obtained using the
time-independent method.81. Notice here, that the rates obtained
using curvilinear and rectilinear coordinate systems are compara-
ble, as shown in Tables 1 and 2.

Investigating finally the decay channels available from the
S1 state, S1 → T1 is the major pathway due to the larger SOC
between them of 53.10 cm−1, compared to S1 → T2 (9.46 cm−1).
The corresponding rate constants between S1 → T1 and S1 →
T2 are 1.37× 1011 and 6.57× 109 s−1, respectively. ISC from the
S1 state populates the triplet manifold, and in particular the T1

state. Indeed, our computed lifetime of 7.29 ps associated with
the S1-T1 ISC process is in good agreement with several experi-
mental1,3,6,9,19,21,30 and theoretical investigations16,24,27. There
could also occur a competitive and simultaneous deactivation to
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Fig. 7 Potential energy surfaces of normal modes obtained using MS- CASPT2/(14e,10o) method. Here the reaction coordinate indicate the manual
displacement of the normal mode coordinate along the direction of the displacement vector of the respective normal mode. a, b, c and d denotes the
potential energy surface for normal modes 20, 24, 25 and 26 with frequencies 1314, 1505, 1617 and 2243 cm−1, respectively.

the S0 state via radiative and/or non-radiative mechanisms.

From the above findings, we propose that the de-excitation
mechanism of uracil follows the S2 → S1 → T1 pathway, which
is in good agreement with the results reported in Refs. 9,80. An-
other previously reported deactivation pathway is S2 →S1 →T2 →
T1, resulting in the suppression of the nonradiative S1 →S0 IC, as
well as direct transfer of the excitations from the S1 → T1.24

5 Conclusions
In summary, we have presented a general methodology based on
time-dependent correlation functions to calculate the rate of non-
radiative deactivation processes, namely IC and ISC. The two pro-
cesses are treated on an equal footing, with NAC and SOC being
the main driving force behind IC and ISC, respectively. The en-
ergy gap is a common factor in determining the rate constants
for the two. Our open-source implementation is highly flexible as
it can use input parameters (energy gap, SOCME, NACME, fre-
quency, Duschinsky rotation matrix and displacement vector pa-
rameters) obtained at any meaningful quantum-chemical theory
level to calculate the rate constants. The computational scheme
is validated by computing the rate of IC for S1 → S0 transition in
azulene, giving excellent agreement with experiment.

Further, to gauge the limits of our method, we study the highly
complex photophysics of uracil. Firstly, we checked the applica-
bility of the Fermi´s Golden rule-based approach for studying the

photodynamics of uracil by generating the electronic state mode-
specific PESs. We observed that quite a few of the contributing
vibrational modes have almost parallel PES with small energy
separation. Under such circumstances, even though the proba-
bility of transition is less due to small NACME, there exists many
more instances for transition, leading to ultrafast IC. Our rate cal-
culations show that the decay pathway is indeed quite complex,
with no single pathway outperforming others. This was to be ex-
pected given the conflicting results in the literature regarding the
exact mechanism of decay. We have found that the initially ex-
cited bright S2 state promptly decays to the S1 state. The most
challenging pathway has been the loss of population from the S1

state, which has two simultaneous decay pathways, (1) S1 →S0

internal conversion, the rates of which we do not compute with
our approach due to the high energy gap between the S1 and S0

states (2) a direct S1 →T1 ISC with a lifetime of 7.29 ps. We also
trace the deactivation pathway for the slightly populated S3 state,
which rapidly undergoes IC to the S2 state. We conclude that af-
ter excitation, uracil follows S3 → S2 →S1 →T1 pathway and sub-
sequent decay to the S0 state through radiative or non-radiative
mechanisms. Due to a smaller population in the S3 state, the
chance of decay by spin-forbidden ISC to the triplet manifolds is
extremely low. The suitability of our FGR based method for sim-
ulating ultrafast dynamics can be further validated by perform-
ing non-perturbative ab-initio quantum dynamics simulations of
small- to medium-sized molecule including Duschinsky mixing ef-
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