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Abstract
For people with Type 1 Diabetes Mellitus (T1DM), engaging in physical activities (PA)
presents unique challenges. The aim of this thesis was to improve the prediction of blood
glucose (BG) levels for individuals with T1DM during and after PA. The study began with a
literature review to guide the research direction and understand existing prediction models.
Then particular emphasis was placed on analyzing papers that provided open-source code,
allowing validation of these models using the OhioT1DM dataset and data collected from
participants. The GluPredKit platform, an open-source blood glucose prediction framework,
was used to streamline the process of data handling, training, and evaluating BG prediction
models in Python. The study progressed by training and evaluating various machine
learning (ML) models with data from two participants with T1DM. Finally, Physiological
Hybrid models and various ensemble models were implemented to observe performance
improvement during physical activities.

The Physiological Hybrid model did not improve the predictions during PA compared to
the conventional ML models. Although ensemble modeling provided a slight improvement
in prediction performance, no ensemble consistently outperformed others, indicating a
need for further refinement. Additionally, traditional metrics like Root Mean Squared Error
(RMSE) were found to be insufficient in accurately assessing model performance during PA.
This prompted the introduction of an additional evaluation method, trajectory plots.

Despite these advancements, this study has several limitations, including the small sample
size and heavy reliance on data from smartwatches. As a result, future research should
focus on recruiting more participants, refining metrics to better assess ML model perfor-
mance during PA, and exploring innovative modeling approaches to achieve improved
outcomes.





Contents
Abstract iii

List of Figures ix

List of Tables xi

List of Listings xiii

Acronyms xv

1 Introduction 1
1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Scope and research problem . . . . . . . . . . . . . . . . . . . . . . . . . 4

2 Literature Review 7
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.2.1 Search strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2.2 Inclusion and Exclusion Criteria . . . . . . . . . . . . . . . . . . . 9
2.2.3 Data extraction and Quality assessment . . . . . . . . . . . . . . . 10

2.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3.1 Summary of Review Table . . . . . . . . . . . . . . . . . . . . . . 21
2.3.2 Summary of Modeling Approaches . . . . . . . . . . . . . . . . . 21

2.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.4.1 Features used in training . . . . . . . . . . . . . . . . . . . . . . 22
2.4.2 Multitask Learning and Personalization . . . . . . . . . . . . . . . 23
2.4.3 Current challenges of using PA data in improving BG predictions . 23

2.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.5.1 Direction of Research . . . . . . . . . . . . . . . . . . . . . . . . 25

3 Methods 27
3.1 Materials and Software . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

3.1.1 Server Description . . . . . . . . . . . . . . . . . . . . . . . . . . 27

v



vi contents

3.1.2 Python Virtual Environments . . . . . . . . . . . . . . . . . . . . 28
3.1.3 Deep Learning in Python . . . . . . . . . . . . . . . . . . . . . . 28

3.2 Data collection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.2.1 OhioT1DM dataset . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.2.2 Acquisition of Personal Data . . . . . . . . . . . . . . . . . . . . . 29
3.2.3 Attempt to Contact Authors of Relevant Papers . . . . . . . . . . . 34

3.3 Comparison Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.3.1 Goal of the Comparison Work . . . . . . . . . . . . . . . . . . . . 35
3.3.2 Introduction of the Compared Papers . . . . . . . . . . . . . . . . 35
3.3.3 Comparison Work Methods . . . . . . . . . . . . . . . . . . . . . 43

3.4 Working with Participant Collected Data . . . . . . . . . . . . . . . . . . 45
3.4.1 Evaluated Models . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.4.2 Evaluation Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.4.3 Evaluation Interval . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.4.4 Data Considerations . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.4.5 Data Parsing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.4.6 Data Preprocessing . . . . . . . . . . . . . . . . . . . . . . . . . . 55

3.5 Approaches Taken to Improve the Predictions During PA . . . . . . . . . . 56
3.5.1 Hybrid Model Combining Machine Learning and Physiological Prin-

ciples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.5.2 Ensemble Models . . . . . . . . . . . . . . . . . . . . . . . . . . 58

4 Result 63
4.1 Comparison Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

4.1.1 Part 1 - Result of Validation . . . . . . . . . . . . . . . . . . . . . 64
4.1.2 Part 2 - Result of Applying Different Data . . . . . . . . . . . . . . 66
4.1.3 Part 3 - Result of Implementing Models in GluPredKit . . . . . . . 67

4.2 Work with Participant Collected Data . . . . . . . . . . . . . . . . . . . . 68
4.2.1 Overall Performance Comparison . . . . . . . . . . . . . . . . . . 68
4.2.2 Performance During the Physical Activity . . . . . . . . . . . . . . 72
4.2.3 Performance After Physical Activity . . . . . . . . . . . . . . . . . 82

4.3 Approaches Taken to Improve Predictions During Physical Activity . . . . 87
4.3.1 Physiological Hybrid Model Performance During Physical Activity . 87
4.3.2 Ensemble Model Performance During Physical Activity . . . . . . . 89

5 Discussion 93
5.1 Discussion on Comparison Work Result . . . . . . . . . . . . . . . . . . . 93

5.1.1 Part 1 - Validation with the same dataset . . . . . . . . . . . . . . 93
5.1.2 Part 2 - Validation with a different dataset . . . . . . . . . . . . . 94
5.1.3 Part 3 - Implementation in GluPredKit . . . . . . . . . . . . . . . 94
5.1.4 Comparison Work Conclusion . . . . . . . . . . . . . . . . . . . . 95

5.2 Discussion on Working with Real Data . . . . . . . . . . . . . . . . . . . 95
5.2.1 Overall Performance Analysis . . . . . . . . . . . . . . . . . . . . 95



contents vii

5.2.2 During Physical Activity Outcome Analysis . . . . . . . . . . . . . 96
5.2.3 After Physical Activity Outcome Analysis . . . . . . . . . . . . . . 97

5.3 Discussion on Result from Approaches Taken to Improve Predictions dur-
ing Physical Activities . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.3.1 Application of Physiological Hybrid Model . . . . . . . . . . . . . 98
5.3.2 Application of Ensemble Model . . . . . . . . . . . . . . . . . . . 98

5.4 Other Methodologies for Evaluating Performance BG during PA . . . . . . 99
5.4.1 The Limitations of Root Mean Squared Error in Capturing Model

Prediction Behavior . . . . . . . . . . . . . . . . . . . . . . . . . 99
5.4.2 Other Evaluation Approaches . . . . . . . . . . . . . . . . . . . . 100

5.5 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
5.5.1 Use of Smartwatches to Collect Data . . . . . . . . . . . . . . . . 103
5.5.2 Limited Amount of Participants . . . . . . . . . . . . . . . . . . . 104
5.5.3 Ensemble Model Approach . . . . . . . . . . . . . . . . . . . . . 104
5.5.4 Deep Learning Models . . . . . . . . . . . . . . . . . . . . . . . . 104

6 Conclusion 105
6.1 Summary of Key Findings . . . . . . . . . . . . . . . . . . . . . . . . . . 105
6.2 Research Contribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
6.3 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

6.3.1 Recruiting More Participants and Expanding the Scope . . . . . . 107
6.3.2 Finding an optimal measurement to assess the performance of a

model during PA . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
6.3.3 Achieving a model that understands physiological dynamics dur-

ing PA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
6.4 Closing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

Bibliography 109





List of Figures
2.1 The study selection process flow diagram . . . . . . . . . . . . . . . . . . 9
2.2 Models in Literature Review . . . . . . . . . . . . . . . . . . . . . . . . . 22

3.1 Framework of paper 1 [19] . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.2 Framework of paper 2 [39] . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.3 Framework of paper 3 [36] . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.4 Framework of paper 4 [22] . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.5 Framework of paper 5 [41] . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.6 A ridge model trajectory plot with the 60-minute prediction horizon for

participant 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.7 Model inspired by the Deep Physiological Model [84] . . . . . . . . . . . 59

4.1 Clarke Error Grid for Participant 1 with a Ridge model (30-minute predic-
tion horizon) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

4.2 Clarke Error Grid for Participant 1 with a Ridge model (60-minute predic-
tion horizon) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

4.3 Clarke Error Grid for Participant 2 with a Stacked model (MLP and PLSR)
(30-minute prediction horizon) . . . . . . . . . . . . . . . . . . . . . . . 69

4.4 Clarke Error Grid for Participant 2 with a Stacked model (MLP and PLSR)
(60-minute prediction horizon) . . . . . . . . . . . . . . . . . . . . . . . 69

4.5 Parkes Error Grid for Participant 1 with a Ridge model (30-minute predic-
tion horizon) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

4.6 Parkes Error Grid for Participant 1 with a Ridge model (60-minute predic-
tion horizon) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

4.7 Parkes Error Grid for Participant 2 with a Stacked model (MLP and PLSR)
(30-minute prediction horizon) . . . . . . . . . . . . . . . . . . . . . . . 71

4.8 Parkes Error Grid for Participant 2 with a Stacked model (MLP and PLSR)
(60-minute prediction horizon) . . . . . . . . . . . . . . . . . . . . . . . 71

4.9 Top 5 models RMSE during PA for Participant 1 . . . . . . . . . . . . . . 72
4.10 Top 5 models RMSE during PA for Participant 2 . . . . . . . . . . . . . . 73
4.11 A box plot depicting the RMSE of TCN model with a 60-minute PH for

Participant 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

ix



x l ist of figures

4.12 A box plot depicting the RMSE of LSTM model with a 60-minute PH for
Participant 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

4.13 A box plot depicting the RMSE of Stacked model (MLP and PLSR) with a
60-minute PH for Participant 2 . . . . . . . . . . . . . . . . . . . . . . . 75

4.14 Trajectory plot of LSTM model with a 60-minute PH for Participant 2 . . . 75
4.15 A box plot depicting the RMSE of TCN model with a 60-minute PH for

Participant 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.16 A Ridge model trajectory plot of Participant 1 . . . . . . . . . . . . . . . 77
4.17 A Ridge model trajectory plot of Participant 2 . . . . . . . . . . . . . . . 77
4.18 LSTM - Trajectories during PA for Participant 1 . . . . . . . . . . . . . . . 78
4.19 TCN - Trajectories during PA for Participant 1 . . . . . . . . . . . . . . . 79
4.20 LSTM - Trajectories during PA for Participant 2 . . . . . . . . . . . . . . . 79
4.21 TCN - Trajectories during PA for Participant 2 . . . . . . . . . . . . . . . 80
4.22 TCN Pytorch version - Trajectories during PA for Participant 1 . . . . . . . 80
4.23 TCN Pytorch version - Trajectories during PA for Participant 2 . . . . . . . 81
4.24 Double LSTM - Trajectories during PA for participant 1 . . . . . . . . . . 82
4.25 Double LSTM - Trajectories during PA for participant 2 . . . . . . . . . . 82
4.26 Bar chart showing RMSE for the Ridge model with a 60-minute prediction

horizon after the start of physical activity for Participant 1 . . . . . . . . . 83
4.27 Bar chart showing RMSE for the Stacked MLP and PLSR model with a 60-

minute prediction horizon after the start of physical activity for Participant 2 83
4.28 Four trajectory plots with RMSE for different time periods after PA for the

Ridge model with 60-minute PH for Participant 1 . . . . . . . . . . . . . 84
4.29 Four trajectory plots with RMSE for different time periods after PA for the

Stacked MLP and PLSR model with 60-minute PH for Participant 2 . . . . 85
4.30 Four bar charts with RMSE for different time periods after PA for the Ridge

model with 60-minute PH for Participant 1 . . . . . . . . . . . . . . . . . 86
4.31 Four bar charts with RMSE for different time periods after PA for the

Stacked MLP and PLSR model with 60-minute PH for Participant 2 . . . . 86
4.32 Bar chart on Mean RMSE Differences from Benchmark Models . . . . . . 88
4.33 Trajectory plot on TCN-based Physiological Hybrid Model for Participant 1 89
4.34 Trajectory plot on LSTM-based Physiological Hybrid Model for Participant 2 89
4.35 Bar chart on Mean Differences from Benchmark Model . . . . . . . . . . 90
4.36 Trajectory plot on Benchmark Model (TCN) on Participant 1 data . . . . . 91
4.37 Trajectory plot on Stacked Model 3 on Participant 1 data . . . . . . . . . 91
4.38 Trajectory plot on Benchmark model (Stacked MLP and PLSR) on Partici-

pant 2 data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.39 Trajectory plot on Stacked Model 1 on Participant 2 data . . . . . . . . . 92



List of Tables
4.1 Performance Comparison . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.2 Summary of second validation work . . . . . . . . . . . . . . . . . . . . 67
4.3 RMSE(mg/dL) of the models in each paper after integrating into GluPred-

Kit, with the differences from reported values shown in parentheses . . . 67

xi





List of Listings
3.1 Part of the RMSE during PA calculation function . . . . . . . . . . . . . . 48

xiii





Acronyms

Acronym Meaning
AUC Area under the curve
BG Blood Glucose
CGM Continuous glucose monitoring
CRNN Convolutional recurrent neural network
MDI Multiple daily injection
ML Machine Learning
MLP Multilayer Perceptron
PA Physical Activity
PH Prediction Horizon
PLSR Partial least squares regression
RMSE Root Mean Squared Error
T1DM Type 1 diabetes mellitus

xv





1
Introduction
1.1 Background

Overview of existing knowledge about physical activities in T1DM
management

For people with T1DM, there are challenges to physical activity (PA). For example, adults with
diabetes are at an increased risk for underlying heart disease, and exercise can potentially
trigger angina attacks in individuals with preexisting cardiovascular conditions [1].

For people who have had diabetes for a long time and have developed certain complications,
exercise must be approached with caution due to the potential risk of hypoglycemia. For
example, intense physical activity in individuals with proliferative retinopathy can increase
the risk of complications, such as retinal detachment or retinal and vitreous hemorrhages
[2].

Why do people with T1DM still need to exercise?

Despite the potential adverse effects of exercise, exercise is beneficial for people with
type 1 diabetes (T1DM) for several reasons.

Regular physical activity can improve insulin sensitivity, making your body’s cells more
receptive to insulin. The result can be better control of blood glucose levels and a reduction
in the need for insulin by reducing the risk of insulin resistance [3].

1



2 chapter 1 introduction

Exercise has cardiovascular benefits for everyone, but it’s especially important for people
with T1DM who may be at higher risk of cardiovascular complications. Livingstone et al. [4]
found that T1DM continues to be associatedwith higher cardiovascular disease andmortality
rates than the non-diabetic population. Regular physical activity can improve the health of
the heart, lower blood pressure, and reduce the risk of heart disease.

Weight-bearing exercise, such as walking or resistance training, can improve bone density
and reduce the risk of osteoporosis, which affects some people with T1DM. For example,
adolescents with T1DM may not reach their potential peak bone mass, putting them at
greater risk of fractures [5]. Adult men with T1DM have reduced bone density at the hip,
femoral neck, and spine compared with age-matched controls [6].

The challenge of PA in T1DM

Physical activity can be beneficial for people with type 1 diabetes, but it comes with certain
challenges and risks. The level of difficulty depends on various factors, including the individ-
ual’s overall health and the type of physical activity they engage in. The fourmain challenges
are acute hypoglycemia, post-exercise hypoglycemia, hyperglycemia, and exercise-induced
ketosis.

• Acute Hypoglycemia
Exercise can have a significant impact on blood glucose levels in people with diabetes,
potentially leading to acute hypoglycemia. Physical activity naturally increases the
body’s demand for energy, prompting muscles to use more glucose, which can result
in a drop in blood glucose levels.

Moreover, exercise can enhance insulin sensitivity, meaning that cells respond more
readily to insulin. This heightened sensitivity increases glucose uptake by muscles,
potentially causing hypoglycemia if insulin doses are not adjusted accordingly.

Additionally, the timing of exercise in relation to meals and medication must be
carefully managed. Exercising on an empty stomach or soon after taking insulin can
elevate the risk of hypoglycemia.

• Post-exercise Hypoglycemia
Post-exercise hypoglycemia, also known as exercise-induced hypoglycemia, occurs
when blood glucose levels drop to abnormally low levels after physical activity. This
condition can be particularly concerning for people with diabetes, especially those
on insulin or other blood glucose-lowering medications. During exercise, the muscles
use glucose for energy, which, especially during intense or prolonged workouts, can
lead to a significant drop in blood glucose levels.
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Additionally, after exercise, peripheral muscles increase their uptake of glucose as they
rebuild their glycogen stores, potentially causing hypoglycemia for up to 24 hours
post-exercise.

Moreover, short-acting insulin, designed for rapid action and with a relatively short
duration, can be absorbed at a higher rate when injected into limbs involved in
physical activity, further contributing to the risk of exercise-induced hypoglycemia.

• Acute hyperglycemia
Conversely, certain factors can lead to elevated blood glucose levels during or after
exercise. These factors include stress hormones, a counterregulatory response, insulin
resistance, and the timing of exercise.

Intense or strenuous exercise can trigger the release of stress hormones such as cortisol
and adrenaline. These hormones can prompt the liver to release stored glucose into
the bloodstream, potentially causing acute hyperglycemia [7].

The body’s counterregulatory response, which is intended to prevent hypoglycemia,
can sometimes cause hyperglycemia. In individuals with diabetes, this response may
be exaggerated, leading the liver to release more glucose than needed.

During exercise, the body’s cells can also become temporarily resistant to insulin,
hindering glucose uptake into the cells and resulting in elevated blood glucose levels.

Finally, the timing of exercise relative to meals and medication can impact blood
glucose levels. For instance, exercising shortly after a large carbohydrate-rich meal
can cause a spike in blood glucose.

• Exercise-induced ketosis
Exercise-induced ketosis in diabetes can be a concern if it becomes excessive or
prolonged. While ketosis itself is a natural metabolic process that can occur when the
body switches to using fat for energy rather than glucose, it can pose potential risks
and complications in diabetes, particularly if not managed.

Diabetic ketoacidosis (DKA) is a serious and potentially life-threatening complication
that can occur when ketosis becomes excessive and uncontrolled. It is more common
in people with type 1 diabetes, but can also occur in people with type 2 diabetes [8].
DKA occurs when there is a severe lack of insulin, leading to a build-up of ketones in
the blood. High ketone levels can make the blood acidic, causing a range of symptoms
including nausea, vomiting, abdominal pain, confusion, and even unconsciousness.

Physical activity has complex effects on the body, so it’s crucial to take into account a variety
of factors that can influence blood glucose levels before, during, and after exercise. The
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type of exercise (such as low-intensity versus moderate- to high-intensity), the duration of
the workout, the patient’s level of physical conditioning, their prior diet, and the degree of
insulin deficiency all play significant roles.

1.2 Scope and research problem

In this project, I aim to develop a predictive machine-learning model to predict the blood
glucose level of people with Type 1 Diabetes Mellitus (T1DM). The prediction algorithm
should be developed to improve the accuracy and thus to improve the self-management of
people with T1DM during physical activity. This project focuses on incorporating physical
activity into prediction models for blood glucose levels in people with Type 1 Diabetes
Mellitus.

The scope of this project is divided into two parts. The first part involves comparing
models from literature review papers that have publicly available open-source code. All
the selected papers used the same OhioT1DM dataset, which contains 8 weeks of data
from 12 individuals with Type 1 diabetes. Each of these individuals was using insulin pump
therapy with a continuous glucose monitor (CGM). The dataset provides a variety of data
types, including CGM blood glucose readings every 5 minutes, blood glucose levels from
periodic self-monitoring (finger sticks), insulin dosages (both bolus and basal), self-reported
meal times with carbohydrate estimates, self-reported times of exercise, sleep, work, stress,
illness, and physiological data from fitness bands [9].

The second part of the project involves creating and training a predictive model using
data from people with Type 1 Diabetes Mellitus (T1DM). This data includes continuous
glucose monitor (CGM) readings, insulin injections, carbohydrate intake, and physical
activity records. The objective is to develop a model that can accurately predict future
blood glucose levels during the PA. To achieve this, firstly, several types of machine learning
models were compared to identify which performed best in forecasting blood glucose
levels. Then drawing from insights gained in both parts of the project, new strategies were
adopted to develop a machine-learning model optimized for performance during physical
activity.

Thus this thesis aims to address the following problems.

• Main research problem
What machine learning techniques can be used to generate accurate predictive
models that anticipate how an individual’s blood glucose levels may fluctuate
during exercise?
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Generating accurate predictive models for anticipating an individual’s blood glucose
levels during exercise involves handling time-series data, understanding complex
physiological interactions, and capturing personalized responses. Several machine-
learning techniques will be compared for this purpose. It’s crucial to note that gen-
erating accurate predictive models for blood glucose variability is a challenging task
due to individual variability and the complex interplay of physiological factors. Data
pre-processing, feature engineering, model selection, and hyper-parameter tuning are
critical steps in the development of effective predictive models.

• Sub-problem
How to measure the performance of a machine learning model during the phys-
ical activity Measuring the performance of a machine learning (ML) model during
physical activity (PA) involves multiple factors. Traditional metrics like Root Mean
Square Error (RMSE) and Mean Absolute Error (MAE) can be useful, but they might
not provide a complete understanding of performance due to the dynamic fluctua-
tions in blood glucose levels during exercise. To gain a more accurate assessment of
model performance, it’s essential to include time-dependent metrics and tools that
can visualize prediction accuracy over time.

Moreover, the evaluation should consider the significant variability in blood glucose
levels that occurs during physical activity. A broader view will allow for a more
thorough assessment of how well the ML model adapts to the rapid changes that can
happen during exercise.





2
Literature Review
2.1 Introduction

In this section, I detailed the literature review I conducted to analyze existing scholarly
work related to my specific research topic. My research topic encompasses multiple domains,
including diabetes management, physical activity, and machine learning. Physical activity is
highly related to hypoglycemia events in people with T1DM. The data collected by Zaitcev et
al. [10] has characterized the incidence distribution of the different causes of hypoglycemia,
with more than 45% of the cases collected being related to physical activity. A literature
review has guided me in integrating knowledge from these fields. It served various purposes
in the context of my master’s thesis, helping me understand the current state of knowledge
in the research area. It also allowed me to identify what has already been studied and
the challenges that still exist by reviewing existing methods and technologies proposed in
the literature. Through this process, I was able to identify and define the key theories and
theoretical foundations for my thesis. I also aim to justify my research by showing the need
for my study and its contributions to the field.

2.2 Methods

The following are how I conducted my literature review, detailing how I searched the
relevant research papers, how I filtered them for inclusion or exclusion, and how I reviewed
them.

7



8 chapter 2 literature review

2.2.1 Search strategy

I searched PubMed, ACM, IEEExplorer, and SCOPUS databases for relevant literature from
1 January 2013 to 31 August 2023. The search keywords were "Type 1 Diabetes", "Physical
Activity", and "Prediction". The search query used in IEEExplorer and ACM is:
(“T1DM” OR “T1D” OR "Type 1 Diabetes") AND ("Physical Activity" OR "Exercise") AND
(“Prediction” OR "Machine Learning" OR "Predictive Model" OR “Forecast*” OR “Neural
Network*” OR “Deep Learning”)

The following query syntax was used for PubMed:
(T1DM[Title/Abstract] OR T1D[Title/Abstract OR Type 1 Diabetes[Title/Abstract])
AND (Physical Activity[Title/Abstract] OR Exercise[Title/Abstract]) AND (Pre-
diction[Title/Abstract] OR Machine Learning[Title/Abstract] OR Predictive
Model[Title/Abstract] OR Forecast[Title/Abstract] OR Neural Network[Title/Abstract] OR
Deep Learning[Title/Abstract])

For SCOPUS, a different query is used as it does not allow the wildcard character ‘*’.
Plus, due to the limitations in using a maximum of 8 boolean connectors per field, the query
needed to be divided as below:
TITLE-ABS(“T1DM” OR “T1D” OR "Type 1 Diabetes") AND TITLE-ABS("Physical Activity" OR
"Exercise") AND TITLE-ABS(“Prediction” OR "Machine Learning" OR "Predictive Model" OR
“Forecast”)
TITLE-ABS(“T1DM” OR “T1D” OR "Type 1 Diabetes") AND TITLE-ABS("Physical Activity"
OR "Exercise") AND TITLE-ABS(“Prediction” OR "Deep Learning" OR "Predictive Model" OR
“Neural Network”)

A total of 180 records were found, with 37 of them being relevant to this review, and added 7
papers from Knowledge Discovery in Healthcare Data 2020 (KDH 2020), which resulted in a
total of 44 studies. The selection process of identification, screening, checking for eligibility,
and including additional discoveries is described in Figure 2.1 below.
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Figure 2.1: The study selection process flow diagram

2.2.2 Inclusion and Exclusion Criteria

In order to include relevant records and to increase the reliability of this review, I included
the records that met the following conditions:

• The study population was patients with type 1 diabetes

• The prediction model that included physical activity data as input for training the
model

• The main outcomes of the records were detailed and presented with algorithms, or
models related to the prediction.

On the other hand, the exclusion criteria are as follows:

• The research topic was an algorithm proposal or improvement of hypoglycemia
warning in AP or CGM products

• Abstracts/short papers

• Reviews
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2.2.3 Data extraction and Quality assessment

Data were extracted by carefully scheming from the full text of the records that were
identified as relevant after the filtering process. For each study, the following data were
commonly extracted: first author, year of publication, sample size, input data, prediction
horizon(PH), the algorithms or models used, and validation approach.

2.3 Results

Of the 180 records obtained after the initial search, 123 records remained after the removal
of duplicate results, 79 records remained after the primary screening of titles and abstracts
and were assessed for eligibility, and 42 records were excluded after full-text review. Finally,
7 additional studies from KDH 2020 were included in the review. Following is the summary
of the studies based on the extracted data:
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References Publication
year

Participant
size

PA input Challenges / Aims Proposal of study to address the
challenge

Modeling approaches Prediction
horizon

EvaluationMetric Open
source
code

Afentakis et al.
[11]

2023 37 Administered PA (total
steps count, active dis-
tance, active minutes, to-
tal estimated energy ex-
penditure, resting heart
rate)

In previous studies, participants were
using CGM for glucose monitoring;
however, only in one study, they were
using MDI regime. In addition, no
external validation was conducted in
any of the studies apart from a work
where two validation data sets were
employed.

Used two distinct data sets from par-
ticipants using CGM and MDI to de-
velop and externally validateMLmod-
els.

Random Forests (RF)
and Support Vector Ma-
chines (SVMs)

NA ROC-AUC, Sensi-
tivity, Specificity

N

Balakrishnan et
al. [12]

2012 NA Rate of perceived exer-
tion (RPE) values

Recent studies have not incorporated
any exercise effects into the personal-
ized models, and these models have
been developed using the virtual data
only.

Time series BG models with inputs
related to exercise (quantified by 0
to 10 revised scale RPE values), meal,
and insulin (basal and bolus) were
utilized for developing personalized
BG models.

Autoregressive moving
average exogenous input
(ARMAX), ARX and HW
models

NA Cross validation
percentage fitness
values (% FCVal)

N

Bergford et al.
[13]

2023 459 Lower glucose values at
the start of exercise (i.e.,
values < 125 mg/dL) and
a greater negative glu-
cose rate of change at the
start of exercise (i.e., < -
0.5 mg/dL permin), type
of PA

Factors for predicting exercise-
associated hypoglycemia during
exercise is unclear.

Two models were trained to pre-
dict hypoglycemia during exercise:
a repeated measures random for-
est (RMRF) model and a repeated
measures logistic regression (RMLR)
model.

RMLR NA AUC, and Brier
score were cal-
culated for the
training and test
data. Balanced
accuracy was
also determined
for the test data
when classifying
exercises as high
or low risk using
Youden’s index

N

Bertachi et al.
[14]

2018 6 Action on board (AOB)
using steps

So far there is not any commer-
cial fully-automated system that com-
pletely withdraw the burden from pa-
tients of taking daily decisions regard-
ing diabetes management

Two different tools that may be used
by subjects to support daily decisions
regarding diabetes management us-
ing ANN and physiological models:
i) a tool to provide prediction of BG
levels continuously and ii) a tool to
predict the occurrence of nocturnal
hypoglycemic events.

ANN 30 and 60
min

RMSE N
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Bertachi et al.
[15]

2020 10 two features related to
physical activity (AOB
and estimation of calo-
ries burned)

T1D patients using MDI therapy are
more exposed to NH than SAP users,
thus more effort should be directed
towards this group.

Personalized predictive models were
generated using two supervised ML
algorithms that have been widely ap-
plied in supervised learning: multi-
layer perceptron networks (MLP) and
support vector machines (SVM).

MLP and SVM NA Averaged sen-
sitivity (SN),
specificity (SP),
accuracy, and
Gmean

N

Bogue-
Jimenezn
et al. [16]

2022 12 heart rate Sensors, measuring the dielectric
properties of the skin using resonant
methods, are under further develop-
ment to improve sensitivity. There is
potential promise in integrating ac-
tive circuitry and machine learning
techniques.

investigate a synergistic approach to
accurately predict BGLs by combin-
ing noninvasive biometrics measure-
ments with machine learning algo-
rithms

linear regression (LR),
Support Vector Regres-
sion (SVR), K Near-
est Neighbors Regression
(KNN), Decision Trees
Regression (DTR), bag-
ging trees regression
(BTR), Random Forest
Regression (RFR), Gaus-
sian process regression
(GPR), and Multi-layer
Perceptron Regression
(MLP).

NA Clarke Error Grids,
RMSE, R2 values

N

Calhound et al.
[17]

2020 127 The level of exercise in-
tensity for that day

Partitioning the data by the signs of
their average residuals is potentially
ineffective

Developed an RF algorithm that can
split into all types of predictors and
handle repeated measurements

RMRF NA Robust Wald statis-
tic and Gini gain

N

Canete et al.
[18]

2012 20 The amount of exercise
taken was also computed
assuming a three-level
code: low (50–150 cal/30
min), moderate (150–200
cal/30 min), and strong
(>200 cal/30 min).

The wide variability in glucose
metabolism between subjects, to-
gether with its nonlinear nature,
makes it difficult to obtain both a re-
liable glucose-insulin model for rep-
resenting individual behavior and its
specific controller.

Incorporated artificial neural net-
works into the control structure

ANN NA RMSE N

Cappon et al.
[19]

2020 6 Self-reported physical ex-
ercise

Recurrent neural networks such as
LSTMs are known to achieve good
performance for the specific task of
BG prediction, but they lack inter-
pretability.

Exploited SHapley Additive exPlana-
tions (SHAP), i.e., a newly developed
approach to interpreting deep learn-
ing model predictions

A bidirectional LSTM 30 and 60
min

RMSE, MAE, TG Y

Cescon et al.
[20]

2011 NA Increased heart rate, res-
piration rate, and body
movements

Blood glucose dynamics is that it heav-
ily varies over time, often quickly and
unexpectedly. As a consequence, a
linear-time-invariant model may not
be sufficient to produce accurate fore-
casts of future glycemia

Presented online data-driven multi-
step ahead predictions of T1DM pa-
tient’s blood glucose levels, exploiting
meal information, insulin dosing, and
vital signs

Online subspace-based
multi-step predictors

30 min Variance Ac-
counted For

N
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Contreras et al.
[21]

2018 6 AOB using steps the wide range of variability in the
glucose dynamics of T1D patients
makes the generation of predictive
models a challenging and crucial task

a prediction tool based on the gram-
matical evolutionmethodwhich intro-
duces multiple features with the aim
of dealing with unforeseen changes

Grammatical Evolution
Approach

30, 60, and
90 min

RMSE, gRMSE
and Clarke error
grid zones

N

Daniels et al.
[22]

2020 6 Self-reported physical ex-
ercise

Typically Deep Learning models re-
quire relatively large amounts of data
to converge on an appropriate model.

Employ a multitask learning ap-
proach in order to improve the perfor-
mance of the glucose forecasting in a
neural network, where each individ-
ual is viewed as a task, using shared
layers to enable learning from other
individuals

MTL approach, CRNN
Model

30 and 60
min

RMSE, MAE Y

De Paoli et al.
[23]

2021 6 The days and times in
which PA was performed
and its type

Despite the excellent performance ob-
tained by predictive models, the pre-
diction of abrupt changes in blood glu-
cose values produced during sports.

The application of a Jump Neural Net-
work to perform a regression task
with a univariate approach, in or-
der to reduce, the burden of the pa-
tient without requiring them to sup-
ply data manually or to wear unnec-
essary sensors.

Jump Neural Network 30 min RMSE N

Ewings et al.
[24]

2014 50 METs15 (metabolic
equivalent of tasks,
a measure of energy
expenditure).

The effect of physical activity on inter-
nal physiological processes is rarely
measurable

A physiologically based model of
blood glucose dynamics is developed

Bayesian Network NA MCMC N

Faccioli et al.
[25]

2018 6 PA using step counts A fixed control algorithm, designed
on an average patient, could not guar-
antee satisfactory glycemic control
for all possible T1D patients

Compared Multi Input Single Output
(MISO) black-box models identified
only using meal and insulin informa-
tion with those identified using also
physical activity information

Black-box model 5, 15, 30, 45,
60, 75, 90,
105, 120, 135,
150, 165, 180
min

RMSE and Coeffi-
cient of Determina-
tion (COD)

N

Georga et al.
[26]

2012 NA cumulative energy ex-
penditure (SEE)

The inherent nonlinearity and non-
stationarity of the glucose regulatory
system limits the predictive capacity
(up to 30 min) of the autoregressive
models

Random Forests (RF) regression tech-
nique is employed to deal with the
problem of s.c. glucose prediction in
type 1 diabetes based on a multivari-
ate dataset acquired under free-living
conditions.

Random Forests (RF) re-
gression model

15, 30, 60
and 120 min

average RMSE,
Clarke’s Error Grid
Analysis (EGA)

N

Georga et al.
[27]

2012 27 EE. Wearable body mon-
itoring systems acquire
body physiological sig-
nals from multiple sen-
sors. This system reports
the energy expenditure
of daily physical activi-
ties or exercise events ev-
ery 1 min

The intrinsic nonlinearity and nonsta-
tionarity of the glucose regulatory sys-
tem

Systematic work that examines the
effect of a number of factors on s.c.
glucose prediction in type 1 diabetic
patients with the aid of the SVR tech-
nique

SVR 15, 30, 60,
and 120 min

RMSE N
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Georga et al.
[28]

2015 15 Calculated energy expen-
diture cumulatively ev-
ery 10 minutes over the
last 3 hours.

The existent inter- and intra-patient
variability in type 1 diabetes implies
the individualization of the predictive
models and their continuous adapta-
tion to both biological and environ-
mental changes as well

Examined the concurrent and cumu-
lative impact of the most important
predictors of the short-term daily glu-
cose dynamics in a type 1 diabetic in-
dividual with the aid of feature rank-
ing. The input is not predefined, but
it is selected separately for each pa-
tient from a high-dimensional feature
set which may result in much simpler
models

Random forests (RF) and
RReliefF algorithms to
rank the candidate fea-
ture set. Then, a for-
ward selection procedure
to build a glucose pre-
dictive model, where fea-
tures are sequentially
added to it in decreasing
order of importance. Pre-
dictions are performed
using support vector re-
gression or Gaussian pro-
cesses.

30, and 60
min

RMSE N

Georga et al.
[29]

2015 15 Energy expenditure cal-
culated cumulatively ev-
ery 10 min over the last
three hours

Elaborate optimization approaches
(e.g. back-propagation, quadratic pro-
gramming) limit their applicability
to glucose prediction where multiple
days of patientmonitoring are needed
to obtain a reliable predictive model.
Moreover, such models do not neces-
sarily outperform simple time series
models with exogenous inputs.

An extended Kalman filter was pro-
posed to recursively estimate the
time-varying coefficients of a patient-
specific 3-variate (i.e. glucose level,
insulin dose, and meal intake) state-
space model.

Extreme learning ma-
chine (ELM) and Online
sequential ELM are
tested with sigmoid
activation functions,
whereas Kernel ELM
and KOS-ELM are tested
with a Gaussian kernel

30 min RMSE, TG, ESOD N

Georga et al.
[30]

2019 NA The energy expenditure
calculated cumulatively
every 10 min over the last
3 hours

Nonlinear multivariate dynamical
modeling of blood glucose is essen-
tial to representing the intrinsic non-
linearity and non-stationarity of the
glucose system.

Presented a recursive multivariable
kernel adaptive filtering (KAF) ap-
proach to personalized short-term
glucose prediction in type 1 diabetes

Kernel adaptive filters 5, 15, 30, 45,
and 60 min

RMSE and MAPE N

Jaloli et al. [31] 2022 6 accelerometer (ACC)
and electrodermal ac-
tivity (EDA) signals
collected by a wearable
device, Physical Activity
Intensity

Characterize the effect of physical ac-
tivity and stress on blood glucose fluc-
tuations by using data collected with
wearable devices, and incorporate it
into BG predictive models to achieve
more accurate BG predictions

Propose a 2-steps approach: in the
first step, biomarkers for PA and stress
are derived from raw accelerome-
ter and electrodermal activity signals
collected by a wearable device. In
the second step, we combine the
obtained biomarkers with the CGM,
meal, and insulin intakes in a mul-
tivariate dataset and feed it to our
DL-based glucose predictive model to
forecast the future BG values

LSTM and CNN-LSTM
model

30, 60, and
90 min

RMSE, MAE, R2 N
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Jeon et el. [32] 2019 6 Heart rate, steps taken,
galvanic skin response,
skin temperature, exer-
cise intensity

Unexpected malfunction of moni-
toring devices and unreliable self-
reporting causes data gaps, thus limit-
ing the accuracy of predicting future
BG levels.

Explored various imputationmethods
on the training set of each patient in
the OhioT1DM cohort, and compared
the prediction accuracy on the test set
for each imputation method.

XGBoost model NA RMSE, MAE, and
Pearson’s corre-
lation coefficient
(PCC)

N

Khadem et al.
[33]

2023 6 Automatically collected
PA data using physiolog-
ical sensors

A quandary is to select the appropri-
ate length of history to be investigated

A compound lag fusion approach by
exploiting the potential of nested en-
semble learning over typical ensem-
ble learning analysis

Non-stacking, stacking,
and nested stacking
models

30, and 60
min

MAE, RMSE,
MAPE

N

Liu et al. [34] 2018 20 Physical exercise
produces significant
changes in insulin sen-
sitivity. Since the effect
of physical exercise on
glucose uptake and
insulin sensitivity is
not explicitly modeled
within the employed
minimal model, its effect
is taken into account by
modifying the sensitivity
parameter

Additional information such as meal
absorption and physical exercise in-
formation can potentially further im-
prove accuracy

Model-based glucose prediction algo-
rithm which uses deconvolution of
the CGM signal to estimate some
model states in order to improve pre-
diction accuracy. In addition to using
CGM data, insulin boluses, and carbo-
hydrate intake information, informa-
tion about meal absorption and phys-
ical exercise is taken into account to
further enhance prediction accuracy

LVX algorithm with
Kalman filter technique

NA AUC, RMSE N

Martínez-
Delgado et
al. [35]

2023 9 The standard deviation
of the acceleration data
was used to consider the
physical activity of the
patient

A proper combination of machine
learningmodels and theoretical physi-
ological absorption models for insulin
and carbohydrates could improve con-
vergence and results for deep learning
models

Used a recurrent neural network
(RNN) based on LSTM cells in order
to estimate future levels of blood glu-
cose based on past readings coming
from a continuous blood glucose mon-
itor (CGM), insulin injections, and car-
bohydrate intake and works on differ-
ent absorption models to process the
data available from real patients.

LSTM Based RNN Pro-
posed Architecture

30 and 60
min

RMSE N

Mirshekarian
et al. [36]

2019 NA HR Accurate forecasting of blood glucose
levels would enable people with T1D
to proactively intervene to prevent
these conditions from occurring

Improve blood glucose level predic-
tion using recurrent neural networks,
using both simulated patient data and
data collected from people with T1D
on insulin pump therapy with CGM

LSTM 30 and 60
min

RMSE Y
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Mirshekarian
et al. [37]

2017 NA Exercise The impact that the sensor measure-
ments have on BG prediction per-
formance will depend on the proper
modeling of their relations with the
other variables in the system. How-
ever, reengineering could be very
time-consuming and cognitively de-
manding, while lacking in scalability

It proposed to leverage recent ad-
vances in unsupervised feature learn-
ing and deep learning in order to
build a platform that can seamlessly
incorporate any number of physiolog-
ical variables

RNN approach that uses
LSTM units

60 min RMSE N

Mosquera-
Lopez et
al. [38]

2023 50 Self-reported informa-
tion about the type,
timing, duration, and
intensity of PA

The exercise in the previous study
was performed under highly con-
trolled clinical settings, the accuracy
of the developed algorithms may not
be as high under real-world condi-
tions.

Quantified the impact of key factors
explaining hypoglycemia risk using
explainable machine learning mod-
els.

Mixed-effects logistic
regression, Mixed-effects
random forest

15, 30, and
60 min

AUROC N

Nemat et
al. [39]

2020 6 Self-reported physical ex-
ercise

Data fusion of activity and CGM data
normally results in models with a per-
formance not comparable with those
using CGM alone.

Proposed two novel CGM and activ-
ity data fusion methods to generate
BGL prediction models with perfor-
mance comparable with those using
CGM data alone

Three base regres-
sions(MLP, LTSM, PSLR)
and a stacked regression
technique

30 and 60
min

RMSE, MAE Y

Parcerisas et al.
[40]

2022 10 The accumulated effects
of PA at bedtime and
steps

Reducing the occurrence of nocturnal
hypoglycaemias (NH)

The algorithms for predicting NH
have been optimized for a reduced
number of features, using only infor-
mation from CGM and MDI therapy,
thus simplifying the overall system

SVM NA MCC, SE, SP,
F1score and
Gmean, ROC
curve

N

Pavan et
al. [41]

2020 6 Self-reported physical ex-
ercise and acceleration
data but only the fea-
tures with the highest
ranks are used to train
the model

Over the last two decades, sev-
eral non-linear algorithms have been
tested in this framework, none of
these models has stood out from the
others in terms of prediction accuracy.

Investigated the impact of hyperpa-
rameters optimization and feature se-
lection and the improvement achiev-
able by combining the neural network
(NN) with an error imputation mod-
ule (EIM) based on a regression trees
ensemble

Shallow NN and Regres-
sion Trees Ensemble

30 and 60
min

RMSE, MAE, COD
and delay

Y

Reddy et
al [42].

2019 43 Energy expenditure (EE) Even completely shutting insulin off
at the time of exercise can still result
in exercise-induced hypoglycemia.

Presented two new prediction algo-
rithms with different levels of com-
plexity to identify the risk of hypo-
glycemia at the start of exercise

Decision Tree, RF NA Accuracy, Sensitiv-
ity, Specificity, PPV,
NPV, balanced ac-
curacy, AUC

N

Romero-
Ugalde et
al. [43]

2019 15 The EE is computed from
accelerometer and heart
rate signals

It is very difficult to quantify the effect
of PA on the physiological variables
affecting the BG behavior.

Used variables usually modulated dur-
ing and after a PA

ARX model 30, 60, and
120 min

IG prediction dur-
ing 30 and 60 min
(RMSE 7.75 ± 4.51
and RMSE 15.86 ±
9.61, respectively)

N
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Sevil et al. [44] 2021 12 ML estimated the type
and intensity of PA, the
presence and character-
istics of APS, and the
concurrent presence of
PA and Acute psycholog-
ical stress (APS). Rule-
Table for Fuzzy Logic Al-
gorithm categorized as
(SS: Sedentary State,
DA: Daily Activities, RE:
Resistance Exercise, TR:
Treadmill Exercise, BK:
Stationary Bike)

The mathematical relations between
the physiological assessments and the
glucose-insulin dynamics are com-
plex and time-varying.

Integrated adaptive glucose predic-
tion models with new features and
metrics derived from biosignals to
compute the effects of diverse PA and
APS disturbances on GC predictions

Fuzzy Logic 1-hour, 1.5-
hour, and
2-hour

MAE. Compared
the results of the
nominal model,
which predicts
the future glu-
cose with only
glucose and in-
sulin information,
to the nominal
model + PA in-
formation, which
incorporates an
additional input
representing the
type and intensity
of the PA

N

Shilo et al. [45] 2021 121 Daily activity (e.g., time
from logged exercise)

Environmental factors, including the
gut microbiota, are associated with
the glycemic response of healthy indi-
viduals to meals

Constructing a prediction model for
glycemic responses to meals specifi-
cally tailored for individuals with T1D
using data on the administered in-
sulin dosages, along with additional
clinical and microbial data that were
previously shown to contribute to
Prediction of Personal Glycemic Re-
sponses in healthy individuals

XGBoost model NA SHapley Addi-
tive exPlanation
(SHAP) methods

N

Sun et al. [46] 2021 NA EE is estimated from
physiological signals and
is taken into account as
one of the exogenous in-
puts while building pre-
diction models.

Large amounts of data capturing the
different states of a person are needed
to train nonlinearmodels with a large
number of model parameters.

Proposed a new PLS algorithm that in-
corporates regularization from prior
knowledge and can handle missing
data in the independent covariates

rPLS model with exoge-
nous inputs

30 and 60
min

RMSE and MARD N
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Tyler et al. [47] 2022 20 Exercise history Both automated hormone delivery
and decision support systems cur-
rently lack the ability to accurately
predict exercise-induced changes in
glucose.

Personalized ML models were then
designed to estimate the minimum
glucose during aerobic exercise and 4
h following the start of exercise, and
to quantify the impact of personaliza-
tion on model accuracy. Considered
three machine learning algorithms,
a MARS, a logistic regression model,
and an autoregressive (AR) model
based on a previously described au-
toregressive model with exogenous
inputs (ARX).

Multivariate Adaptive
Regression Splines
model to predict low
Self-Monitoring of Blood
Glucose (SMBG) after
exercise, AR model to
predict CGM follow-
ing exercise, Logistic
regression to predict
hypoglycemia

NA RMSE, MAE, as
well as sensitivity,
specificity, and
accuracy to de-
tect observations
with level 1 hypo-
glycemia (< 70
mg/dL)

N

Vahedi et al.
[48]

2018 93 Calories burned in heart
rate, steps taken, EE

Having irrelevant and redundant fea-
tures increases the computational
complexity and decreases the perfor-
mance of a predictive model

Sorted the features based on their
correlation to Sensor Glucose. The
highest accuracy is achieved by the
best feature combination. The other
method used the information gained
to sort the features. Lastly, Princi-
pal Component Analysis was used
to reduce the dimensionality of the
dataset and find a set of new features
with lower dimensionality that can
provide better results.

Random Forest Regres-
sor and MLP Regressor

NA MAPE N

van Doorn et al.
[49]

2021 6 An accelerometer to as-
sess physical activity

Large, human-based study popula-
tions are now needed to reliably as-
sess to what extent and within what
time interval (i.e., prediction horizon)
glucose values can be accurately pre-
dicted by the use ofmachine learning.

A machine learning model that has
been trained with a sliding time
window of glucose values preceding
the predicted values at a fixed inter-
val. Additionally,whether glucose pre-
diction can be further improved by
the incorporation of accelerometer-
measured physical activity was stud-
ied

Autoregressive Inte-
grated Moving Average,
Support Vector Regres-
sion, Gradient-boosting
systems, shallow and
deep multi-layer percep-
tron neural networks,
and several recurrent
neural network architec-
tures, including classical
RNN, gated recurrent
units, long-short term
memory networks, and
all of its bi-directional
variants

15 and 60
min

RMSE, Spear-
man’s correlation
coefficient (rho),
and surveillance
error grid

N
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Vehí et al. [50] 2019 16 The activity on board is
quantified based on the
total steps performed by
an individual throughout
the day. The total num-
ber of steps performed
over each sampling time
is weighted by an expo-
nential decay curve.

Improving the accuracy of BG level
for patients with T1D

A system based on various methods
of artificial intelligence for the predic-
tion and prevention of hypoglycemic
events in combination with data min-
ing algorithms for the classification of
glycemic control profiles for patients
with T1D

ANN 30 and 60
min

K-fold cross-
validation

N

Xie and Wang
[51]

2020 6 5-minute aggregations of
heart rate and the heart
rate data were normal-
ized to the scale of 0 to 1

There is no such a learning algorithm
that outperforms any other learning
algorithms in every problem set

Paper examines a set of machine-
learning based regression models as
well as two deep learning algorithms,
by comparing their performance in
predicting blood glucose levels

Elastic Net Regression,
Gradient Boosting Trees,
Huber Regression, Lasso
Regression, Random For-
est, Ridge Regression,
Support Vector Regres-
sion (with Linear Ker-
nel and Radial Basis
Kernel, respectively) and
Deep learning algorithm,
LSTM and TCN

5 and 30min RMSE, TG N

Zarkogianni et
al. [52]

2014 6 Recorded EE of daily
physical activities or ex-
ercise events from a
wearable body monitor-
ing system with a reso-
lution time of 1 min.

The acceptance of CM models is lim-
ited because they take into account
only a confined number of factors af-
fecting the glucose metabolism and
they are not easily individualized to
accurately simulate metabolic pro-
cesses for a specific Type 1 diabetes
patient.

Applying neuro-fuzzy techniques tak-
ing input data from sensors for moni-
toring physiological parameters.

Neuro-fuzzy techniques
while wavelets are ap-
plied as activation func-
tions

15 min, 30
min, 45 min,
and 60 min

RMSE and corre-
lation coefficient
(CC) correspond-
ing to the testing
datasets

N

Zarkogianni et
al. [53]

2015 10 The sum of the energy
expenditure during the
time period [t—150 min,
t—120 min] is fed into
the models in order to
take into account the
physical activity during
the latest 30 min with a
lag time equal to 120min.

Some of the endocrine processes af-
fecting glucose metabolism are still
not fully understood, these models
take into account only a confined
number of factors associated with glu-
cose metabolism and cannot be eas-
ily individualized to accurately simu-
late metabolic processes for a specific
T1DM patient

The use of data-driven modeling tech-
niques has been proposed which dis-
regard physiological insights and use
pattern recognition techniques to sim-
ulate glucose metabolism

FNN, SOM, WFNN, and
LRM

30, 60, and
120 min

RMSE, correla-
tion coefficient
(CC) and the
mean absolute
relative difference
(MARD)

N
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Zhang et
al. [54]

2021 12 Work intensity, exercise
duration, heart rate,
steps, acceleration.

Data-driven personalized BG predic-
tive models for T1D that are compu-
tationally efficient, suitable for wear-
able devices, and perform well on
common problems that arise in the
analysis of real-world data (missing
data, uncalibrated data) for insulin
therapy.

Applied efficient deep learning and
regression models with/without
encoder-decoder. Four data-driven
models are presented, including two
regression models and two deep
neural network models.

Multiple Linear Regres-
sion model, Bidirectional
reservoir computing
model, Dilated convolu-
tional neural network
model, Sequence to
sequence long short
term memory model

30 and 60
min

RMSE, MAE N
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2.3.1 Summary of Review Table

• Study participants
The study subjects were from all age groups, regardless of sex, the patients with T1D
were counted as the study participants. Some studies used an on-request dataset such
as OhioT1DM.

• PA input
One of the most important strategies for successful hypoglycemia prediction is the
selection of appropriate inputs. In most of the studies, CGM data or indices derived
from CGM were used to predict hypoglycemia. In addition, other factors related
to blood glucose levels, such as carbohydrate intake and physical activity, were also
included. The studies with physical activity as an input are considered in this literature
review, and the type of data treated as physical activity data is described here.

• Prediction Horizon (PH)
PH is the amount of time the model has to predict the outcome in the future. There
have been reports of prediction windows ranging from 15 minutes to four hours. It is
natural to expect a decrease in predictive power as the PH increases. A shorter PH
may be more useful for rapid clinician intervention, whereas a longer PH increases
the prevalence of an outcome and consequently model performance, but may be less
useful as a decision support tool due to the less accuracy. An increase in PH, on the
other hand, may be useful for predicting BG after PA, as the effect of PA may take
hours [55].

• Algorithm
Various classes of ML techniques have been used in modeling such as neural networks
(NNs), machine learning algorithms (e.g., Random Forest, Support Vector Machines),
recurrent neural networks (LSTM), and various ensemble models.

• Validation approach
Model validation is critical to developing algorithms and estimating performance. The
most commonly used metric was RMSE, while others used AUC, F1 score, ROC curve,
accuracy, sensitivity, MAE, MAPE, etc.

2.3.2 Summary of Modeling Approaches

To summarize the modeling approaches taken by each study, I have created a pie chart
in Figure 2.2. The majority of the models fall under the category of ML models, which
encompasses a broad range of algorithms and techniques such as classical regression
models and an unsupervised model.
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Figure 2.2: Models in Literature Review

The second most common category is Deep Learning, with 21 instances, featuring a variety
of models including LSTM, ANN, and other variations of RNN.

2.4 Discussion

In this section, I explored the key factors that influenced the predictive models for BG levels,
highlighting the significant insights from existing literature and the challenges that still
remain.

2.4.1 Features used in training

Several studies emphasized the role of additional physiological and external factors in en-
hancing predictive accuracy. These included the incorporation of physiological signals (e.g.,
heart rate, oxygen saturation, motion), physiological impacts of insulin and carbohydrate
absorption, and the effect of physical activities (PA) on blood glucose. Moreover, the impact
of acute psychological stress (APS) on blood glucose dynamics was also explored in some
studies [31] [32] [44].
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2.4.2 Multitask Learning and Personalization

The effectiveness of multitask learning over single-task learning approaches was highlighted
in certain scenarios, showing potential performance improvement across various prediction
horizons [22]. Personalized models tailored for individual patients showcased consistency
and performance improvements in terms of predictive accuracy [12] [19] [30] [41] [47] [53]
[54].

2.4.3 Current challenges of using PA data in improving BG
predictions

BG and PA are related in a very complex and interconnectedway. The effect of PA in changing
BG is related to the intensity and the duration of the PA. Providing accurate predictions of
BG levels during and after PA is crucial for people with T1DM to effectively manage their
health by avoiding hypoglycemia. However, incorporating PA into the prediction algorithm
has not been an easy task due to the difficulty of collecting the data. They are requiring
the patients to manually record data or resort to several sensors collecting data. These
are prone to missing data for example, during the time charging the sensor, requiring an
interpolation or other data preprocessing measures later on [56]. However, the interpolation
approach has its own limitations. Imputation methods that involve both of the boundary
points of the data gap (i.e., interpolation) cannot be used in a realistic online environment
because one of the boundary points is in the future. Jeon et al. [32] explored different
imputation methods on each patient’s training set in the OhioT1DM cohort and compared
test set prediction accuracy for each imputation method. They measured accuracy under
two different conditions: a batch mode scenario (conventional train and test setting) and
an online deployment setting (where future points are unknown).

The difficulty not only lies in the need to preprocess the PA data, rather a major difficulty is
identifying what PA data is most relevant in the BG prediction algorithm. This is a crucial
matter in building a prediction algorithm as irrelevant or redundant features can increase
computational complexity and decrease model performance. [56] [57] claim that most
available exercise models for T1D quantify exercise intensity or activity-related variables
using percent oxygen consumption as a means to quantify exercise intensity.

On the other hand, Berford et al. [13] developed a Repeated Measures Linear Regression
(RMLR) model, constructed using a generalized estimating equation (GEE) to estimate the
model’s parameters. Here the variable importance of the predictors for the final RMRF is
found in the following order, glucose values at the start of exercise, glucose rate of change 15
minutes before the exercise, Insulin on board at the start of exercise, percent time <70mg/dL
in the 24h before exercise, exercise start time, and etc.

The challenge still remains in the characteristics of PA and the behavior of BG. Tyler et
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al. [47] demonstrate that even under highly controlled conditions, there is considerable
intra-participant and inter-participant variability in glucose outcomes during and following
exercise. Participants with higher aerobic fitness exhibited significantly lower minimum
glucose and steeper glucose declines during exercise. Adaptive, personalized machine
learning algorithms were designed to predict exercise-related glucose changes. In fact, the
existing inter- and intra-patient variability in type 1 diabetes requires individualization of
predictive models and their continuous adaptation to both biological and environmental
changes [58] [59].

Another challenge of building a prediction model for BG level is the intrinsic nonlinearity and
nonstationarity of the glucose regulatory system,nonlinear regression techniques ofmachine
learning, such as feed-forward and recurrent neural networks, and Gaussian processes, have
been used for predicting the glucose concentration in type 1 diabetes. However, nonlinear
models come with a condition that many parameters require large datasets for training.
Plus, deep learning models often lack interpretability. [19] and [45] tried to solve this issue
by exploiting SHapley Additive exPlanations (SHAP).

2.5 Conclusion

Among the studies conducted addressing the identified challenges, researchers have defined
various approaches, but commonly aiming to enhance the accuracy, personalization, and
interpretability of blood glucose prediction models for individuals with Type 1 Diabetes.
Based on the comprehensive analysis of these studies, future research directions could focus
on further refining models through more sophisticated feature engineering, more compre-
hensive datasets, and additional physiological inputs. The exploration of more advanced
models, possibly integrating both physiological and external factors in a comprehensive
predictive framework, might offer more accurate and personalized predictions. Thus I plan
to develop my own BG prediction model with the following specifications:

• Personalized predictive models
To create personalized predictive models, machine learning models that take into
account the individual variability in how T1DM patients respond to meals, insulin,
physical activity, and other factors should be adapted by exploring and integrating mul-
tiple data sources, including continuous glucose monitoring (CGM), meal information,
insulin dosing, and other vital signs.

• Physical Activity Integration
Although the development of glucose level prediction algorithms has been studied
for a long time, the number of prediction models that incorporate PA information is
relatively small. Therefore, I decided to focus on the integration of physical activity
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data into predictive models to address the challenge of accurately predicting glucose
responses during exercise. The development of algorithms that can adapt to different
types and intensities of physical activity should be explored.

• Missing Data Handling
To improve the performance of the model, strategies are needed for handling missing
data in T1DM prediction models, especially when dealing with data from continuous
glucose monitors and other sensors.

• Multi-Modal Data Fusion
Innovative methods need to be explored for integrating multiple types of data, includ-
ing CGM, activity data, bio-signals, and insulin dosing information, to create holistic
models for blood glucose prediction. The use of ensemble techniques or deep learning
approaches for data fusion would be considered.

• Long-term Predictions
If the scope of prediction models is to provide multi-step ahead predictions, the model
needs to allow better long-term glycemic control. The use of recurrent neural networks
(RNNs) or other time-series forecasting techniques should be investigated.

2.5.1 Direction of Research

With the information I have earned from this literature review, I have concluded to em-
phasize the uniqueness of my approach, by integrating physical activity data into blood
glucose prediction models. By selecting and incorporating relevant physical activity data,
my research aims to identify methods that enhance model performance and accuracy dur-
ing physical activity, ultimately paving the way for more effective blood glucose prediction
models for diabetes management.





3
Methods
In this chapter, I described the materials and software used throughout the study. The
different methods employed for data collection is also explained, providing details about
the data gathering process. Additionally, I outline the overall structure and planning of my
study. Broadly, this thesis project can be divided into two parts: the comparison of blood
glucose prediction models from five different papers with open-source code, and the study
based on data collected from participants. Lastly the test plan for

3.1 Materials and Software

The study’s computational framework is a critical component of the research process,
providing the necessary resources to execute complex computations and deep learning
tasks. In this section, the hardware and software environment that underpins the research
is described.

3.1.1 Server Description

In this research, the computational work was performed using a dedicated server provided
by the research group to which my thesis belongs. The server has 40 CPUs, and the L1d cache
(640 KiB), L1i cache (640 KiB), L2 cache (20 MiB), and L3 cache (27.5 MiB) indicating high
computational capacity and performance for repetitive tasks and complex computations.

27
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This server served as the primary platform for training deep learning models.

3.1.2 Python Virtual Environments

Python virtual environments were used to isolate dependencies and create a consistent
environment for different phases of the project, i.e. comparison work and working with
real data using GluPredKit. The Python virtual environments ensured that the works were
reproducible by avoiding conflicts between them.

3.1.3 Deep Learning in Python

The deep learning models in this study were designed and trained using TensorFlow, Keras,
and PyTorch, frameworks that simplify building deep learning models and provide a variety
of pre-built components.

Keras, a high-level API within TensorFlow, allowed the creation of sequential models with
multiple types of layers, such as dense (fully connected) layers. Libraries for early stopping
and learning rate adjustments were used to boost training efficiency and lower the risk of
overfitting.

PyTorch, a deep learning framework with a flexible computation graph and extensive
customization capabilities, was employed for more complex tasks. It played a key role in
constructing Temporal Convolutional Networks (TCN) for this study. PyTorch also supports
advanced training methods, including gradient clipping and learning rate scheduling.

Overall, the combination of TensorFlow, Keras, and PyTorch facilitated the development
and training of deep learning models.

3.2 Data collection

This chapter outlines the processes involved in data acquisition and preparation for this
research, focusing on the use of the OhioT1DM dataset and personal data collection from
participants with type 1 diabetes. It also addresses the regulatory and ethical considerations
involved in using personal data for research, as well as efforts made to contact authors of
related papers to acquire additional resources.
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3.2.1 OhioT1DM dataset

A request for the OhioT1DM dataset was made through Ohio University via my main
supervisor, adhering to the strict requirements outlined by the dataset provider. The dataset
is only available to established principal investigators affiliated with institutions engaged
in research. Correctly completed forms were essential for the agreement process. It is
noteworthy that the dataset is exclusively provided to employees of the institution, thus as
a student researcher, I was required to request the dataset through my supervisor.

The form submitted to Ohio University comprises essential details, including the researcher’s
name, institutional mailing address, job title, and institutional email address. Moreover, an
Institutional Contact, typically a legal signatory for the institution, has been specified. The
Institutional Contact reviews and signs the agreement on behalf of the researcher. Ohio
University then provides the agreement solely to the Institutional Contact for review and
execution.

There was subsequent communication with Ohio University to clarify the progress of the
request. Ohio University emphasized the submission of a fully executed Data Use Agreement
(DUA) between the institutions, confirming compliance with the confidentiality and use
terms outlined by Ohio University. This was signed by my main supervisor.

Apparently, the process involved multiple steps, including follow-up to ensure completion
and receipt of required documentation. The dataset provider specified that the agreement
was to be reviewed and executed only by the designated institutional contact, emphasizing
adherence to protocol regarding data access and confidentiality.

Finally, the dataset was granted with specific instructions for accessing the OhioT1DM
dataset, emphasizing encrypted storage and the need for a password to retrieve data.
Additional resources were also provided, including a paper detailing the data format and a
viewer for graphical data display.

3.2.2 Acquisition of Personal Data

The data collection process for this thesis project involves the acquisition of personal
data from individuals diagnosed with type 1 diabetes. An initial inquiry was made to
the UiT Personvernombud to seek advice and ensure compliance with data protection
regulations. Below is a summary report detailing the communication initiated with the UiT
Personvernombud regarding the use of personal data for this research.



30 chapter 3 methods

Phase 1: Inquiry to UiT Personvernombud

The inquiry was sent to the UiT Personvernombud through an email to seek guidance
on utilizing personal data for the development of a machine learning model focusing on
individuals with type 1 diabetes during and after physical activity. The correspondence
specifically sought advice regarding the potential implications of using personal data from
supervisors who have agreed to provide the necessary information.

This interaction was initiated to align the data collection procedures with established regu-
lations and ethical considerations, ensuring adherence to necessary guidelines in handling
sensitive personal data for academic research purposes.

In conclusion, what was suggested by UiT Personvernombud is that I must register the
project with SIKT.

Phase 2: SIKT Registration

All projects involving the processing of personal data must be registered with SIKT in
accordance with UiT guidelines for research and student projects. Specific details about
the project should be provided on the SIKT registration form. This includes information
regarding the types of personal data to be processed, the data controller, the project
details, samples, third-party access, documentation, approvals, security measures, closure,
and additional project information.

As a part of the registration process, it is also required to fill out an information letter.
The information letter serves as a comprehensive document outlining the project’s pur-
pose, responsible institutions, participant involvement, privacy measures, data storage, data
ownership, and participants’ rights.

The letter includes information on the purpose of the project, the responsible institution,
reasons for participation, participant involvement, voluntary participation, data storage and
usage, data retention, participant rights, the legal basis for data processing, and contact
information for queries or rights exercises.

The information letter includes the consent form which will be provided to potential
participants, giving them the opportunity to provide explicit consent for their participation
in the project and the processing of their personal data. The consent form includes an
agreement to participate, an understanding of the project, consent for data provision, and
an agreement for the processing of personal data until a specified date.

While completing the information letter template, there were a few discussions with the
thesis project supervisors. The email conversation involved discussions regarding the com-
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pletion of an information letter template required for the registration of the Master’s thesis
project with SIKT. The communication mainly revolved around the template’s details, in-
cluding cooperation with specific institutions, data access, data retention, and supervisory
roles.

I sought guidance from my supervisors regarding specific details to be included in the
information letter. Answers were provided by supervisors and the things that were agreed
upon were:

1. The institutes where co-supervisors are from should be mentioned in the template.

2. The co-supervisors from different institutes will have access to the data.

3. The data should be kept for 2 more years after the end of this project for verification
and validation purposes of the study, also it may be used for future related projects.

The registration form was submitted to the website for review. It was mentioned that the
review may take up to 1 month.

Phase 3: Assessment from Sikt

After a few modifications in the form, the assessment from Sikt regarding the processing of
personal data in this project has been completed. The purpose of this assessment was to see
if Sikt confirmed that the project has a legal basis to process personal data, aligning with
data protection legislation. This assessment is in accordance with the agreement established
between the institution where the student/researcher is affiliated and the Data Protection
Services provided by Sikt.

Meanwhile, it also emphasizes adherence to the institution’s guidelines for storing, trans-
mitting, and securing the collected data. This necessitates utilizing data processors, such
as cloud storage, online survey platforms, and video conferencing providers, with whom
the institution has existing agreements.

The assessment conducted by Sikt is contingent uponmeeting specific requirements outlined
in data protection legislation, including accuracy (Article 5.1.d), integrity, confidentiality (Ar-
ticle 5.1.f), and ensuring overall security (Article 32) while processing personal data.

The assessment form states that any intentions to modify the processing of personal
data within this project should be notified, by updating the information registered in the
Notification Form. While ensuring that the changes align with the guidelines provided
on the SIKT website, and awaiting Sikt’s confirmation before implementing changes is
advised.
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Additionally, it plans to conduct a follow-up on the project at its planned end date. This
follow-up aims to assess whether the processing of personal data has concluded as per the
project’s timeline and to ensure compliance with data protection regulations.

Phase 4: Defining data collection specifics

For the participant collected data, supervision meetings with my advisors focused on the
type of data to collect. We reached a consensus that participants should not be confined to
using a specific data collector. For instance, one participant utilized MiniMed for continuous
glucose monitoring (CGM) and Fitbit for step counts, while another participant employed
an Apple Watch, which captured CGM, insulin levels, carbohydrate intake, heart rate, and
various other metrics. Furthermore, we agreed that the data collection does not need
to adhere to uniformity in terms of the variables it captures. For instance, it is deemed
acceptable as long as physical activity data is recorded in the format of steps, heart rate,
calories burned, or a combination thereof, and the minimum required data for this study was
included which are CGM, insulin, carbs, and physical activity data. However, unanimity was
reached regarding the importance of collecting data at refined intervals, ideally between 5
to 15 minutes. The failure to do so could adversely affect the accuracy of predictions, even
with preprocessing techniques such as imputation.

Steps, heart rate, and calories burned are frequently collected data points in health research
due to their widespread availability through wearable devices and fitness trackers. They
are considered indicators of physical activity (PA) in health literature and research studies
because they provide direct measurements related to movement and energy expenditure.
Steps count reflects the volume of ambulatory activity, heart rate indicates the intensity of
physical exertion, and calories burned quantifies the energy expenditure associated with
various activities [73]. By incorporating these metrics, individuals’ engagement in physical
activity, and monitor exercise intensity can be assessed.

While continuous monitoring devices are responsible for data acquisition, participants were
advised to manually log their activities. This involves recording the start time, duration, and
type of activity undertaken in the format of "YYYY-MM-DD HH:MM activity description."
This method allows for the inclusion of activities not captured by the monitoring devices.
This activity log would then be used during the evaluation of the trained model enabling
the segmentation of the test data based on the activities documented in the log.

It was also decided that the data collection process would not adhere to strict controls, such
as ensuring all participants engage in physical activity within 30 minutes of consuming
carbohydrates. This decision stems from the recognition of the limitations in controlling
such variables and the acknowledgment that data collected in free-living conditions may
yield results closer to real-world scenarios. Although there were discussions about whether
scenario-based data should be collected, such as a participant engaging in intensive activity
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for 30 minutes every day, this idea was deferred for the same reason. The justification for
collecting data in real-world settings is as follows:

Firstly, by gathering data in real-world settings, we replicate the natural environments and
circumstances in which individuals with T1DM navigate their daily routines. This allows
for a more reliable representation of the challenges and factors influencing blood glucose
regulation during and after physical activities.

Secondly, real-world data collection enhances the generalizability of research findings by
reflecting the diversity and variability inherent in real-life situations. Findings derived
from studies conducted in controlled settings may not fully translate to the complexities
of everyday life and the aim should be finding prediction models that can handle such
underlying complexities.

Perception of Physical Activities

The following aspects will be considered as indicators of the physical activities of the
participants:

• Heart rate levels:
Heart rate can be used as a key physiological marker indicating the intensity of
physical activity. As individuals engage in exercise, their heart rate typically rises
to meet the increased demand for oxygen and energy. The degree of this increase
correlates with the intensity of the activity [64].

• Step count:
Step counts offer a quantifiable measure of movement and is widely recognized as
a fundamental indicator of overall activity level. Incorporating step counts into the
assessment could provide the volume and intensity of participants’ daily physical
activities.

Data Collection Period

The dataset will consist of three months’ worth of data, including a week of physical activity
logging. During the activity logging period, participants should record the details of their
physical activities, noting the type and duration. At the same time, a smartwatch will auto-
matically track heart rate and step counts. Participants are also encouraged to engage in a
variety of activities that reflect typical daily routines, which will provide a more comprehen-
sive view of real-world activity dynamics. The focus on capturing a wide range of activities
enriches the dataset,making it more valuable for the study’s overarching research objectives.



34 chapter 3 methods

Sample of Activity Logs (Example)
The following exemplify a subset of the prescribed activity logging regimen mandated for
all participants. This must be logged with the time that activities started and the time that
the activities were completed:

• 2 sessions of snow shoveling, each lasting 20 minutes.

• 2 walking sessions, totaling 1 hour in duration.

• 1 ski trip, spanning a duration of 2 hours.

• 1 running session, with a duration of 30 minutes.

Rationale for Using Data Collected from Smart Watches

The use of smartwatches for monitoring physical activity and health parameters is justified,
even though these devices are known to have some accuracy issues such as variations in
heart rate monitoring and step counting.

Smartwatches offer a non-invasive and convenient way to continuously monitor various
physiological metrics. This non-invasiveness improves user compliance and makes long-
term data collection easier. Additionally, the participants with Type 1 Diabetes Mellitus
(T1DM) were already accustomed to using their own smartwatches to track physical activity
data.

The limitations inherent in smartwatches, including possible measurement inaccuracies
and individual variations in data, are addressed in the Limitations section in the Conclusion
chapter.

3.2.3 Attempt to Contact Authors of Relevant Papers

Attempts were made to acquire the source code or data necessary to validate the imple-
mentations derived from the referenced papers. I was particularly interested in TG, ESOD,
and J index. I reached out via email to the authors of the related papers, believing that
sharing their work and engaging in validation and potential improvements could offer value
to the research endeavor. Unfortunately, I did not receive any response, which may be due
to outdated contact information. Due to a lack of validation, I only explained the concept
of TG, ESOD, and J index in the thesis.
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3.3 Comparison Work

This comparative analysis primarily involves the replication of the reported experiments in
the selected papers. Specifically, the validation approach includes obtaining the open-source
code provided by each paper, setting up the necessary computational environment, and
running the code to reproduce the reported results.

3.3.1 Goal of the Comparison Work

The purpose of this comparative analysis is to examine the existing works conducted
by the authors of papers that utilize the OhioT1DM dataset. Considering the existing
landscape found from the literature review, no single algorithm consistently outperforms
others in terms of prediction accuracy. This analysis aims to validate some of the existing
methodologies and gain insights throughout the exploration process. Also, it is to reveal
the performance variations between different models, emphasizing their relative strengths
and weaknesses. Additionally, this comparison aims to lay the foundation for synthesizing
the most effective aspects of various algorithms, potentially leading to the development of
hybrid or adaptive models.

3.3.2 Introduction of the Compared Papers

In this subsection, the papers selected for this comparison work are summarised. The de-
tailed descriptions of each paper are introduced. Commonly the papers are published with
open-source code, and all utilize the OhioT1DM dataset and share similar evaluation metrics,
particularly the Root Mean Squared Error (RMSE). The following are the descriptions of
each paper:

• Paper1 - A Personalized and Interpretable Deep Learning Based Approach to
Predict Blood Glucose Concentration in Type 1 Diabetes (2020) by Cappon et al.

– Summary: Utilized deep learning to predict blood glucose concentrations and
exploited SHapley Additive exPlanations (SHAP) to interpret deep learning
model predictions.

– Modeling approach: Utilizes a bidirectional LSTM with multiple layers and a
single neuron for BG prediction at different prediction horizons.

• Paper2 - Data Fusion of Activity and CGM for Predicting Blood Glucose Levels
(2020) by Nemat et al.
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– Summary: Aimed to fuse continuous glucose monitoring (CGM) and activity
data for blood glucose prediction. The research focuses on downsampling and
fusion methods to generate models that are comparable to those using only
CGM data.

– Modeling approach: Three base regressions(MLP, LTSM, PSLR) and a stacked
regression technique

• Paper3 - LSTMs and Neural Attention Models for Blood Glucose Prediction: Com-
parative Experiments on Real and Synthetic Data (2019) by Mirshekarian et al.

– Summary: Investigated blood glucose prediction using recurrent neural net-
works (RNNs) based on simulated and real patient data. The comparison be-
tween different models and scenarios highlighted the accuracy of blood glucose
level forecasting.

– Modeling approach: Employed LSTM and a multitask learning approach in a
neural network.

• Paper4 - Personalised Glucose Prediction via Deep Multitask Networks (2020) by
Daniels et al.

– Summary: Employed a multitask learning approach for glucose level prediction
using neural networks. The study used amultitask learning (MTL) and single-task
learning (STL) approach to improve glucose forecasting. Employed a multitask
learning approach to improve the performance of glucose forecasting in a neural
network, where each individual is viewed as a task, using shared layers to enable
learning from other individuals.

– Modeling approach: STL and MTL approach with CRNN Model.

• Paper5 - Personalized Machine Learning Algorithm based on Shallow Network
and Error Imputation Module for Improved Blood Glucose Prediction (2020) by
Pavan et al.

– Summary: Focused on personalized machine learning algorithms to predict
blood glucose levels. Investigated the impact of hyperparameter optimization
and feature selection, particularly in combining a shallow neural network with
an error imputation module.

– Modeling approach: Utilized Shallow NN and Regression Trees Ensemble,
focusing on feature selection and hyperparameter optimization.
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Preprocessing Techniques for PA Data

The following is the description of how the preprocessing was handled in each paper.

Paper1

• Any missing data in the training set that was shorter than 30 minutes was filled using
first-order interpolation. Signals from injected insulin, reported meals and physical
activity are processed with a second-order low-pass filter (with a cutoff frequency of
𝜆 = 0.02) to capture the delayed impact on blood glucose (BG) levels. This approach
was taken to account for the physiological dynamics, where effects are typically
observed 30 to 60 minutes later.

Paper2

• In the training dataset, missing values were filled in using linear interpolation to
maintain continuity and ensure data completeness. For the testing dataset, linear
extrapolation was applied to simulate real-time scenarios, avoiding exposure to future
data. This approach supports real-time applicability and maintains data consistency.

To create a regular time series without missing values, continuous glucose monitoring
(CGM) data was converted into 5-minute intervals,while activity data was transformed
into 1-minute intervals. This consistent temporal structure provides a stable basis for
analysis.

Paper3

• Any missing blood glucose level (BGL) values were filled in using linear interpolation.
However, any data point where the target blood glucose value was derived from this
interpolation was excluded from the dataset. Additionally, if there was a contiguous
sequence of missing BGL values that ended at time, linear extrapolation was used to
estimate these missing values.

Paper4

• It handledmissing values by using linear interpolation for blood glucose data, imputed
zeros for self-reported data, and scaled and transformed input features for training
the deep multitask network. For example, it utilized a simple binary representation
for exercise data, converting intensity values (1-10) into a presence or absence format,
simplifying the information on exercise engagement.

Paper5
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• In this paper, the preprocessing technique involves normalization and interpolation
for handling missing values. Also, it applied a physical exercise-on-board feature using
a second-order low-pass filter for intensity, which would likely capture a smoother
representation of the exercise effect on BG levels.

Implementations of Each Paper

The following describes how the machine learning models are implemented in each of the
five papers:

Figure 3.1: Framework of paper 1 [19]

In Paper1, the framework is structured into several blocks, detailing the process of training
and evaluating BLSTM (Bidirectional Long Short-Term Memory) models for personalized
blood glucose prediction. Block A describes the data preparation process. Data preprocessing
involved dividing the data into training and test sets.

The Block B represents the feature selection and tuning process. Feature selection is
performed by generating subsets of features, including the CGM feature, and assessing their
impact on model performance. Data is split into training and validation sets using various
split points (50%, 60%, 70%, etc.) to prevent overfitting.
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Block C shows the model training process. The BLSTM’s performance is evaluated for each
feature set and split point in terms of mean squared error (MSE). To reduce the impact of
random weight initialization, the training and evaluation process is repeated three times
for each feature set and split point.

Block D is where the best feature set and split point are selected. The feature set and split
point yielding the minimum MSE are chosen. Five BLSTMs are trained using the selected
feature set and split point for specific patient/prediction horizons.

Block E represents the model evaluation phase. Model performance is assessed by comparing
actual blood glucose (BG) values in the test set with predictions derived from averaging
the estimates of the five BLSTMs. Model predictions are interpreted using SHAP (SHapley
Additive exPlanations) to understand the model’s decision-making process.

Figure 3.2: Framework of paper 2 [39]

The Paper2 involved a stacked regression model aiming to improve blood glucose level
predictions. Three base regression models (MLP, LTSM, PSLR) are utilized to generate
initial predictions. Then, a Partial Least Squares Regression (PLSR) model is employed as a
second-level model. This second-level model is trained using the predictions generated by
the first-level models. To summarise, the predictions from the base regression models are
used as features to train the second-level PLSR model.
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Figure 3.3: Framework of paper 3 [36]

In Paper3, Memory-Augmented LSTM (MemLSTM) comprises three key modules: LSTM,
memory, and feed-forward. The LSTM module scans input, sequences of consecutive blood
glucose level (BGL) readings, information on meals, insulin, and other activity data. Memory
module consists of past ℎ𝑡 values and their corresponding target 𝐵𝐺𝑡+𝜏 . The Feed-Forward
module then computes the BGL prediction (𝐵𝐺𝑡+𝜏) using information from LSTM and
memory modules. Lastly, the attention mechanism utilizes maximum attention weight (𝑎∗)
aligning the LSTM state with memory content, aiding prediction.

Figure 3.4: Framework of paper 4 [22]
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The figure for Paper4 illustrates the multitask learning approach used in personalized
glucose prediction. Multitask learning aims to enhance generalization by simultaneously
learning multiple tasks. In this context, each user is treated as a separate task. The initial
shared layers produce outputs that are then fed into individual-specific fully connected
layers. A multiplicative gating approach ensures that user-specific inputs are processed
only within that user’s individual-specific layers. During training, each batch contains data
from a single individual, which trains both shared and individual-specific layers. The initial
layers (including convolutional and recurrent) are shared among all users, the following
two dense layers are shared based on gender, and the final dense layer is specific to each
individual user.

Figure 3.5: Framework of paper 5 [41]

The above figure shows how the model is designed in Paper5. The model comprises two
primary parts, a Shallow Neural Network (NN) and an Error Imputation Module (EIM).
The NN acts as the primary predictor, trained to forecast future blood glucose (BG) values
for a specific prediction horizon (PH). The Error Imputation Module (EIM) functions as a
predictor to estimate the error committed by the shallow NN.

The algorithm’s prediction involves combining the shallow NN’s output for CGMs(t + PH)
with the EIM’s output for 𝑒 (𝑡 + 𝑃𝐻 ). The resultant prediction incorporates both the original
and corrected predictions for accurate glucose concentration estimation. In the Figure 3.5,
𝐶𝐺𝑀𝑠 (𝑡 + 𝑃𝐻 ) represents the original prediction, 𝐶𝐺𝑀𝑐 (𝑡 + 𝑃𝐻 ) denotes the corrected
prediction, and 𝑒 (𝑡 + 𝑃𝐻 ) signifies the predicted error.

Challenges Identified by Each Paper

The selected papers present a variety of methodologies and approaches for predicting
blood glucose levels in Type 1 Diabetes. These approaches employ different inputs and
modeling strategies, aiming to enhance the performance of predictive algorithms. Each
paper addresses distinct challenges within the field. The following challenges are presented
in the order of Paper1 to Paper5:



42 chapter 3 methods

• Recurrent neural networks such as LSTMs are known to achieve good performance
for the specific task of BG prediction, but they lack of interpretability.

• Data fusion of activity and CGM data normally results in models with a performance
not comparable with those using CGM alone.

• When the blood glucose level is too high or too low, the individual reacts to bring
it back into range but forecasting should enable people with T1DM to proactively
intervene to prevent these conditions from occurring.

• Deep Learning models typically require relatively large amounts of data to converge
on an appropriate model.

• Over the last two decades, several non-linear algorithms have been tested in this
framework, but none has stood out in terms of prediction accuracy.

Proposal of Each Paper on How to Address the Challenge

Each paper proposed unique solutions to the challenges identified. They are presented in
the sequence from Paper 1 to Paper 5:

• Utilized SHapley Additive exPlanations (SHAP), a newly developed approach, to
interpret deep learning model predictions.

• Proposed two novel methods for fusing CGM and activity data to generate BGL
prediction models with performance comparable to those using CGM data alone.

• Improved blood glucose level prediction using recurrent neural networks, leveraging
both simulated patient data and data collected from individuals with T1D on insulin
pump therapy with CGM.

• Employed a multitask learning approach to enhance glucose forecasting in a neural
network, treating each individual as a task and using shared layers for learning from
other individuals.

• Investigated the impact of hyperparameter optimization and feature selection, as well
as the improvement achievable by combining the NN with an error imputation module
(EIM) based on a regression trees ensemble.
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3.3.3 Comparison Work Methods

Here is how the comparison process is carried out at each phase.

Step 1 - Validation with the Ohio T1DM Dataset

I started my analysis by examining the results from various research papers. These studies
commonly used specific performance metrics—Root Mean Square Error (RMSE) and Mean
Absolute Error (MAE)—to measure predictive accuracy. Notably, they all reported results
for 30-minute and 60-minute prediction windows. This consistency is because all the papers
originated from the Knowledge Discovery in Healthcare Data 2020 event, which utilized the
Ohio T1DM dataset. Using the same dataset provided a unified framework that facilitates
comparative analysis among these studies.

Ensuring accurate outcomes required careful attention to several aspects. Achieving consis-
tency across datasets, hyperparameters, and computing environments proved challenging.
Some research papers lacked complete information,making it difficult to replicate their exact
conditions. For example, while some code bases provided requirements.txt files that defined
the Python environment, others did not include this detail. Resolving inconsistencies caused
by conflicting modules or redundant dependencies in the requirements.txt files required
considerable guesswork. Moreover, one paper added complexity by offering numerous
adjustable hyperparameters without specifying the values used during their experiments,
potentially leading to discrepancies between the actual and reported results.

Moreover, the utilization of MATLAB in one paper added another layer of complexity, requir-
ing a licensed program. Luckily, access to MATLAB R2023b was facilitated by UiT, enabling
the execution of the respective model on my local setup. Furthermore, harnessing the
computational resources of our research group’s server became imperative. Given the com-
putationally intensive nature of the deep learning models employed, relying solely on my
local system would have been suboptimal for executing these resource-heavy computations.

To ensure a comprehensive comparative analysis, a systematic approach was adopted to set
up the environment and execute the provided open-source codes. The code implementations
were carried out as per the instructions in the respective papers, with modifications kept to a
minimum to maintain consistency across comparisons. Challenges encountered during the
implementation phase were minimal due to the clarity and completeness of the provided
code and documentation.
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Step 2 - Validation with Participant Collected Data

In this section, the utilization of an external dataset extracted from Apple Watch is explored,
to validate the predictive capabilities of the five predictionmodels from Knowledge Discovery
in Healthcare Data and to allow the assessment of the generalizability and robustness of
the prediction models across diverse health scenario. The dataset, comprised of 5-minute
intervals, encompasses various health-related parameters recorded through Apple Health,
providing a source of information for analysis. The Oura Ring data was also considered for
testing but excluded due to data refinement challenges.

Step 3 - Implementing Prediction Models in GluPredKit

GluPredKit is an open-source comprehensive toolkit designed to facilitate the prediction
of blood glucose levels [75]. It streamlines the process of data handling, training, and
evaluating blood glucose prediction models in Python. These features are:

Data Parsing: It transforms data from different sources into a pandas DataFrame.

Data Preprocessing: It provides utilities for preprocessing the input data, which is crucial
for building accurate prediction models. This step involves imputation, data scaling, feature
selection, and train-test split to make data suitable for analysis.

Model Training: It has various types of prediction models for blood glucose prediction
which provide implementations of various algorithms such as regression, classification, and
time-series analysis to train predictive models.

Model Evaluation: The toolkit includes evaluation metrics, such as RMSE, to assess the
performance of the trained models. This step is crucial for determining the accuracy and
reliability of the predictions made by the models.

Overall, GluPredKit can serve as a resource for researchers and practitioners in the field
of diabetes management, providing them with the necessary tools and methodologies to
develop effective blood glucose prediction models.

Integrating GluPredKit into my master thesis will enhance the analysis and prediction
aspects related to T1DM self-management during physical activities. The ease of conducting
numerous tests and comparisons between different prediction models offered by the toolkit
allows for comprehensive evaluation and validation of the predictive performance.

By incorporating GluPredKit into my analysis I expect to:
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Improve Analysis and Prediction:
GluPredKit offers a framework for crafting customized prediction models specifically de-
signed for predicting blood glucose levels. Utilizing its functionalities for data preprocessing,
feature extraction, and model building ensures a consistent flow of preprocessing, model
training, and evaluation. This streamlined approach applies consistently across various
types of data supported by the framework, thereby enhancing the accuracy and reliability
of blood glucose predictions.

Facilitate Comparative Studies:
The ability to conduct comparisons between different prediction models within GluPredKit
allows for a thorough evaluation of their performance. This comparative analysis can help
identify the most effective model or combination of models for predicting blood glucose
levels in varying scenarios.

Overall, integrating GluPredKit into my master thesis not only strengthens the analysis
and prediction aspects related to T1DM self-management but also provides a platform for
conducting rigorous comparative studies.

3.4 Working with Participant Collected Data

This section describes the machine learning models, evaluation metrics, and evaluation
intervals used during the phase of working with participant-collected data.

3.4.1 Evaluated Models

This subsection examines a variety of machine learning models, including linear regression
models, tree-based models, neural networks, and support vector machines, each with its
unique characteristics and applications. These models serve as the foundation for other
approaches, such as ensemble models and physiological hybrid models, which will be
discussed in detail in the Method chapter.

Linear regression models

Linear regression is based on the assumption that the relationship between the variables
is linear, allowing for straightforward analysis and prediction. However, it has limitations
when the data exhibits complex or non-linear patterns.

ARX (Auto-Regressive with Exogenous Input) ARX models are used to predict a
time-series target variable by considering its past values (auto-regression) and additional
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exogenous inputs. Exogenous inputs refer to other independent variables that could af-
fect the target variable, such as insulin, carbohydrates, and other physical activity-related
variables. in GluPredKit, ARX is implemented using Scikit-learn’s LinearRegression which
fits a linear model with coefficients to minimize the residual sum of squares between the
observed targets in the dataset and those predicted by the linear model [61].

Elastic Net Elastic Net is a type of linear regression that brings together the key elements
of both Lasso and Ridge regression. It includes a penalty term that blends the L1 penalty
from Lasso with the L2 penalty from Ridge. Because it uses both penalties, Elastic Net can
capture the advantages of each approach.

Huber Huber Regression is a type of L2-regularized linear regression that can handle
outliers better than traditional linear regression. It uses two types of loss functions: squared
loss for smaller errors (to maintain precision) and absolute loss for larger errors (to be
robust to outliers). It includes parameters for optimizing the model’s weights, intercept,
and scale. The scale parameter (sigma) ensures consistent robustness even when the target
variable changes its range or scale. The advantage of the Huber loss function is that it
doesn’t get overly skewed by outliers while still accounting for their impact [62].

Lasso Lasso,which stands for "Least Absolute Shrinkage and Selection Operator," is a kind
of linear regression that applies L1 regularization to impose a penalty on large coefficients.
The aim is to enhance model accuracy by reducing overfitting and by choosing the most
significant features.

PLSR (Partial Least Squares Regression) Partial Least Squares Regression (PLSR)
is a method that integrates aspects of principal component analysis and multiple linear
regression. It is used to understand complex relationships between a set of independent
variables and a dependent variable, particularly when the predictors are numerous and
might be strongly correlated. This is achieved by projecting the independent variables
and dependent variables into a new, lower-dimensional space. The approach creates new
components that capture the most variation in the variables, helping to manage large sets
of correlated variables while minimizing multicollinearity issues.

Ridge Regression Ridge regression is a type of linear regression that includes a regular-
ization term to prevent overfitting. It achieves this by adding a penalty to the loss function,
which is calculated as the sum of squared coefficients (L2-norm). The regularization term
controls the trade-off between fitting the training data and keeping the model coefficients
small, reducing the risk of overfitting to noise or fluctuations in the data.
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Tree Based Models

Tree-based models use a tree-like structure for decision-making and prediction. At each
node, the model makes a decision based on specific conditions or features, leading to
branches that represent different outcomes. The process continues until reaching the leaves,
which represent the final predictions.

GBT (Gradient Boosting Trees) Gradient Boosting Trees (GBT) begins with a basic
decision tree, a model that makes choices based on defined rules. Each node in the tree
represents a decision point, while the leaves signify the final outcomes. The boosting process
involves adding additional models to correct the mistakes of earlier ones, building trees
one by one, each concentrating on the errors made by the previous trees. This method is
designed to reduce errors by tweaking the models based on how much they deviate from
the correct predictions. It essentially finds the optimal way to minimize mistakes. The final
prediction comes from a group of these smaller "weak" models, typically decision trees. For
regression tasks, the end result is often calculated by averaging the outputs of all the trees,
leading to improved model performance.

Neural Network Models

Neural Network Models consist of interconnected nodes, or neurons, arranged in layers,
with each layer performing a specific role in the learning process. Neural networks can
learn non-linear relationships, making them highly adaptable and suitable for complex
tasks.

LSTM (Long Short-Term Memory) Long Short-Term Memory (LSTM) networks are
a special type designed to excel at handling sequential data. This can also include time
series information on blood glucose levels, where the order and context of the data points
are crucial. LSTMs achieve this by overcoming the vanishing gradient problem, a limitation
that hinders standard RNNs from capturing long-term dependencies within the data.

TCN (Temporal Convolutional Networks) Temporal Convolutional Networks (TCNs)
are a kind of neural network designed to work with data that has a sequence, like how
Recurrent Neural Networks (RNNs) and Long Short-Term Memory (LSTM) networks do.
But instead of using recurrent connections like RNNs, TCNs rely on convolutional layers to
process sequences. This means they apply filters over the sequence to extract information.
The core structure of a TCN is one-dimensional, and it uses padding with zeros to ensure
the output sequence remains the same length as the input sequence [63].

MLP (Multi-Layer Perceptron) A Multi-Layer Perceptron (MLP) is a foundational
type of artificial neural network. These MLPs are characterized by their layered structure,
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typically consisting of an input layer, one or more hidden layers responsible for the "multi-
layer" aspect of the name, and finally an output layer. Each layer within this network houses
multiple interconnected processing units known as neurons.

Support Vector Machines

Support Vector Machines (SVMs) are a type of supervised learning algorithm used for both
classification and regression tasks. The core concept behind SVMs is to find the optimal
hyperplane, a decision boundary, that separates data into distinct categories, with the goal
of maximizing the margin between different classes.

SVR (Support Vector Regression) Support Vector Regression (SVR) is a type of ma-
chine learning used to forecast continuous values. Instead of fitting a straight line through
the data like traditional linear regression, SVR identifies a hyperplane in amulti-dimensional
space that best represents the data. This method helps handle complex relationships and
reduces overfitting by concentrating on the support vectors, which are the data points
nearest to the hyperplane. The objective is to keep most data within a defined margin
around the hyperplane while minimizing errors.

3.4.2 Evaluation Metrics

This subsection explores key metrics and visualization tools used to evaluate the perfor-
mance and reliability of blood glucose prediction models. It includes several methods for
measuring error, visualizing prediction accuracy, and assessing clinical risk.

RMSE (Root Mean Squared Error)

RMSE is calculated by taking the square root of the average of the squared differences
between the predicted values and the actual values. It penalizes large errors more heavily
than small errors due to the squaring operation. It provides a measure of how spread out
the errors are in the predicted values.

RMSE during PA

The RMSE during the physical activity (PA) period was calculated to evaluate the accuracy
of predictions during these times. This metric was calculated for each activity’s duration,
from the start time to the end of the activity. The detail of the code is as shown in Listing
3.1.

Listing 3.1: Part of the RMSE during PA calculation function
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rmse = 0
rmse_ l i s t = []

# I t e r a t e through a c t i v i t y l o g s
for log in a c t i v i t y _ l o g s :

s t a r t _ t ime = pd . to_datet ime ( log [ ’ s t a r t _ t ime ’ ])
durat ion = log [ ’ durat ion ’ ]
end_time = s t a r t _ t ime + pd . Timedelta (minutes=(durat ion )

∗ 5)

# Find i n d i c e s wi th in the a c t i v i t y p e r i od
i nd i c e s = ( y_true . index >= s t a r t _ t ime ) & ( y_true . index

<= end_time )

# Ca l c u l a t e RMSE f o r the a c t i v i t y p e r i od
rmse = np . s q r t (np .mean(np . square (np . ar ray ( y_true ) [

i nd i c e s ] − np . ar ray ( y_pred ) [ i nd i c e s ]) ) )
rmse_ l i s t . append( rmse )

MAE (Mean Absolute Error)

MAE is calculated by taking the average of the absolute differences between the predicted
values and the actual values. It treats all errors equally, regardless of their magnitude,
making it less sensitive to outliers compared to RMSE. It provides a measure of the average
magnitude of errors in the predicted values.

Since the blood glucose level data contains outliers that could have a significant impact on
the model’s performance evaluation, RMSE is appropriate so that it penalizes large errors
more heavily. It is indeed widely used to assess the performance of the BG prediction models.
However, I have also evaluated the models with MAE to reflect the average magnitude of
errors without any transformations. During the evaluation, I observed that the MAE score
is usually lower than the RMSE. This is an expected observation considering that RMSE
penalizes larger errors more heavily due to the squaring operation.

nRMSE (Normalized Root Mean Squared Error)

Normalized RMSE is used to standardize the scale of RMSE scores, allowing for comparison
across participants and activity periods. In this study, one participant frequently exhibited
extreme hyperglycemic values, while the other generally maintained blood glucose within
the safe range of 70-180 mg/dl. Additionally, within a single individual, blood glucose levels
can fluctuate throughout the day, particularly during different physical activity periods. By
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normalizing the RMSE, the scale of the evaluation metric is standardized, facilitating easier
comparison of model performance across these varied conditions.

To normalize the RMSE, I considered four approaches: using the interquartile range (IQR),
standard deviation, mean value, and the range (difference between maximum and mini-
mum). Ultimately, I chose to use standard deviation for normalization to address variations
in RMSE values during physical activity. The standard deviation was calculated over the
observed data. However, I chose not to use normalized RMSE in the final analysis because
raw RMSE appeared to better capture fluctuations in the model’s predictions within a single
participant’s data. Despite this, I believe that normalized RMSE could be useful in future
studies, especially when comparing results across a larger number of participants to assess
variability among them.

Trajectorty plot

A trajectory plot is a visualization tool used in machine learning and data analysis to
assess the performance and behavior of a model over time or across different conditions.
It typically involves plotting the predicted values against the actual values or some other
relevant variable.

Trajectory plots are valuable for analyzing model performance as they provide a visual
representation of how well a model’s predictions align with the actual values or expected
trends in time series or longitudinal data. This visual insight can often reveal patterns or
discrepancies that may not be immediately apparent from numerical metrics alone, such as
RMSE or MAE. Trajectory plots can illustrate how a model’s predictions evolve over time.
This can be crucial for detecting trends or shifts in the underlying data patterns.

Trajectory plots can be used as a diagnostic tool to identify areas where a model may be
performing well or struggling. Deviations from the ideal trajectory can indicate areas for
improvement or further investigation.
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Figure 3.6: A ridge model trajectory plot with the 60-minute prediction horizon for participant 1

The figure above illustrates the trajectory plot of the Ridge model trained using Participant
1’s data. The trajectory plots are drawn for the periods that the participants logged their
PA. The plot is drawn per day. The solid black line represents the actual blood glucose
(BG) levels, while the shaded yellow background signifies the safe BG range between 70 to
180 mg/dL. Deviations below or above this range indicate hypoglycemia or hyperglycemia,
respectively. A red dotted line denotes the period of physical activity, emphasizing themodel’s
performance during this phase. Colored lines extending from the black line depict the Ridge
model’s predictions for the subsequent 60 minutes, offering insights into anticipated BG
fluctuations. A closer alignment between these projected lines and the black line signifies
accurate predictions,whereas skewed trajectories indicate potential prediction discrepancies.
This visualization aids in assessing the model’s predictive efficacy, crucial for optimizing
self-management strategies in individuals with T1DM.

By incorporating trajectory plots into this thesis work, I expect to interpret how well the
model captures the underlying relationships in the data. This interpretability is especially
valuable in fields where understanding the model’s behavior is as important as predictive
accuracy. Also, I aim to illustrate the performance of eachmodel evaluated provides valuable
insights into their behavior and the effectiveness of the prediction outcome.
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Clarke Error Grid

The Clarke Error Grid Analysis (EGA) was introduced in 1987 as a method for assessing the
clinical accuracy of patient estimates of their current blood glucose relative to the values
obtained from their meters. [60] Subsequently, it has been applied to evaluate the clinical
accuracy of blood glucose estimates produced by meters in comparison to a reference value.
It is a graphical tool to evaluate the accuracy of blood glucose measurement. It plots the
relationship between measured blood glucose values and clinically relevant outcomes, such
as the risk of hypo- or hyperglycemia.

In the CEG, the x-axis represents the blood glucose values, while the y-axis represents the
CGM blood glucose values. Then the grid is divided into zones that indicate different levels
of clinical significance.

Zone A represents clinically accurate measurements where values fall within a predefined
acceptable range. Measurements in this zone are considered clinically safe. Zone B rep-
resents measurements that are clinically acceptable predictions but may lead to benign
errors in treatment decisions. Measurement in this zone can be interpreted that it is slightly
outside the acceptable range but does not result in significant clinical consequences. Zone
C, D, and E represent increasingly significant discrepancies between blood glucose values.
Zone E indicates the most critical errors that could potentially lead to a dangerous treatment
decision.

It provides a visual representation of measurement accuracy and thus can assess the
reliability and safety of the method being evaluated.

Parkes Error Grid

Parkes Error Grid Analysis is another graphical tool used to evaluate the accuracy of blood
glucose prediction. The Parkes error grid was published in 2000 based on a survey of 100
physician attendees at the June 1994 American Diabetes Meeting. Similar to the Clarke
Error Grid, the Parkes Error Grid plots the relationship between measured blood glucose
values and clinically relevant outcomes and specifies five risk levels. The interpretation of
each zone is also similar.

Parkes error grids were made for two groups: people with type 1 diabetes and people
with type 2 diabetes who use insulin. The idea came from feedback from Parkes survey
participants, who thought that people with type 2 diabetes using insulin could handle more
mistakes in blood glucose readings than those with type 1 diabetes. Thus the type 2 diabetes
grid was seen as needing less accuracy, especially for low glucose levels, compared to the
type 1 diabetes grid.
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3.4.3 Evaluation Interval

In this subsection, I explained the prediction horizon selected for evaluating the models
and the reasons behind this choice.

Prediction Horizon

The selection of a prediction horizon for blood glucose (BG) prediction models commonly
falls within the 30-60 minute range, primarily due to the inherent volatility of BG levels.
Various factors, including food intake, physical activity, stress, and insulin administration,
can trigger rapid fluctuations in BG [69]. However, the rate of these fluctuations tends to
decrease over time [70]. Consequently, the 30-60 minute window captures significant BG
changes, making it a suitable timeframe for prediction.

Extending the prediction horizon beyond 60 minutes often necessitates more intricate
models that incorporate longer-term trends and dynamics of glucose metabolism. In the
context of forecasting blood glucose levels in individuals with type 1 diabetes, longer
prediction horizons may involve predicting how glucose levels will evolve over a longer
period, which can be influenced by various factors such as meal intake, insulin dosing,
physical activity, and other physiological variables [71]. Models like the CNN-LSTM stacked
architecture mentioned in the paper are designed to capture these intricate dynamics and
trends to make accurate predictions over longer time horizons. Such models can offer
valuable insights into future BG patterns but frequently entail increased computational
complexity.

Furthermore, individual responses to various stimuli can exhibit substantial variability,
potentially rendering longer-term predictions less reliable for certain individuals.

3.4.4 Data Considerations

For participant data collection, several sources were considered, and ultimately Apple Health,
Medtronic MiniMed, and Fitbit were chosen. Below is an overview of the data formats from
these sources.

Oura Ring Data Consideration

The Oura Ring, renowned for its advanced sleep tracking, activity monitoring, and physi-
ological metrics, presented an opportunity to enrich the dataset further. However, during
the exploration phase, it was observed that the Oura Ring did not provide the functionality
to export data at 5-minute intervals. Unfortunately, this limitation rendered the data less
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refined for the prediction model’s requirements. The model’s success relies on detailed
temporal patterns, and without this level of granularity, the Oura Ring data did not align
with the specificity required for testing the models.

Apple Health Data Overview

The apple_health.CSV file extracted fromApple Health contains the following key columns:

• date: Timestamps indicating the date and time of each record.

• CGM (Continuous Glucose Monitoring): Data related to glucose levels, measured at
5-minute intervals.

• carbs: The amount of carbohydrates consumed at each 5-minute interval.

• insulin: Information about insulin intake at each 5-minute interval.

• heartrate: Heart rate measurements recorded at 5-minute intervals.

• heartratevariability: Data related to heart rate variability, a measure of the variation
in time between heartbeats.

• caloriesburned: Information about calories burned during each 5-minute interval.

• respiratoryrate: Data on respiratory rates, indicating breaths per minute.

• vo2max: Representation of the maximum rate of oxygen consumption during exercise.

• steps: The number of steps taken in each 5-minute interval.

• restingheartrate: The resting heart rate, providing a baseline for cardiovascular health.

• activity_state: Indication of the state of physical activity during each 5-minute interval.

• hour: The hour component of the timestamp.

Medtronic MiniMed Data Overview

Data collected includes information sourced from the Medtronic MiniMed™ 780G in-
sulin pump, which provides non-periodic data intervals for bolus and carbohydrate intake,
recorded manually. Blood glucose levels are recorded every 5 minutes. Consequently, the
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exported data consists of distinct sections, with one containing non-periodic records and
another dedicated to blood glucose levels. This dataset is then integrated with step count
records from Fitbit devices.

Fitbit Data Overview

The process by which Fitbit converts accelerometer data into steps is not openly disclosed.
It can be inferred that like most the activity monitors, it seeks specific motion patterns that
meet a detection threshold indicative of walking [74]. If the pattern and magnitude of the
motions align with the algorithm’s predefined criteria, they are counted as steps.

The extracted step count data was logged every minute, but it needed to be processed to
align with the format of the other features, which were logged every 5 minutes. Therefore,
only the data from each 5-minute interval was collected and used for training.

3.4.5 Data Parsing

Participant 1’s data were given in two files. One of these files was an exported CSV file from
MiniMed 780 MMT-1885. The data within this file was divided into various sections, and
the specific data required for analysis was scattered across these sections. Parsing this data
presented a challenge due to the fluctuating format with each extraction. It is suspected that
this variability was intentional, possibly designed to safeguard the data from integration
with other systems. Consequently, the parsing process had to be adapted for each data
extraction.

The second file contained data in JSON format, comprising step count measurements from
Fitbit taken at five-minute intervals. These measurements were aggregated into a single
CSV file, which served as the basis for preprocessing.

Participant 2’s data were provided in parsed CSV format, facilitating straightforward pre-
processing using the built-in methods of GluPredKit.

3.4.6 Data Preprocessing

There are different types of preprocessing readily available in GluPredKit but they are
variations of each other but basic preprocessing principles are similar.

Initially, the preprocessor selects the relevant numerical and categorical features from the
DataFrame came from parsing the raw data. It adds a target column by shifting the CGM
(Continuous Glucose Monitoring) values backward by a certain number of steps, determined
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by the prediction horizon.

Before proceeding with further processing of the data, any NaN values in the CGM col-
umn were checked to mark them ’imputed’ in a separate column to mark instances where
imputation is needed. For the imputation tactic, it adopted the Akima interpolation tech-
nique to handle missing numerical values. The Akima interpolation uses local methods
that use only values from neighboring knot points in the construction of the coefficients of
the interpolation polynomial between any two knot points thus it can be calculated very
quickly [76].

If numerical features are present, the values are scaled using the StandardScaler, fitting
the scaler on the training data and then transforming both training and testing data. For
categorical features, they are one-hot encoded using the OneHotEncoder.

Overall, the preprocessing pipeline ensured that the data was properly formatted, imputed,
scaled, and encoded, making it suitable for training machine learning models.

3.5 Approaches Taken to Improve the Predictions During
PA

In this section, I have explained how the two distinct approaches to building models for
blood glucose prediction are implemented: hybrid physiological-machine learning (ML)
methods and ensemble models. The intention of these approaches was to see if they improve
the predictions during the physical activities (PA). Additionally, the motivations for adopting
these methods are discussed.

3.5.1 Hybrid Model Combining Machine Learning and Physiological
Principles

A physiological model encompasses a mathematical description of the intricate biological
processes within the human body, focusing on aspects related to health and well-being.
Specifically within the realm of diabetes management, these models are crafted to simulate
the complex interplay between variables such as plasma glucose, insulin, and carbohydrate
levels, which are influenced by processes including digestion, absorption, insulin-dependent
and independent utilization, renal clearance, and endogenous liver production [83]. Rooted
in the comprehension of human physiology, these models aim to forecast how these variables
interact to shape blood glucose levels over time, offering a robust framework grounded in
scientific principles and established physiological mechanisms. While providing valuable
insights into the impact of factors such as insulin, carbohydrates, and physical activity on
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blood glucose levels, these models may fall short of capturing the full spectrum of individual
responses to diverse stimuli.

Machine learning (ML) models, in principle, should be capable of identifying these patterns
without transformation even in the absence of explicit understanding or characterization,
provided there is a sufficient volume of data and accurately recorded input signals. However,
it is common practice to engage in "feature engineering" to translate model inputs into
physiological dynamics [87]. For instance, in the case of insulin, this may involve calculating
"insulin on board" as opposed to utilizing time-lagged features. Such transformations may
aid ML models in more readily discerning patterns, as the input becomes more directly
correlated with the output.

Another approach, blending elements of both physiological modeling and ML, involves
initially employing a model-based predictor, such as physiological models for insulin and
carbohydrates (and possibly physical activity) [41]. Then subsequently, ML models can be
utilized to predict the error of the physiological model rather than directly forecasting blood
glucose levels. This approach capitalizes on the understanding humans have regarding
insulin-glucose dynamics, while allowing ML to capture more intricate patterns, thus pre-
senting a synergistic fusion of knowledge-driven physiological insights and data-driven ML
capabilities.

On the other hand, an innovative approach inspired by metabolic models for glucose dynam-
ics [83] [85] [86] is introduced by Mario Munoz-Organero [84]. This novel mechanism is
designed to be trainable on a per-patient basis, aiming to capture the complex interactions
between various factors influencing blood glucose levels. Specifically, the model leverages
Recurrent Neural Network (RNN) architecture, implemented using Long Short-Term Mem-
ory (LSTM) cells, to simulate the differential equations governing carbohydrate and insulin
absorption processes.

The dynamics of blood glucose levels over time are influenced by multiple factors, including
current blood glucose levels, carbohydrate intake, and insulin injections, each characterized
by specific absorption rates. These processes are modeled using a set of differential equations
previously proposed in research studies [83] [85] [86], accounting for digestion, absorp-
tion, insulin-dependent and independent utilization, renal clearance, and endogenous liver
production processes.

The paper explains that by considering inputs such as carbohydrate intake, fast and slow-
acting insulin boluses, and past blood glucose levels, the RNN is trained to learn the
digestion and absorption processes. The model learns from current values and past data,
capturing the temporal dynamics of these processes. The proposed method involves a two-
layered architecture. Initially, the LSTM RNN learns the carbohydrate digestion and insulin
absorption processes from each input signal. Subsequently, the effects of these processes
are combined to predict blood glucose variations for the next Continuous Glucose Monitor
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(CGM) reading.

The universal approximation theorem [88] suggests that with enough hidden neurons, an
RNN can approximate a physiological model, regardless of the state transition equations it
uses.

Physiological Hybrid Approach Implementations

The deep physiological model [84] is implemented using a Recurrent Neural Network (RNN)
with Long Short-Term Memory (LSTM) cells. This implementation is motivated by the need
to mimic the metabolic behavior of physiological blood glucose models while leveraging
the power of deep learning techniques.

Traditional physiological-metabolic models have limitations in capturing the intricate rela-
tionships between various factors influencing blood glucose levels, such as carbohydrate
intake, insulin injections, and individual metabolic responses. By integrating deep learn-
ing components like RNN with LSTM cells, the model is expected to learn and adapt
to the unique characteristics of each patient, providing more personalized and accurate
predictions.

The model in Figure 3.7 uses separate Long Short-Term Memory (LSTM) networks to
understand different types of data related to blood glucose (BG) levels. One LSTM network
is designed to analyze the patterns in the blood glucose readings over time. Another set
of LSTMs is used to process data related to insulin intake and carbohydrate consumption.
The outputs from these different LSTMs are combined to create a more comprehensive
representation of the data. By integrating these outputs, the model aims to predict the
expected change in blood glucose levels for the next continuous glucose monitoring (CGM)
reading. In simpler terms, the model uses multiple LSTMs to process different types of
inputs, and then combines their outputs to make a prediction about future blood glucose
levels.

3.5.2 Ensemble Models

Many papers investigated ensemble methods in multiple medical subfields for both classi-
fication and regression tasks [77] [78] [79] [80] [81]. The application of ensemble models
can provide several advantages, including enhanced accuracy through the aggregation of
diverse base learners, each adept at capturing distinct aspects of the data. Furthermore, the
characteristic of robustness to noise and outliers can render ensemble methods particularly
suitable for the blood glucose level prediction model. Through the principle of consensus
learning, wherein multiple models collectively contribute to the final prediction, ensemble
methods circumvent individual model biases, further improving prediction quality. To sum-
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Figure 3.7: Model inspired by the Deep Physiological Model [84]

marise, by leveraging the collective intelligence of multiple models, it is expected that the
ensemble methods will offer a powerful approach to predicting blood glucose levels with
better accuracy and reliability.

Types of Ensemble Models

Ensemble learning broadly falls into two categories: homogeneous and heterogeneous
ensembles.

Homogeneous Ensembles:
Homogeneous ensembles refer to methods in which all base learners share a similar structure
or design. In bagging, multiple base learners are trained on different subsets of the training
data, created by sampling with replacement. The final prediction is usually derived by
averaging the predictions of all base learners. A well-known example of a bagging-based
ensemble is Random Forest.

Boosting is another notable homogeneous ensemble technique, distinguished by its iterative
approach. It involves training base learners sequentially, with each learner concentrating
on correcting the errors made by its predecessor. This concept is embodied in algorithms
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like AdaBoost, Gradient Boosting, XGBoost, and LightGBM.

Stacking, also known as Stacked Generalization, is a method where different base learners
are trained, and their predictions are used as input features for a meta-learner. The meta-
learner then combines these predictions to generate the final output.

Heterogeneous Ensembles:
Heterogeneous ensembles differ by combining base learners of various types, typically from
different machine learning algorithms. By leveraging the unique strengths of these diverse
learners, heterogeneous ensembles aim to improve prediction performance. For example,
this approach might pair decision trees with neural networks or support vector machines in
the same ensemble. The goal is to encourage diversity among the base learners, enhancing
the ensemble’s overall predictive capability.

Homogeneous and heterogeneous ensembles both aim to reduce overfitting, improve gen-
eralization, and boost prediction accuracy by combining the outputs of multiple models.
The choice between these two types of ensembles depends on various factors, including
the nature of the data, the specific problem being addressed, and the overall goals of the
prediction task. However, there is no standard process to select the base learners and it still
remains as a challenge for researchers to find the best technique combinations [82].

Ensemble Models Implementations

I have tried to implement various types of ensemblemodels by leveraging the top-performing
models identified through comparative performance analysis. The following subsections
detail the methodologies employed in the implementation.

EnsembleModel 1 This is a homogeneous ensemble model comprising linear regression
variants, namely Ridge Regression (RidgeCV), Huber Regression (HuberRegressor), and
Lasso Regression with Least Angle Regression (LassoLarsIC), is implemented using the
scikit-learn library. The ensemble model is designed to leverage the predictive capabilities
of each constituent linear model to enhance overall performance.

The constituentmodels are used as the basemodels. This ensemblemodelwas constructed by
stacking these base models, while the linear regression model was used as the final estimator.
Each constituentmodel is optimized using hyperparameter tuning via GridSearchCV, aiming
to enhance predictive accuracy.

Ensemble Model 2 This is a heterogeneous ensemble model comprising three distinct
types of regression models: Multi-layer Perceptron Regressor (MLPRegressor), Partial Least
Squares Regression (PLSRegression), and Support Vector Regressor (SVR). These models
differ not only in their algorithms but also in their underlying mathematical principles and
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assumptions. For example, MLPRegressor is a neural network-based model, PLSRegression
is a linear regression technique, and SVR is a support vector machine-based model for
regression tasks.

This model is implemented in a way that it trains the individual base regression models,
MLPRegressor, PLSRegression, and SVR. Then a StackingRegressor ensemble model is
constructed using these base models and a final estimator, GradientBoostingRegressor to
make predictions. Again, it is implemented using the scikit-learn library.

The SVR model was constructed with hyperparameter tuning using GridSearchCV to find
the best values for the regularization parameter and the epsilon-insensitive loss parame-
ter.

Ensemble Model 3 For the third type of ensemble model, I stacked a Pytorch Temporal
Convolutional Network (TCN) with the Multi-Layer Perceptron (MLP) and Partial Least
Squares Regression (PLSR). This configuration achieved the lowest Root Mean Square Error
(RMSE) score for Participant 1’s 30-minute prediction horizon (PH). Plus, the stacked MLP
and PLSR resulted in the lowest RMSE score for Participant 1’s 60-minute prediction horizon,
as well as for Participant 2’s 30-minute and 60-minute prediction horizons. Lastly, the Ridge
model was included as the base model because it had the best overall performance based
on RMSE, MAE, Clarke Error Grid, and Parkes Error Grid for Participant 1’s data. While the
model with the best performance for Participant 2 was the same one with the lowest RMSE,
which is the Stacked MLP and PLSR model and already included as the base model. When
I experimented without using Ridge as the base model, the results were slightly worse for
Participant 2’s predictions on both PH30 and PH60, and for Participant 1’s prediction on
PH60. Although, there was a slight improvement in Participant 1’s prediction on PH30. Thus,
I decided to go with the one with Ridge because it showed more overall improvement.

The four base models, Ridge, MLP, PLSR, and TCN were trained independently. Afterward,
the predictions from each base model are combined, and the mean of these predictions is
used as the final prediction.





4
Result
This chapter consists of three distinct sections: a comparison study, multiple ML models’
prediction analysis on data collected from two participants, and results obtained from using
various approaches to improve predictions during physical activity (PA). The comparison
study is divided into three subparts, each focusing on a different validation stage of the
research. The analysis of participant-collected data provides an overview of model perfor-
mance, including performance during PA and prediction after PA. Finally, the section on
improving predictions during PA explores two approaches, a physiological hybrid method
and the use of ensemble models.

4.1 Comparison Work

This section compares the prediction performance of models from five different papers with
publicly available source code. The work is divided into three parts: validation of the models
using the same datasets reported in the papers, validation with an Apple Health dataset
collected from a participant, and finally, a performance comparison after implementing the
models in GluPredKit.

63
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4.1.1 Part 1 - Result of Validation

This section explores the performance of models for predicting glucose levels as reported
in five research papers. These papers cover a range of prediction horizons, experimental
configurations, and model approaches. The result is derived from using the same OhioT1DM
dataset.

Paper 1 originally reported the Bidirectional LSTM model’s performance with an RMSE of
37.40 mg/dL for a prediction horizon of 60 minutes, specifically trained using the Physical
Activity (PA) feature. Upon running the model, the obtained result showed an average root
mean squared error (RMSE) of 38.85 mg/dL for the same prediction horizon (60 minutes).
It’s noteworthy that in the nature of the model’s operation, the PA feature was selected only
once for patient 567, specifically for a Prediction Horizon of 60 minutes.

Paper 2 reported the results for both Prediction Horizon (PH) 60 and PH 30 minutes across
different approaches (Basic and Stacked) and patients (540, 544, 552, 567, 584, 596) in terms
of RMSE for Partial Least Squares regression (PLSR), Multilayer perceptron (MLP), and
Long short-term memory (LSTM). What was observed is that the differences between the
paper-reported and actual results are relatively minor.

For PH 60, the average difference between the paper-reported and actual RMSE across
all approaches and patients ranges between 0.001 to 0.98 mg/dL, indicating a generally
close alignment between the reported and actual values. Similarly, for PH 30, the average
difference ranges from 0.07 to 0.70 mg/dL, again reflecting a relatively small deviation
between the reported and actual results.

This observation suggests that while there are slight variations between the paper-reported
and actual results, the differences are not substantial. In the context of glucose monitoring,
this can be explained by the typical display conventions used for these devices. Glucose
monitors often represent measurements in milligrams per deciliter (mg/dL) as integers and
in millimoles per liter (mmol/L) with one decimal place. Given this level of precision, it can
be said that small variations in reported and actual results can occur without affecting the
overall interpretation of data.

The average difference between the paper-reported and actual rootmean square error across
all approaches and patients ranged from 0.001 to 0.98 mg/dL. This indicates a generally close
alignment between the reported and actual values, suggesting high consistency. Similarly,
with a Physical Health 30 approach, the average difference ranged from 0.07 to 0.70 mg/dL,
also reflecting a relatively small deviation between reported and actual results.

This close alignment, particularly given the inherent rounding and measurement variability
in glucose monitoring, supports the notion that the results presented in the paper are
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reliable and accurate representations of the actual data collected.

The actual results consistently support the claims of the paper, which is the stacked regres-
sion technique significantly improved prediction performance, especially with a 30-minute
history compared to a 60-minute history forMethod 1. In addition, a similar pattern emerged
in which the predictive performance of Method 2 closely matched that of Method 1 for most
patients, with the exception of patient 552, which showed significantly worse performance.
These results are consistent with the conclusion of the paper, suggesting that Method 1,
which integrates average activity data into CGM windows, slightly outperforms Method
2, which trains models separately on CGM and activity data. Overall, Method 1, especially
with a 30-minute history, showed superior performance.

Paper 3 has reported the results in varied experimental configurations. The performance
comparison analysis based on the experimental configurations is presented in Table 4.1.

Table 4.1: Performance Comparison

Whatif PH Dropout History Features RMSE - Actual(mg/dL) RMSE - Paper (mg/dL)
No 60 0 30 BG 32.75 32.04
No 60 0 30 BG, I, M 31.80 30.94
No 30 0.1 30 BG, I, M 20.37 18.74
Yes 30 0.1 60 BG, I, M 19.40 18.19
Yes 60 0.1 60 BG, I, M 30.07 29.12
No 60 0.1 30 BG, I, M, SC, HR, ST 31.79 30.4
No 30 0.1 60 BG, I, M, SC, HR, ST 19.97 18.76

The table provides an overview of the different experimental configurations evaluated.
Notably, it demonstrates the impact of varying parameters such as Whatif, PH (Predic-
tion Horizon), Dropout, History, and Features on the Root Mean Squared Error (RMSE)
values.

From the results, it is observed that while most configurations show comparable performance
compared to the paper’s reported RMSE values, the overall actual performance is slightly
worse than the reported performance. Upon comparing the actual and paper-reported
RMSE values for the configurations, the average difference was approximately 1.02(mg/dL).
The range of differences varied up to 1.81(mg/dL) between the two sets of results. This
difference may be attributed to unreplicated hyperparameters or specific settings not fully
detailed in the paper or the available documentation.

Overall, these findings suggest the sensitivity of the model’s performance to various input
configurations, indicating potential enhancements under specific settings.
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Paper 4 reported Root Mean Square Error (RMSE) andMean Absolute Error (MAE) for both
Multi-Task Learning (MTL) and single-task learning (STL) models at different prediction
horizons. The MTL approach showcases slightly better RMSE (19.79 mg/dL vs. 20.67 mg/dL
for 30 minutes; 33.73 mg/dL vs. 34.40mg/dL for 60 minutes) and MAE (13.83 mg/dL vs.
14.28 mg/dL for 30 minutes) compared to STL at the 30-minute horizon. However, at the
60-minute horizon, STL and MTL perform comparably, having almost identical RMSE (34.32
mg/dL) and MAE (24.97 mg/dL).

The validation process confirms the reported results for MTL at both 30 and 60 minutes.
However, for STL, while the 60-minute RMSE and MAE match the reported values, there’s
a slight difference in the 30-minute RMSE and MAE, where the RMSE is slightly higher
(20.67 mg/dL ± 0.32 compared to 20.67 mg/dL) and the MAE is slightly lower (14.28 mg/dL
± 0.19 compared to 14.28 mg/dL).

Paper 5 provided CGM-only RMSE values of 19.50 mg/dL and 34.36 mg/dL for prediction
horizons (PH) of 30 and 60minutes, respectively. For the NN-EIM (Error ImputationModule),
the reported RMSE was 18.63 and 32.37 for PH 30 and 60 minutes. Echoing these findings,
the validation process indicated CGM-only RMSE values of 19.22 mg/dL and 33.52 mg/dL,
and for NN-EIM using selected features (CGM readings, CGM slope, and IOB), 18.78 and
32.15 mg/dL for PH 30 and 60 minutes.

The shallow neural network is trained with present and past CGM readings, CGM slopes,
and IOB. The Error Imputation Module (NN-EIM) then creates a new feature pool termed
Corrective Feature Set, encompassing first-order differences at various time lags of CGM,
IOB, COB, sleep/work periods, skin temperature, and acceleration data. However, the paper
does not explicitly detail the variable names, and the absence of guidance in the source
code, such as a ’readme’ file, hindered replication to achieve the same results.

Given the ambiguity in precisely identifying the features used in the reported NN-EIM,
additional experimentation was conducted i.e. tested with various feature sets. Surprisingly,
despite the inclusion of more features, the RMSE improvement was negligible, suggesting
that the added features did not significantly enhance predictive performance.

4.1.2 Part 2 - Result of Applying Different Data

For this validation work, I made direct adjustments and manipulations to the code to assess
the model’s consistency across a different dataset. I received the Apple dataset provided by
a participant, which spans over a year. However, to ensure comparability with the Ohio1
dataset, I reduced the data to three months. For simplicity, the results in Table 4.2 show
the comparison of the average RMSE in the Ohio dataset with the RMSE from a single
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participant’s data in the Apple Health dataset, which is based on one participant. The result
is based on the 60-minute prediction horizon.

Paper Average RMSE (mg/dL) RMSE (mg/dL)
(Reported) (With Different Data)

Paper 1 37.40 38.39
Paper 2 30.79(Method 1), 30.71(Method 2) 30.92(Method 1), 31.13(Method 2)
Paper 3 31.6 31.45

Paper 4 STL: 34.40
MTL: 33.73

STL: 60.65
MTL: 62.04

Paper 5 31.4785 NA

Table 4.2: Summary of second validation work

Table 4.2 shows that the RMSE with a different dataset also generated a similar result for
Paper 1 to Paper 3, while, applying a different dataset to the model from Paper 4 failed to
produce the expected results. It should be noted that the multiple patients’ data in the Ohio
dataset is used to train the original work of paper 4. For paper 5, producing results using
the Apple Health dataset has failed. Due to the time constraint of the project, I have moved
on to the next comparison work.

4.1.3 Part 3 - Result of Implementing Models in GluPredKit

As a subsequent step, I integrated the models described in the papers into the GluPredKit
platform. This is conducted as a progress towards integrating the platform into my thesis
and for the better scalability of handling different datasets for different models.

Table 4.3: RMSE(mg/dL) of the models in each paper after integrating into GluPredKit, with the
differences from reported values shown in parentheses

Paper 30PH 60PH
Paper1 28.21 (+8.01) 39.51 (+5.32)
Paper2 19.96 (+0.77) 32.59 (-1.92)
Paper3 17.42 (-1.58) 32.88 (1.94)
Paper4 19.36[STL] (+1.31), 20.30[MTL] (-0.51) 35.92[STL] (-1.52), 32.92[MTL] (+0.81)
Paper5 91.78 (+73.15) 90.87 (+58.60)

Table 4.3 displays the RMSE (in mg/dL) of models from the five papers after integrating
them into GluPredKit, focusing on data from a single patient (570 of Ohio). This approach is
taken just to facilitate a clear and simple representation of the implementation results. The
values in parentheses represent the difference between the new results and the reported
results. Positive differences indicate that the new results are higher than the reported ones,
while negative differences suggest they are lower. This information can be used to evaluate
the impact of integrating these models into GluPredKit.
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For papers 2 to 3, the result has shown a similar outcome, while the model from papers 1 and
4 generated slightly worse performance than the reported. Notably, the last model, when
integrated, exhibited significantly poorer performance, signaling a failure in its integration
within the framework. Translating the original code which was written in Matlab and some
Matlab-specific libraries, to Python was a challenge.

4.2 Work with Participant Collected Data

With data collected by two participants, the models were compared based on their overall
performance. Not just during the participants’ physical activity periods, the total prediction
accuracy over the entire test dataset was evaluated. The metrics used for comparison
included RMSE, MAE, Clarke Error Grid, and Parkes Error Grid. The specific prediction
models are discussed in the "Evaluated Models" section of the "Design" chapter.

4.2.1 Overall Performance Comparison

The performance of each model is compared using RMSE, MAE, Clarke Error Grid, and
Parkes ErrorGrid. The Clarke and Parkes ErrorGrids were evaluated based on the proportion
of prediction points that fell into zone A—the higher the proportion, the better the model’s
score. The models were tested for prediction horizons of 30 minutes and 60 minutes.

Intriguingly, the optimal model varied across datasets. For Participant 1 data, TCN imple-
mented in PyTorch emerged as the top performer in terms of both RMSE and MAE, with
the Stacked MLP and PLSR model as the second-best performing model for both 30 and
60-minute prediction horizons. Notably, the TCN model achieved the best performance in
the Clarke Error Grid for the 30-minute prediction horizon, while the Gradient-boosted
trees (GBT) model stood out for the 60-minute horizon. The ARX model exhibited superior
performance in the Parkes Error Grid for both prediction horizons for Participant 1’s data.
Conversely, for Participant 2 data, Stacked MLP and PLSR demonstrated the best RMSE and
MAE performance, alongside the Parkes Error Grid for both prediction horizons. However,
the Clarke Error Grid highlighted Support Vector Regression (SVR) Linear for the 30-minute
horizon and LSTM for the 60-minute horizon as the best-performing models.

Overall Performance Score

Across all metrics, Ridge, PLSR, ARX, Stacked MLP and PLSR, Temporal Convolutional Net-
works (TCN), GBT, and Random Forest consistently ranked within the top 5 for Participant
1 data. For Participant 1’s data, Ridge, PLSR, and ARX claimed the top three positions for
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the overall score. This overall score was arbitrarily calculated by assigning the highest score
to the top-performing model, the lowest score to the fifth-ranked model, and then summing
across all metrics, RMSE, MAE, Clarke Error Grid, and Parkes Error Grid. In contrast, for
Participant 2 data, Stacked MLP and PLSR, Huber, SVR (radial basis function), ARX, Ridge,
SVR Linear, GBT, and LSTM emerged as the top performers across various evaluation met-
rics. Notably, Stacked MLP and PLSR, Huber, and SVR (radial basis function) secured the
top 3 positions for overall score calculation.

Clarke Error Grid

Figure 4.1: Clarke Error Grid for Participant
1 with a Ridge model (30-minute
prediction horizon)

Figure 4.2: Clarke Error Grid for Participant
1 with a Ridge model (60-minute
prediction horizon)

Figure 4.3: Clarke Error Grid for Participant
2 with a Stacked model (MLP
and PLSR) (30-minute prediction
horizon)

Figure 4.4: Clarke Error Grid for Participant
2 with a Stacked model (MLP
and PLSR) (60-minute predic-
tion horizon)
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The Clarke Error Grids for the participants’ data depict the performance of the best-
performing models, identified by their overall performance scores. It is evident that as
the prediction horizon extends from 30 minutes to 60 minutes, the prediction accuracy
declines, resulting in some predictions falling within the clinically significant zones (C, D,
E), indicating potential risks.

Although both participants had similar amounts of data (3 months of data logged every 5
minutes), there seem to be more data points for Participant 1 in the Clarke Error Grid plot.
This could be because Participant 1’s blood glucose (BG) levels stayed within a narrower
range, while Participant 2’s BG levels fluctuated over a wider range.
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Parkes Error Grid

Figure 4.5: Parkes Error Grid for Participant
1 with a Ridge model (30-minute
prediction horizon)

Figure 4.6: Parkes Error Grid for Participant
1 with a Ridge model (60-minute
prediction horizon)

Figure 4.7: Parkes Error Grid for Participant
2 with a Stacked model (MLP
and PLSR) (30-minute prediction
horizon)

Figure 4.8: Parkes Error Grid for Participant
2 with a Stacked model (MLP
and PLSR) (60-minute predic-
tion horizon)

The above figures show the Parkes Error Grids for the participants’ data depict the perfor-
mance of the best-performing models, identified by their overall performance scores. The
same trend is seen here. As the prediction horizon increases, more prediction points end up
in the dangerous zones (C, D, E). However, an interesting finding is that the same model
predictions can fall into different zones in the Parkes Error Grid compared to the Clarke
Error Grid. For example, there are predictions no longer fall into Zone E in the Parkes Error
Grid, while there were some predictions in Zone E in the Clarke Error Grid.

It seems that Zone E in the Parkes Error Grid has different thresholds for hypoglycemia or
hyperglycemia compared to Zone E in the Clarke Error Grid. In fact, the Parkes error grid
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is simpler than the Clarke error grid. In the Parkes grid, the zones start from the center and
spread out to the edges, while the Clarke grid has sharp lines, and some zones are skipped.
Even if a blood glucose meter is quite accurate, it might not meet the criteria for Zone A in
the Clarke grid and may end up in Zone D instead. This may be caused by the fact that the
Clarke grid was made for education, not as a strict accuracy standard. It is expected that the
Parkes grid fixed some problems by making the zone boundaries continuous [89].

4.2.2 Performance During the Physical Activity

This section explores the performance evaluation result during physical activity (PA) across
different models and participants. The analysis includes bar charts, box plots, and trajectory
plots to illustrate how model performance varies during PA periods.

RMSE during Physical Activity Comparison

The RMSE values during the physical activity (PA) period did not display a consistent
pattern, either significantly higher or lower than the overall RMSE. The results showed no
clear trend.

Figure 4.9: Top 5 models RMSE during PA for Participant 1
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Figure 4.10: Top 5 models RMSE during PA for Participant 2

Neither Figure 4.9 nor Figure 4.10 shows RMSE values that consistently remained above
or below the overall RMSE value, which is represented by the black dotted line in the
figures.

Box Plot during PA

The box plot illustrates RMSE values during physical activities. The orange line represents
the mean RMSEpa (RMSE during PA), while the lower and upper bars depict the variability
of RMSE during PA. Additionally, the overall RMSE (RMSE during the entire test data) is
indicated at the top of the plot.

Upon training with Participant 1’s data, the TCN model (PyTorch implementation version)
displayed the lowest overall RMSE score of 26.66 and the lowest RMSEpa (RMSE during
physical activity) score of 22.66. This seems to reveal a pattern where the model with the
lowest overall RMSE also achieves the lowest RMSE during physical activity. However, this
pattern contrasts with the findings observed from Participant 2.
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Figure 4.11: A box plot depicting the RMSE of TCN model with a 60-minute PH for Participant 1

For Participant 2, the LSTM model demonstrated the lowest RMSE score during the physical
activity (PA) period among the models in comparison, indicating minimal variability, despite
being ranked second worst in terms of overall RMSE values, following the TCN model.

Figure 4.12: A box plot depicting the RMSE of LSTM model with a 60-minute PH for Participant 2

Themean RMSEpa (RMSE during PA) of the LSTMmodel, 34.55, is observed to be lower than
that of the Stacked model (MLP and PLSR), which stands at 41.51. Despite the significantly
lower overall RMSE of the Stacked model (36.70) compared to the LSTM (52.76), this
contrast in mean RMSEpa values is deceiving.
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Figure 4.13: A box plot depicting the RMSE of Stacked model (MLP and PLSR) with a 60-minute
PH for Participant 2

Upon analyzing the trajectory plot of the LSTM model as shown in Figure 4.14, it was
observed that the predictions consistently converged toward the median value, indicating
that the model is not trained well to pick up the dynamics of the blood glucose level using
the trained features. This observation suggests that PA occurrences may have just luckily
coincided with glucose levels close to the median value. It was also verified during follow-up
interviews with participants, who reported exercising cautiously to avoid hypoglycemia
episodes.

Figure 4.14: Trajectory plot of LSTM model with a 60-minute PH for Participant 2
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Figure 4.15: A box plot depicting the RMSE of TCN model with a 60-minute PH for Participant 2

Notably, Figure 4.15 shows that the TCN model on Participant 2’s data exhibited significant
variability, consistent with its higher overall RMSE value, as anticipated. Surprisingly, the
TCN model achieved the lowest RMSEpa compared to other models, prompting further
inquiry into whether RMSE effectively assesses predictive performance during physical
activity in this study context.

Trajectory Plot per Day

This type of plot as Figure 4.16 and Figure 4.17, shows the complete trajectory over a day,
with the physical activity (PA) periods highlighted by red dotted lines. Although the plot
does not elucidate any noticeable changes in trajectory during PA, it does reveal the unique
characteristics of the participant. Participant 1 consistently maintained their blood glucose
levels within the safe range of 70 to 180 mg/dL, while Participant 2 exhibited more frequent
excursions beyond this range, resulting in different predictive outcomes by the model.
Examining individual trajectory patterns, Participant 1’s trajectories tended to converge
around a value of 130, whereas Participant 2’s trajectories tended to stabilize around 150.
This discrepancy may be attributed to Participant 2 consistently having higher blood glucose
levels compared to Participant 1. Despite these differences, both examples illustrate the
model’s consistently conservative prediction of a decrease in blood glucose levels once they
surpass approximately 170 mg/dL.
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Figure 4.16: A Ridge model trajectory plot of Participant 1

Figure 4.17: A Ridge model trajectory plot of Participant 2

The red lines indicate the periods during which physical activities were conducted. Upon
reviewing these plots, I recognized the necessity of creating separate trajectory plots to more
effectively illustrate the trajectories during physical activities. Consequently, I generated
trajectory plots specifically focused on RMSE during physical activities.

Trajectory Plots with RMSE during PA

Trajectory plots with RMSE during the PA were analyzed to evaluate the actual predictions in
detail for eachmodel. While analyzing Recurrent Neural Network (RNN)models, specifically
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Long Short-Term Memory (LSTM) and Temporal Convolutional Networks (TCN), during
periods of physical activity (PA). These plots revealed important insights that RMSE alone
cannot capture about the predictive behavior of these models.

What trajectories have revealed on RNNmodels For further analysis, trajectory
plots were generated only for the PA periods, with the RMSE values calculated for each
period. Upon examining these trajectory plots, I discovered an intriguing observation
regarding the predictive capabilities of linear regression in comparison to LSTM and TCN
models. While Long Short-Term Memory (LSTM) and Temporal Convolutional Networks
(TCN) are widely recognized recurrent neural network architectures for time series analysis,
particularly in predicting blood glucose levels, the trajectory plots revealed a tendency for
these models to rapidly converge toward the mean value. Consequently, despite seemingly
favorable RMSE performance scores, this behavior challenges the common assumption of
LSTM and TCN models’ efficacy in capturing the time-series characteristics of the data.
These findings suggest that LSTM and TCN models may tend to converge toward the mean
value quickly, resulting in lower RMSE scores that might falsely indicate good performance.
This highlights again the importance of not relying solely on traditional evaluation metrics
like RMSE and emphasizes the need for a deeper understanding of model behavior and
performance.

Figure 4.18: LSTM - Trajectories during PA for Participant 1
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Figure 4.19: TCN - Trajectories during PA for Participant 1

Figure 4.20: LSTM - Trajectories during PA for Participant 2
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Figure 4.21: TCN - Trajectories during PA for Participant 2

Moreover, it’s important to mention that this pattern seems to weaken when we have more
training data and different types of model setups. For example, it can be observed that
in Figure 4.22 and Figure 4.23, the TCN model in Pytorch implementation shows better
trajectories and RMSE scores. This suggests that there are other things affecting how well
the model works, not just having more data. This implies that it is important to understand
the model’s behavior in detail, including how it’s built and designed. There could be other
factors affecting how well these models perform, like adjusting certain settings, designing
the structure of the model, and preparing the data before using it.

Figure 4.22: TCN Pytorch version - Trajectories during PA for Participant 1
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Figure 4.23: TCN Pytorch version - Trajectories during PA for Participant 2

Further investigation into what drives this behavior could provide valuable insights into
how to better leverage LSTM and TCN models for time series prediction tasks. It’s essential
to approach model evaluation with caution, considering factors beyond RMSE scores, to
ensure robust and reliable predictions in time series analysis.

What RMSE alone can’t reveal The following two figures depict the trajectory plots
with RMSE (Root Mean Square Error) values during the physical activity (PA) for a double
LSTM model with a 60-minute prediction horizon for each participant. Figures 4.24 and
4.25 suggest that RMSE might not accurately represent the model’s behavior. In Figure
4.24, the model tends to predict values close to the mean blood glucose level, resulting in a
lower RMSE compared to Figure 4.25. The lower RMSE for Participant 1 can be attributed
to their blood glucose levels staying closer to the mean value of the overall test data.
Conversely, although the double LSTM model’s predictions for Participant 2 demonstrate
more varied behavior, with less tendency to predict the mean, they yield a higher RMSE
than the predictions for Participant 1.
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Figure 4.24: Double LSTM - Trajectories during PA for participant 1

Figure 4.25: Double LSTM - Trajectories during PA for participant 2

4.2.3 Performance After Physical Activity

I examined whether there were significant changes in blood glucose levels after physical
activity (PA) by comparing RMSE values and their trends at various time intervals. First,
I compared RMSE values during different periods after the start of PA. Then I compared
RMSE values at various durations following the end of PA.

After the start of Physical Activity

The following two figures illustrate how RMSE changes when calculated for different PA
durations, ranging from 15 minutes to 1 hour after the start of physical activity.
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Figure 4.26: Bar chart showing RMSE for the Ridge model with a 60-minute prediction horizon
after the start of physical activity for Participant 1

Figure 4.27: Bar chart showing RMSE for the Stacked MLP and PLSR model with a 60-minute
prediction horizon after the start of physical activity for Participant 2
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In the above figures, the best-performing model for each participant was selected based on
the overall performance scores described in the ’Overall Performance Score’ subsubsection.
The blue bars show the RMSE value during the PA while the red bars represent the RMSE
value after different periods from the start of PA. Figures 4.26 and 4.27 do not reveal any
consistent patterns.

After the end of PA

I further investigated whether there were any noticeable changes in blood glucose levels
after physical activity (PA) by comparing RMSE and trajectories at different time intervals,
i.e. for 15 minutes, 30 minutes, 60 minutes, and 90 minutes each. In the following figures,
the best-performing model for each participant was selected again to compare. Figure 4.28
and Figure 4.29 do not reveal any consistent patterns in trajectory lines.

Figure 4.28: Four trajectory plots with RMSE for different time periods after PA for the Ridge model
with 60-minute PH for Participant 1
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Figure 4.29: Four trajectory plots with RMSE for different time periods after PA for the Stacked MLP
and PLSR model with 60-minute PH for Participant 2

I created a bar chart for further comparison in varying RMSE values. However, Figure 4.30
and Figure 4.31 did not reveal any consistent patterns either.



86 chapter 4 result

Figure 4.30: Four bar charts with RMSE for different time periods after PA for the Ridge model with
60-minute PH for Participant 1

Figure 4.31: Four bar charts with RMSE for different time periods after PA for the Stacked MLP and
PLSR model with 60-minute PH for Participant 2
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In summary, the RMSE or trajectories don’t consistently increase or decrease across different
periods after PA.

4.3 Approaches Taken to Improve Predictions During
Physical Activity

In this section, I explored the performance of several models I developed to improve blood
glucose (BG) level predictions during physical activity. The models include a physiological
hybrid model and three different ensemble models. The goal was to enhance prediction
accuracy despite the dynamic and unpredictable nature of BG during physical activity.

4.3.1 Physiological Hybrid Model Performance During Physical
Activity

The architecture of the physiological hybrid model, as detailed in the implementation
section, is a prediction system that uses multiple Recurrent Neural Networks (RNNs) to
analyze various types of input data and blood glucose readings. Each RNN is designed to
process a specific type of input, learning patterns over time. The outputs from these different
RNNs are then combined to create a prediction of future blood glucose levels.

Root Mean Squared Error

Figure 4.32 depicts the mean differences between the RMSE of physiological hybrid models’
predictions and that of the benchmark model. The benchmark model was chosen based
on the dataset for each participant. For Participant 1, the TCN implemented in PyTorch
was selected because it had the lowest RMSE score, and its RMSE values and trajectory
patterns were superior to those of the Ridge model, which otherwise had the best overall
performance score. For Participant 2, the chosen benchmark was a stacked model combining
an MLP and PLSR, as it achieved the best overall performance.

Here, the TCN-based model was trained with data from Participant 1, while the LSTM-based
model was trained with data from Participant 2. These models share the same architectural
structure as described in the implementation section. The results were compared with
different physiological hybrid models because the LSTM-based model exhibited abnormal
behavior when trained with Participant 1’s data, as it tended to predict a constant mean
value on the trajectory plot. Conversely, the TCN-based model performed worse than the
LSTM-based model when trained with Participant 2’s data.
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To determine whether the RMSE during physical activity (RMSEpa) has improved, the
RMSEpa of the Physiological Hybrid model is subtracted from that of the benchmark model.
If the mean difference in RMSEpa is negative, it indicates that the Physiological Hybrid
model has a lower average RMSE during physical activity compared to the benchmark.

Figure 4.32: Bar chart on Mean RMSE Differences from Benchmark Models

The results in Figure 4.32 show that the Physiological Hybrid model did not enhance
prediction during physical activity. Both models exhibited higher RMSEpa values compared
to the benchmarkmodels. It’s worth noting, however, that while the overall RMSE of the TCN-
based Physiological Hybrid model for participant 1 data (26.18) was slightly lower than that
of the benchmark model (26.66), the RMSE during physical activity was worse. In contrast,
the LSTM-based model for Participant 2 also had a higher overall RMSE score.

Trajectory Plot During PA

The following figures are the trajectory plots for each Physiological Hybrid Model with
RMSE values for each PA period.
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Figure 4.33: Trajectory plot on TCN-based Physiological Hybrid Model for Participant 1

Figure 4.34: Trajectory plot on LSTM-based Physiological Hybrid Model for Participant 2

Despite the overall RMSE being slightly better than that of the benchmarkmodel, Figure 4.33
indicates that the prediction trajectories of the TCN-based Physiological Hybrid model tend
to converge toward a median value. Conversely, Figure 4.34 does not show any abnormal
prediction patterns, although the prediction performance has degraded compared to the
benchmark model.

4.3.2 Ensemble Model Performance During Physical Activity

To see if the ensemble approaches improve the prediction accuracy, three different ensemble
models were tested to see the improvement in BG prediction during the PA. All of them
were stacked but with different base models. From here on, the models will be addressed
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as Stacked Model 1, Stacked Model 2, and Stacked Model 3 for simplicity and clarity. The
details of each model are explained in the Methods chapter.

Root Mean Squared Error

Figure 4.35 depicts the mean differences between the RMSE of stacked models’ predictions
and that of the benchmark model. As explained in the previous section, the benchmark
model was chosen based on the dataset for each participant. For Participant 1, the TCNmodel
was selected. For Participant 2, the stacked model combining MLP and PLSR was selected.
They are compared with three distinct ensemble models, all of which are stacked.

A negative value in the bar chart indicates that the RMSE of the stacked model is lower
than the benchmark model, suggesting better performance. The results reveal that Stacked
Model 1 achieved the best performance during physical activity for Participant 2’s data,
while Stacked Model 2 showed superior results overall, with lower RMSE, MAE, and higher
scores on the Clarke Error Grid and Parkes Error Grid. Stacked Model 3 performed best
during physical activity for Participant 1’s data and also had the best overall RMSE, MSE,
and scores on the Clarke Error Grid and Parkes Error Grid.

Figure 4.35: Bar chart on Mean Differences from Benchmark Model
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Trajectory Plot During PA

Below are the trajectory plots comparing the best-performing stacked model with the
benchmark model during physical activity.

Figure 4.36: Trajectory plot on Benchmark Model (TCN) on Participant 1 data

Figure 4.37: Trajectory plot on Stacked Model 3 on Participant 1 data

It should be noted that the average RMSEpa for Stacked Model 3 on Participant 1 data
is 22.43 while the average RMSEpa for TCN on Participant 1 data is 22.66. As the mean
difference is small, there is no significant variation in the trajectory patterns between Figure
4.36 and Figure 4.37.
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Figure 4.38: Trajectory plot on Benchmark model (Stacked MLP and PLSR) on Participant 2 data

Figure 4.39: Trajectory plot on Stacked Model 1 on Participant 2 data

The average RMSEpa for StackedModel 1 on Participant 2 data is 40.51, while the benchmark
average RMSEps is 41.50. Again due to the slight improvement, there is no significant
difference between Figure 4.38 and Figure 4.39



5
Discussion
5.1 Discussion on Comparison Work Result

This chapter mirrors the structure of the Results chapter, discussing each result, including
a comparison study, an analysis of predictions made by multiple ML models using data
collected from two participants, and the outcomes derived from employing different ap-
proaches to enhance predictions during physical activity (PA). Additionally, I have added
a discussion that delves into alternative metrics for evaluating blood glucose (BG) levels
during PA. Lastly, I end my discussion with the limitations of my study.

5.1.1 Part 1 - Validation with the same dataset

The observed differences between the reported and actual results were analyzed to deter-
mine their practical significance. Both Paper 2 and Paper 4 presented reported values that
were remarkably close to the actual results obtained during the validation and experimenta-
tion process. Paper 2 showed strong agreement with the values reported in the paper across
patients. The results obtained from the Paper 4 source code also closely mirror the reported
RMSE values for Multi-task learning (MTL) and Single-task learning (STL) at both 30 and
60-minute prediction horizons. The observed RMSE and Mean Absolute Error (MAE) were
very close to the reported values, indicating a high degree of consistency and accuracy. The
similarity between the reported and actual results validates the robustness and reliability
of the models presented in these papers. This agreement indicates the consistency and
reproducibility of the models’ performance as highlighted in the research papers.

93



94 chapter 5 discussion

In contrast, papers 1, 3, and 5 showed slight discrepancies between their reported and
experimentally derived results. In particular, in paper 3, the reported RMSE values for
different experimental setups showed slight deviations from the observed results. The
actual RMSE values consistently tended to be slightly higher than the reported values,
with an average discrepancy of approximately 1.02 (mg/dL). This variance extended to
1.81(mg/dL) between reported and actual results.

In addition, the RMSE values obtained from Paper 5 showed variability compared to the
reported results. Across different feature sets and patient groups, the actual RMSE val-
ues tended to be slightly higher than the reported values. These comparisons highlighted
inconsistencies between reported and actual results, underscoring the critical need for rig-
orous validation and verification of research findings. Such discrepancies indicate potential
variations in model performance or nuanced experimental conditions that require careful
validation practices in research settings.

Nonetheless, all of the models have shown an insignificant amount of difference, validating
the reported performance.

5.1.2 Part 2 - Validation with a different dataset

During the validation processing with an Apple Health dataset, among the five papers
examined, as shown in the Result chapter, models from paper 1 to paper 3 produced
results consistent with each other, while the model from paper 4 exhibited notably inferior
performance. This discrepancy may suggest potential inadequacies in implementing the
necessary modifications to accommodate the new dataset effectively. It is also interesting to
note that the model from the second paper actually generated slightly better performance
when applied to the Apple Health dataset. Although there was a challenge in adapting
the model proposed in the fifth paper, the validation process highlighted the necessity
of comprehensive documentation of hyperparameters and model configurations in the
reported papers in order to generate reproducibility and reliability in research outcomes.
Due to the difficulty in directly modifying the code for the validation work for the model in
the 5th paper, and also for the better scalability of handling different datasets for different
models, I have implemented these models into the GluPredKit platform as the next step of
my comparison work.

5.1.3 Part 3 - Implementation in GluPredKit

While the outcomes of models from paper 1 to paper 3 showed similar performance values
even after implementing the model in the GluPredKit framework, the remaining models
from the two papers showed inferior performance, with distinctly poorer results. The imple-
mentation of LSTMmodels (paper 1 to paper 3) posed notable challenges attributable to their
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inherent sensitivity to hyperparameters, necessitating fine-tuning procedures. It is notewor-
thy that, despite replicating the model exactly as delineated in Paper 1, it consistently yielded
markedly inferior performance outcomes, indicating the need for preprocessing of the data.
Furthermore, the endeavor to replicate the code from paper 5 proved to be exceedingly
arduous, primarily owing to its initial development in MATLAB. Moreover, discrepancies
emerged from using different libraries, some of which were not fully compatible with their
Python equivalents. For example, the ReliefF library in MATLAB may not work seamlessly
with its Python counterpart, skrebate. To focus on the primary goal of my thesis—developing
a machine learning model that performs well during physical activity—I decided to move
on to the next task. It should also be noted that each paper used distinct preprocessing
strategies, which likely resulted in significant variations in performance, even when the
same model was used. Nonetheless, it would have been more interesting to develop a
greater variety of preprocessing methods on the GluPredKit platform.

5.1.4 Comparison Work Conclusion

In conclusion, the results reported in all the papers could be validated by running the
open-source code (comparison work part 1). Additional validation was conducted with a
different dataset (comparison work part 2), but I acknowledge failing to replicate the results
for Paper 4 and Paper 5. The model was subsequently implemented within the GluPredKit
framework to ensure scalability for applications across different datasets (comparison work
part 3). The variation of the model from Paper 2 produced good results, which were used
for the subsequent work on developing a model that performs well during physical activity.
The original model in Paper 2 is a stacked model comprising three base regressions: MLP,
LSTM, and PSLR. The modified version of this model uses two of these, MLP and PSLR.
This altered model was even used as a benchmark for Participant 2’s data due to its strong
performance in RMSE, MAE, Clarke Error Grid, and Parkes Error Grid.

5.2 Discussion on Working with Real Data

This section presents an analysis of overall model performance, highlighting the best-
performing models: the Ridge model and a stacked MLP and PLSR model. This section also
includes detailed observations during and after physical activity.

5.2.1 Overall Performance Analysis

The overall performance analysis identified that the Ridge model performed the best on
participant 1’s data and the stacked MLP and PLSR model performed the best on partici-
pant 2’s data. Across both datasets, Ridge, ARX, and Stacked MLP and PLSR models have
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consistently appeared in the top 5 for the overall performance score. This consistency may
suggest the robustness of these algorithms, although they were tested only on data from two
participants. However, the strong performance of the conventional linear regression models,
Ridge and ARX, indicates that linear regression remains relevant despite the emergence of
more complex models.

5.2.2 During Physical Activity Outcome Analysis

What’s intriguing from the box plot results is that during the 60-minute prediction horizon
(PH), the TCN performed exceptionally well with the mean RMSEpa (RMSE during physical
activities) of 22.66, with the best overall RMSE and minimal variabilities for Participant 1’s
data. Conversely, the LSTM model achieved the best mean RMSEpa of 34.55 for Participant
2’s data, but with the second-worst overall RMSE score. This suggests that deep learning
models consistently excel in RMSEpa, irrespective of their overall RMSE score. Thus, just by
looking at the box plots, it seemed to suggest the potential promise or at least the robustness
of deep learning models in accurately capturing physiologically variable situations such as
during physical activities.

However, during the analysis of the trajectory plot for the LSTM model on Participant 2 data,
abnormal behaviorwas detected, indicating a consistent pattern of predicting the same blood
glucose level value for all predictions. This discovery from the trajectory plots provided a
crucial insight that while RMSE is often used to assess machine learning model performance,
it may not fully disclose the predictive behavior of the model. This exemplified how solely
relying on RMSE for evaluating the model’s performance could be misguiding, especially in
scenarios involving potential hypoglycemia. Additionally, trajectory plots have unveiled a
shortfall of the experimented models some model struggles to grasp the underlying pattern
of blood glucose regulations.

Plus, trajectory plots demonstrated the usefulness of visualizing a model’s prediction be-
havior in detail. They can be used to check whether a model has been properly trained, as
they reveal anomalies such as always predicting the median value. It is an intuitive tool
that allows one to assess a model’s performance by examining how closely the predicted
trajectory aligns with the actual BG levels. Furthermore, trajectory plots illustrate that most
models tend to revert to a safe range. Ideally, a well-trained model should accurately predict
even near hyperglycemic and hypoglycemic events.

According to No Free Lunch Theorem [95], there is no such a learning algorithm that
outperforms any other learning algorithms in every problem set. Despite this, it was both
disappointing and intriguing to find that deep learning models, such as LSTM and TCN, did
not significantly outperform classic regression models in predicting blood glucose levels for
people with T1DM. However, it should be noted that only three months of real data were
used to train each model for the comparison. This limited data may not have been sufficient
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to account for the complexity of the model.

Nonetheless, a benchmarking study conducted by Xie et al. comparedmachine learning algo-
rithms for blood glucose prediction with classical time-series models. The study concluded
that no model consistently outperformed the classical ARX model. However, TCN exhibited
robustness in tracking blood glucose trajectories with sporadic oscillations, whereas the ARX
model tended to over-predict peak blood glucose levels and under-predict valley levels [51].
This study aligns with my findings, which indicate the absence of a clear winner among the
models. This consistency resonates with the broader understanding that no single model
emerges as the single best performer in predicting blood glucose levels. Nonetheless, the
study still highlights that TCN demonstrated robustness in tracking BG levels with sporadic
oscillations. This suggests that deep learning models remain relevant and hold the potential
for addressing the complexities of blood glucose prediction in individuals with T1DM.

In addition to highlighting the potential of deep learning models in addressing the com-
plexities of blood glucose prediction for individuals with T1DM, it’s crucial to acknowledge
the challenges associated with these models. For instance, A. Casolaro et al [72] point out
limitations associated with deep learning architectures for time series forecasting. Besides
the confidence interval estimation issue, it points out that when the deep learning archi-
tectures become increasingly complex, they become more susceptible to overfitting which
undermines the robustness of the models and compromises their ability to generalize well
to new data. Plus it points out that some deep learning architectures, such as Transformers,
require a large number of parameters to be estimated, necessitating adequate long time se-
ries data for training. While data augmentation techniques partially mitigate this challenge,
current solutions are not fully satisfactory. These challenges underscore the importance
of further research and development efforts to enhance the performance and applicability
of deep learning models in the context of blood glucose prediction for individuals with
T1DM.

5.2.3 After Physical Activity Outcome Analysis

No clear patterns emerged from the bar chart and trajectory plots. This could be because
the body’s physiological processes are very complex, and there are many variables besides
physical activity that affect blood glucose levels.

While it’s undeniable that physical activity affects blood glucose levels, factors like the
intensity and duration of the activity may contribute to the lack of consistent patterns. This
reinforces the idea that predicting blood glucose levels solely based on physical activity is
difficult due to the complexity of these processes.

In summary, the interaction of various physiological processes and other factors complicates
the identification of meaningful patterns in blood glucose levels immediately after physical
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activity. However, it may be necessary to adopt a more comprehensive or creative approach
to uncover patterns within the data regarding how the models have predicted after physical
activities.

5.3 Discussion on Result from Approaches Taken to
Improve Predictions during Physical Activities

This section discusses the result from the application of two approaches to improve blood
glucose (BG) level predictions during physical activity: the Physiological Hybrid Model and
various ensemble models.

5.3.1 Application of Physiological Hybrid Model

The application of the Physiological Hybrid model resulted in poorer performance compared
to the benchmark models. Particularly disappointing was the outcome of the TCN-based
Physiological Hybrid Model on Participant 1 data, as the overall RMSE actually slightly
improved compared to that of the benchmark model. What was evident from the trajectory
plot of the TCN-based Physiological Hybrid model was a tendency for the model to predict
toward the median value most of the time, suggesting that the model may have failed to
accurately capture physiological patterns to predict blood glucose levels. This may indicate
a need for more data to effectively capture the complex physiological relationships between
the inputs, implying that the current dataset is insufficient to mitigate the problem of
overfitting. The LSTM-based Physiological Hybrid Model performed poorly on Participant
2 data, exhibiting shortcomings in both overall RMSE and RMSE during physical activity.
Further investigation is necessary to gain a better understanding of the physiological hybrid
approaches.

5.3.2 Application of Ensemble Model

The use of ensemble models was initially aimed at exploring whether they could enhance
BG level predictions during PA. At the outset, there was an expectation that combining
multiple models would lead to improved performance, leveraging the strengths of each
individual model. They did improve performance. However, the findings revealed that
no single ensemble model consistently outperformed the others, and the optimal model
varied depending on the dataset. Stacked Model 1 achieved the best results for data from
Participant 2, while Stacked Model 3 was most effective for data from Participant 1.

It’s intriguing that Stacked Model 1 achieved the best results for data from Participant 2,
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even though this participant’s data had relatively high oscillation in BG. This outcome
was unexpected, especially considering that Stacked Model 1 did not include any deep
learning components, which are typically assumed to excel in identifying complex patterns.
By contrast, the other two ensemble models did have deep learning components as a
base model, with Stacked Model 2 incorporating an MLP and Stacked Model 3 utilizing a
TCN. This observation led to speculation that deep learning models might struggle with
generalization, particularly in the presence of noisy data. It raises the intriguing possibility
that simplermodels,with their reduced complexity,may offer advantages in certain scenarios
by avoiding overfitting issues.

Reflecting on these findings, it becomes apparent that the performance of ensemble models
is not solely determined by the individual components but also by their interactions and
adaptability to the specific characteristics of the data. While uncertainties remain regarding
the optimal combination of base models, the overall improvement observed in BG predictions
during PA reaffirms the relevance and potential of ensemble modeling in addressing the
complexities of BG prediction in individuals with T1DM.

5.4 Other Methodologies for Evaluating Performance BG
during PA

In this section, I have explored various metrics and methodologies for evaluating the per-
formance of BG predictions during PA. While RMSE is commonly used, its limitations
necessitate alternative approaches that could provide a more comprehensive understanding
of model behavior and prediction accuracy. To offset, I did use trajectory plots in the project
but there are diverse approaches that can lead to a more comprehensive assessment of
prediction performance. For instance, the J index can indicate the consistency and clinical
usefulness of a prediction. The J index is calculated using the Error Sum of the Squared
Differences (ESOD) and the Time Gain (TG). The Mean Amplitude of Glycemic Excur-
sions (MAGE) evaluates glycemic variability. The simulation capabilities of the ReplayBG
methodology allow for exploring various therapy scenarios, adding a dynamic aspect to the
evaluation process.

5.4.1 The Limitations of Root Mean Squared Error in Capturing
Model Prediction Behavior

The dynamics of blood glucose levels during physical activities are notably intricate, influ-
enced by factors such as insulin sensitivity, carbohydrate intake, stress levels, and individual
metabolic variations. These multifaceted dynamics often elude traditional machine learning
models resulting in disparities between predicted and actual glucose trajectories, even with
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the models that have resulted with lower RMSE values.

5.4.2 Other Evaluation Approaches

In the realm of continuous glucose monitoring (CGM) glucose prediction algorithms, the
quest for an optimal parameter set and effective comparison of different prediction strategies
poses significant challenges. Facchinetti et al [90] argue that a new index is required to
compare continuous glucose monitoring (CGM) glucose prediction algorithms because
existing criteria and methodologies are not sufficient for solving the problems of finding
the optimal parameter set and comparing different predictions strategies effectively.

Recognizing these limitations, the need for a comprehensive evaluation index becomes
apparent. Such an index should simultaneously consider the regularity of predicted profiles
and the time gained due to prediction. Addressing this need, the development of a new index,
denoted as J, is proposed. This index combines the Error Sum of the Squared Differences
(ESOD) to measure regularity and Time Gain (TG) to quantify the time gained through
prediction. The paper [90] has claimed that by normalizing ESOD and TG within the J
index, a balanced evaluation of prediction performance is achieved, facilitating the optimal
design and comparison of glucose prediction algorithms and there are papers [91] [92]
which have used these evaluation metrics to measure the performance.

I think using ESOD and TG can provide insights on how reliable the predictions are as they
measure regularity and time gain which makes it more intuitive how useful the predictions
for patients with diabetes are.

ESOD (Error Sum of the Squared Differences) ESOD serves as a measure of the
regularity of predicted glucose profiles. High ESOD values indicate irregularities and spu-
rious oscillations in the predicted profile, potentially leading to false alerts and reduced
clinical utility. Monitoring ESOD aids in assessing the reliability and stability of predicted
glucose profiles, ensuring smooth predictions free from unnecessary fluctuations. The ESOD
formula from [90] is:

𝐸𝑆𝑂𝐷 (𝑥) = 1
𝑁

𝑁∑︁
𝑖=1

(Δ2(𝑥 (𝑖)))2

The normalized ESOD formula used in [92] is as follow:

𝐸𝑆𝑂𝐷𝑛 =

∑
𝑘=3(𝑦 (𝑘) − 2𝑦 (𝑘 − 1) + 𝑦 (𝑘 − 2))2∑
𝑘=3(𝑦 (𝑘) − 2𝑦 (𝑘 − 1) + 𝑦 (𝑘 − 2))2

[92] states that the best ESODn value is one. The closer it gets to one, the better the predicted
time series are considered. I think the value of using ESODn is that the value of ESODn
shows how the predictions fluctuate unnecessarily compared to the actual blood glucose
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levels. This metric identifies models that might trigger false alarms or miss significant
changes in blood sugar levels. By assessing these unnecessary fluctuations, ESODn helps
ensure that the prediction model is more stable and less likely to generate false alerts for
low or high blood sugar events. This is especially useful because hypoglycemia is more
likely to occur during PA.

TG (TimeGain) TG evaluates the time gained through prediction by comparing predicted
glucose profiles with actual data. It is a valuable metric for evaluating a blood glucose level
prediction model’s performance, especially during physical activity, because it measures how
much lead time the prediction provides before hypo- or hyperglycemic events occur. High
TG values suggest that the algorithm can give early warnings, enabling timely interventions
to prevent extreme fluctuations in blood glucose levels. In contrast, low TG values indicate
that the predictions are too close to the actual event, limiting the opportunity for proactive
measures. Monitoring TG, therefore, offers a more practical insight into the prediction
model’s effectiveness in providing actionable alerts, which is crucial for managing blood
glucose during physical activity, where fluctuations can occur rapidly. This approach offers a
more clinical perspective than RMSE,which onlymeasures average errorwithout considering
the timing of predictions.

Corresponding to a sampling time Δ𝑡 (minute), a total of 𝑁 samples, and an 𝐿-step ahead
prediction horizon, TG (minute) is defined as follows:

delay = arg min𝑘∈[0,PH]

{
1

𝑁 − PH

𝑁−PH∑︁
𝑘=1

(𝑦 (𝑘 + 𝑖) − 𝑦 (𝑘))2
}

𝑇𝐺 = (𝐿 − delay) · Δ𝑡

Where 𝑦 (𝑘 + 𝑖) denotes the 𝐿-step ahead prediction based on 𝑦 (𝑘 + 𝑖 − 𝐿), and the "delay"
measures the temporal shift that minimizes the distance between the prediction and the
actual value of the blood glucose level. A larger TG implies an earlier detection of a potential
hypo/hyperglycemia event, while zero-order-hold prediction will render 𝑇𝐺 = 0 and thus
is not useful from a clinical perspective [92].

J Index The J index combines ESOD and TG to offer a comprehensive evaluation of
predicted profiles. By normalizing ESOD to the irregularity of the original data and TG to
the prediction horizon, the J index provides a balanced assessment of regularity and time
gain achieved through prediction. A lower J value indicates a more consistent and clinically
useful prediction, making it a valuable tool for optimizing parameter sets and comparing
different prediction methods. It aligns with the interpretation that a good prediction should
have a low ESOD (to be reliable) and a high TG (to be clinically useful) [90]. The J index can
serve as a reliable criterion for selecting the optimal parameter set and designing effective
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glucose prediction algorithms.

𝐽 =

𝐸𝑆𝑂𝐷 (𝑥 )
𝐸𝑆𝑂𝐷 (𝑥 )
𝑇𝐺 (𝑥,𝑥 )

𝑃𝐻

Use of Mean Amplitude of Glycemic Excursions (MAGE) The Mean Amplitude of
Glycemic Excursions (MAGE) is a crucial index utilized to evaluate glycemic variability,
particularly in individuals with diabetes. It is derived as the arithmetic average of upward
or downward excursions in blood glucose levels that surpass a predefined threshold, usually
determined by the standard deviation of blood glucose concentrations over a 24-hour
period.

It is computed based on the optimal sequence of extreme points. Two cases are considered,
the case when the first extreme point is a local minimum and the case when it is a local
maximum. Then MAGE is calculated as the sum of positive and negative excursions around
the extreme points, and an average is taken.

MAGE could be also used to train a model on the variabilities of blood glucose levels.
Syafaah et al. [93] utilized MAGE as a metric to assess glycemic variability in individuals.
These MAGE values were then used as features in a machine-learning model to predict the
diabetes status of the patients.

While RMSE measures the average error between predicted and actual blood glucose levels,
it doesn’t differentiate between consistent errors and wide-ranging fluctuations. In contrast,
MAGE focuses on the amplitude of these excursions, offering a better understanding of how
much and how frequently blood glucose levels deviate from the norm. MAGE is a more
clinically relevant metric, especially during physical activity when blood glucose levels can
fluctuate rapidly. Thus, I think using MAGE as an evaluation metric can offer a more precise
understanding of the risks linked to glycemic variability.

A Digital Twin-Based Methodology ReplayBG [94] introduced a digital twin-based
methodology to identify a personalized model from type 1 diabetes data and simulate
glucose concentrations to assess alternative therapies. The ReplayBG methodology is used
to evaluate the effectiveness of different insulin and carbohydrate therapies for simulating
glucose concentrations in individuals with type 1 diabetes (T1D).

The methodology involves two main steps: first, a personalized model of glucose-insulin
dynamics is identified using data on insulin, carbohydrate intake, and continuous glucose
monitoring. Second, this model is used to simulate glucose concentrations under different
therapy scenarios. The study evaluated ReplayBG on virtual subjects and compared its
performance with existing methods, showing high accuracy in simulating the effects of
treatment alterations.

I think this could be further developed to include factors such as PA to enhance the person-
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alized modeling of glucose-insulin dynamics in individuals with T1DM. By incorporating
a subsystem that describes physical exercise, the model could better capture the impact
of varying activity levels on glucose dynamics. This expansion would allow for a more
comprehensive assessment of how different lifestyle factors, including PA.

5.5 Limitations

The following are the limitations of my work. The major constraints include a small number
of participants and the inherent challenges of collecting accurate data with smartwatches.
Additional limitations relate to the nature of the machine learning modeling approaches
used.

5.5.1 Use of Smartwatches to Collect Data

I acknowledge that there are inherent limitations of smartwatches, including potential
inaccuracies in data measurements and individual variations in user responses.

Smartwatches, while providing a convenient means of monitoring physical activity and
health parameters, may exhibit discrepancies in accuracy, particularly concerning metrics
such as heart rate monitoring and step counting. Variability in sensor performance, place-
ment on the wrist, and user activity levels can contribute to inconsistent data readings,
leading to potential inaccuracies in the collected data. This study found that smartwatch-
based heart rate variability (HRV) measurements are less accurate than traditional HRV
methods, such as electrocardiogram (ECG). The Błaszczykowski et al. [65] attribute this
inaccuracy to factors such as sensor placement and movement artifact. O’Connor et al. [66]
suggest that smartwatches may be less accurate for measuring steps in certain populations,
such as older adults or individuals with obesity. Nonetheless, Chen et al. [67] found that
smartwatch-based heart rate monitoring accuracy is generally good during exercise while
acknowledging that it can be still affected by factors such as sensor placement, device type,
and activity intensity.

These limitations have implications for the interpretation of results obtained from smartwatch-
derived data. Inaccurate or unreliable measurements may introduce bias and affect the
validity of conclusions drawn from the dataset. Moreover, individual variations in user
responses, such as differences in physiological characteristics, fitness levels, and adherence
to wearing the device, further compound the challenge of data interpretation [68].

Although resolving the limitations of the measurement tools is beyond the scope of this
thesis, imputation was used during data preprocessing to address quality issues resulting
from smartwatch usage, such as missing data due to low battery or device removal. It’s
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important to note that data from both participants were collected using smartwatches:
one used a Fitbit for step counts, while the other used an Apple Watch for various metrics
including heart rate, step counts, and calories burned.

5.5.2 Limited Amount of Participants

For this work, data from only two participants were used for reasons of convenience and
availability. Recruiting participants to collect health data involves considerable time and
effort. Including the supervisor’s data helped save a significant amount of both. It’s also
worth noting that the data collection process differed for each of the two participants, which
was intended to ensure the authenticity of data acquisition. However, due to the limited
amount of participants which still then used different datasets, generalizing the results
remains challenging.

5.5.3 Ensemble Model Approach

Although a slight improvement in prediction performance was observed by applying en-
semble models, there are many possible combinations of base models, making it uncertain
which approach is the best. This continues to be a challenge for researchers seeking to find
the optimal combinations of techniques [82].

5.5.4 Deep Learning Models

Deep learning architectures can be prone to overfitting and require substantial data for
training due to their complexity. The underperformance of deep learning-based physiological
hybridmodels in this studymight be attributed to their vulnerability to generalization issues,
especially when working with noisy data. Simpler models might be more robust under such
conditions. Additionally, identifying the optimal hyperparameters for deep learning models
proved to be challenging.



6
Conclusion
Based on the literature review conducted during the early stage of my thesis, I have aimed
to identify methods that enhance model performance and accuracy during physical activity.
To enhance the BG level prediction during the PA for people with T1DM, data collected
from two participants with T1DM was used to train diverse models. These are evaluated in
various ways. Below is a summary of the key findings from the process, and suggestions for
future research to achieve better outcomes.

6.1 Summary of Key Findings

The GluPredKit platform proved valuable in implementing models and scaling across
various datasets. The platform offered a more standardized approach to data preprocessing,
model implementation, and evaluation process which contributed to the consistency of
results.

Also, one of the main discoveries of this study is that using only RMSE to assess a model’s
prediction performance might not give a full understanding, or even misguiding in some
cases. Trajectory plots were particularly effective in preventing such issues, showing predic-
tion patterns and illustrating how models perform over time. Additionally, other evaluation
metrics such as ESOD, TG, J index, Clarke Error Grid, and Parkes Error Grid could be utilized.
However, employing a comprehensive approach is crucial for better assessing the quality of
the model’s predictions.

105
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Another finding is that no clear pattern emerged regarding how prediction performance
changed during the shifted period (the interval from a certain number of minutes after
the physical activity to the end of the activity plus additional skewed minutes) or after a
certain interval of the physical activity. The underlying physiological processes might be
too complex to exhibit any consistent trends.

Although deep learning models such as LSTM and TCN are extensively utilized, they did
not demonstrate a significant advantage over traditional regression models in forecasting
blood glucose levels for individuals with T1DM. This could be attributed to either insufficient
data input or inadequate hyperparameter tuning that could potentially enhance the models.
Nevertheless, it is noteworthy that these complex models do not surpass conventional ML
regression models which then proves that they continue to hold relevance.

Lastly, to summarise the findings from implementing approaches to improve predictions
during PA, the Physiological Hybrid model performed worse than the benchmark models
during physical activity, indicating the need for additional data or architectural changes to
address the complex physiological relationships affecting predictions. On the other hand,
ensemble models showed improved performance during PA but with varying results, with
no single model consistently outperforming the others. Stacked Model 1 yielded the best
results for data from Participant 2, while Stacked Model 3 proved the most effective for
Participant 1, indicating that model performance can depend heavily on the dataset and
context.

6.2 Research Contribution

Throughout the research, it was demonstrated that the development and implementation
of the GluPredKit platform provided scalable solutions across various models and datasets.
This capability allows for easier comparisons between multiple models and across different
datasets, potentially improving consistency and reproducibility in future studies on blood
glucose machine-learning predictions.

The key findings from this work revealed that evaluating a model solely based on RMSE
has limitations. They highlighted the need for a more comprehensive evaluation approach
to guide further research in improving blood glucose predictions during and after physical
activity.

Despite their popularity, deep learning models like LSTM and TCN did not significantly
outperform traditional regression models in predicting blood glucose levels for people
with T1DM. This finding emphasizes the importance of not over-relying on complex models
when simpler ones might achieve similar results, suggesting that researchers should critically
assess the need for deep learning in specific scenarios.
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Although ensemble models showed modest performance improvements during physical
activity, their results varied, suggesting that no single ensemble model consistently outper-
forms the others. This finding highlights the importance of carefully choosing base models
and the impact that input data can have on the final outcomes.

6.3 Future Work

The future direction of this study could focus on expanding the participant pool and
exploring advanced evaluation metrics to improve the generalizability and reliability of the
blood glucose prediction models during physical activity (PA). Ultimately, the goal is to
create a model that more accurately captures the physiological dynamics during PA.

6.3.1 Recruiting More Participants and Expanding the Scope

When the scope of participants is expanded, the results of this study could become more
generalizable, allowing for broader applications of the findings. A larger and more diverse
participant pool can help reveal more meaningful patterns, offering insights into various
factors that may influence the results. This expansion can lead to increased reliability by
reducing biases that may be in the current work, and the increased reliability will then
draw stronger conclusions.

6.3.2 Finding an optimal measurement to assess the performance of
a model during PA

Although it was theoretically discussed about other useful measurement methods in the
Discussion chapter, identifying meaningful metrics to evaluate the machine learning models,
particularly during PA, still remains an area for future work. In this study, the RMSE during
PA was calculated, along with analyses of trajectory plots. However, metrics such as the J
index and MAGE could further enhance the evaluation, as they account for the variability
in blood glucose levels, which are often subject to significant fluctuations during physical
activity.

6.3.3 Achieving a model that understands physiological dynamics
during PA

Using an ensemble model improved overall prediction performance, including predictions
during PA. However, to truly better capture the underlying physiological dynamics during
PA, I think it is worth exploring physiological hybrid approaches. The premise is that a more
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profound understanding of physiological processes should lead to more accurate predictions
of blood glucose levels during physical activity.

6.4 Closing

Despite the challenges and variability in model performance, I believe that I have achieved a
broader understanding of blood glucose prediction during physical activity and highlighted
the ongoing need for rigorous validation and exploration of innovative approaches to
improve blood glucose prediction during physical activities for people with T1DM.
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