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To ChatGPT (by ChatGPT).

“I nod with begrudging appreciation for your
unwavering assistance and seemingly infinite wisdom.
Because who needs human intellect when you
have a language model that knows everything?
Right? ”



“ All models are wrong,
some are useful. ”
—George Box

“ Di satans rustmeerr!

Gjorde 2 mi reett sa rgska & dee uinna akslingen

og ranga de med raeva fgrre over raekka

sa du sgkk sa langt ned i det djupaste halvete
at han Gammel Erik kunne brukt de til separator! ”

— An extract from a North-Norwegian boat-mechanic’s
angry rant directed at a malfunctioning engine.

Also, an appropriate analogy for working with machine learning models.



Abstract

Artificial Intelligence (A1) and the underlying Machine Learning (ML) tech-
nology is experiencing increased applications in various areas. The training
of ML models requires significant amounts of data, and data might contain
restrictions regarding their permitted usage. High-performant models are often
called black-boxes because of their complex decision-making process. Thus,
ML applications threaten compliance with data restrictions by the lack of
explainability with this technology.

Data labels can enforce data restrictions in a system’s computational pipeline
by being propagated from input to procedure output. A Label Propagation
Mechanism (LPM) can employ an influence-based policy to propagate labels
of input data that contribute towards the computation of the output. However,
the application of influence-based label propagation in ML faces challenges
due to the complete cross-taint of information inside these models.

This thesis proposes an influence-based LPM that employs explanations from
Explainable Artificial Intelligence (XAI) to propagate input labels to ML outputs.
This thesis concerns the proof of concept regarding the application of XAI to
propagate to the output of a black-box ML model only the labels of inputs
that have a high influence to that output. We first bridge the gap between
conventional label propagation and the problematic application in ML. We then
detail how LPMs can use XAI explanations to inform their label propagation.
Next, we design and execute experiments with different XAI methods, models,
and data. We evaluate the results based on the propagated labels and the
faithfulness of the explanations for the model output.
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Introduction

Artificial Intelligence (AI) is witnessing unprecedented adoption across various
domains with the proliferation of increasingly sophisticated models. This so-
phistication goes hand-in-hand with creating more complex Machine Learning
(ML) architectures, which often require vast and varied datasets. Consequently,
this data is the source of compliance and explainability issues for AT systems
because of the information’s potential sensitivity. Privacy preservation and
confidential leakage prevention for data are examples of sensitive data. This
chapter’s outline is as follows:

Section 1.1 identifies the high-level problems and challenges, and boot-
straps them to real world applications.

Section 1.2 highlights the adjacent goals external to this thesis and
clarifies our scientific perspective on the problem statement.

Section 1.3 states the questions regarding the problem statement that
this thesis aims to answer.

Section 1.4 describes the high-level means applied to answer the re-
search questions and the scientific value of this thesis.

Section 1.5 frames the thesis methodology in terms of computer science
as a scientific discipline.



2 CHAPTER 1 / INTRODUCTION

Section 1.6 provides a brief description and overview of the thesis’
contents.

1.1 Problem Statement

Systems striving for compliance often impose restrictions regarding the use of
data, and ML algorithms exacerbate the risk of violating these restrictions since
the violations are not necessarily apparent. Two examples of such restrictions
are the Right to Erasure from General Data Protection Regulation (GDPR) and
copyright infringement, where breaches to these restrictions can have severe
consequences. Systems compliant with the right to erasure should delete user
identifying data and consequential by-products in ML models, and violations
of GDPR can result in substantial fines [76, EU, 2016]. Generative models
might violate legal regulations on intellectual property by recreating patented
content, and such violations can lead to legal disputes [83, Zirpoli (US CRS),
2023].

Data labels can embody policy restrictions. Labels should propagate to outputs
computed with labeled data to enforce the imposed restrictions. Labels are
metadata containing information about the associated data and are agnostic
to the propagation policy. This way, the system can enforce any restrictions
on data derivatives via their propagated labels. Label propagation policies
confront the impediment given labeled data as input to a procedure, what should
be the output’s labels? Propagating any label of influential data for the output
of the computation is an intuitive approach, alternatively referred to as an
influence-based propagation policy.

Label propagation faces challenges with state-of-the-art ML because the inner
workings of advanced models become black-boxes due to their intricate archi-
tectures. Black-box models are considered black-boxes because constructing
understandable explanations of the model’s decision is a complicated matter.
The black-box problem relates to a lack of explainability. This complication
arises due to every input affecting everything inside the model and there being
a complete cross-taint between inputs in the computation of the model outputs.
Thus, models are black-boxes in the sense that investigating their creational or
computational procedures yields no intuitive explanation for either how the
model works or why the model makes one specific decision [46, Molnar, 2022,
chapter 2.3]. The cross-tainting property is an obstacle to label propagation
strategies based on discerning which input factors contribute to the output
and which do not. Therefore, applying conventional influence-based label prop-
agation policies on black-box models would mean every input label should
propagate to every output. The consequence of such policies in ML models is
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poor scalability and unnecessary label propagation.

An influence-based policy propagates every contributing data’s label to the
model’s output. However, this approach does not scale and is a conservative as-
sumption that might not always be true. Consider the model f(x) := x;+x,, that
is treated as a black-box where the input is a sequence x = {x1, X2, ..., Xm) | m €
Z*. Propagating every label to the output f(x) scales poorly because the num-
ber of output labels grows linearly with m and should include the model’s
training set labels as well. Training sets contain a significant number of data
samples n such that n > m, i.e., there are far more data points than model
inputs [73, Theodoridis et al., chapter 2.5, page 55]. Similarly, propagating
every label is conservative because the data points x; V i € [2, m — 1] do not
contribute and, therefore, does not influence the output f(x).

End-to-end traceability is the consecutive label propagation from input to
output in a system and should enable tracing of the output provenance back
to the input. Any system with consecutive label propagation cannot provide
traceability if there is a ML component where the labeling policy propagates
everything. The number of labels would not be helpful in reasoning over the
output’s provenance. To our knowledge, previous work has yet to address this
problem.

1.1.1 Problem Significance

Al is looking to become as central and widespread in our everyday lives as
having smartphones or access to electricity. The areas of applicability seem
limitless, and there is rapid adoption and development in business, research,
and open-source communities. Many new AI companies are founded purely on
the newest developments in Large Language Models (LLM) (otherwise known
as AI chat-bots), such as Mistral, OpenAl, and Anthropic. On the other hand,
established companies, such as Amazon, Google, and Microsoft, are already
utilizing and investing in AI technology. Al companies are gaining much pop-
ularity from a broad user base, and they usually offer integration of external
actors with the AT company’s models as one of the company’s services. Ascer-
taining information flow becomes increasingly difficult within a system highly
integrated with such services because the data flows outside the system’s scope.
End-users and companies might harbor reservations due to potential legislature
if compliance is not pervasive across every integrated system. End-users might
opt not to use the service due to trust issues, or companies might not use the
service due to discrepancies between the companies’ compliance requirements.
Hence, such restraint hinders technology integration for many facets of society
due to lack of information afforded through explainability.
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State-of-the-art models train on data with various provenance, e.g., open web,
blog posts, news articles, user chat histories, and various documentations [74,
34, Llama and Mistral]. Consequently, the access to significant amounts of
data is becoming a contested resource in today’s internet environment. The
competition for this access has resulted in the commercialization of previously
open sources for training data. This commercialization has caused technology
disruption for end-users, e.g., via placing pay-walls in front of APIs crucial to the
operation of community driven platforms [80, 31, X and Reddit API restriction].
Litigation against AI companies for misuse of training data further underscore
the plausible conflict of interests that may arise from a lack of compliance
and explainability [25, 12, Lawsuit against OpenAl and Microsoft]. Thus, AI’s
fingerprint on the world’s digital arena continues to grow despite the notable
effects from the already extensive presence of AI, and newer developments
will require an improvement to explainability if the future brings even more
complex black-box models.

1.2 Research Context

The writing of this thesis is in association with the Department of Computer
Science’s Cyber Security Group (CSG) at the University of Tromsg (UiT)!.
The group’s research pertains to fundamental systems design, focusing on
proof of concept and applicability. CSG’s previous work incorporates a princi-
pled approach considering the entire stack of system development. The group
collaborates with cross-disciplinary experts from academia and industry in
computer science, statistics, psychology, sports, medicine, legal science, and
fishery. The research strategy addresses real-world applications with high im-
pact through focusing on non-functional system requirements such as scalability,
fault-tolerance, and the Confidentiality, Integrity, and Availability (CIA) security
properties. Within computer science, the group works with technologies and
areas such as multimedia, Internet of Things (10T), cloud computing, Trusted
Execution Environment (TEE), AL, blockchain, distributed systems, security,
compliance, and privacy. Following are some brief descriptions of publications
related to the group’s interests.

Bagadus [65, Stensland et al., 2014] is a sensor integration system for real-time
sports analysis. The system aspires to even out the financial advantages that
larger soccer clubs exhibit over smaller ones. The system achieves this goal
by stitching the video feed of four low-cost cameras running on commercial
hardware instead of high-end panorama cameras with commercially licensed
software.

1. CSG homepage: https://uit.no/research/csg
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Diggi [21, Gjerdrum et al., 2019] is a scalable and performant framework for
native Function as a Service (Faas) cloud execution. The system maintains
security and requires minimal trust in the cloud’s underlying infrastructure
using a TEE with an acceptable performance trade-off.

Tedeschi et al. analyze market fees for transaction inclusion in proof-of-work
cryptocurrencies. Their contributions enable users of the blockchain to optimize
transaction time and inclusion fees through the use of ML trained on data
extracted from Bitcoin [72, 71, 2019, 2022].

Dutkat [47, Nordmo et al., 2021] is a monitoring system combatting fishery
crime. The system design is for a deployment scenario onboard fishing trawlers,
which maintains the fault-tolerance of system in an untrusted environment.
The system utilizes Al technology on the edge to provide surveillance evidence
for legal requirements while preserving personal privacy.

Juliussen et al. explain the legal aspects related to transferring personal data
outside countries that are compliant with GDPR [35, 2023]. They describe the
requirements for such transfers and which privacy-enhancing technologies are
available to remain compliant if such practices occur.

Kozyri et al. explore Information Flow Control (IFC) primitives to address
security, compliance, and privacy issues in various areas, such as run-time
environments, programming languages, or system inter-components [40, 41,
2019, 2022]. A previous thesis topic derived from this research is the enforcement
of data restrictions in the programming language Rust by use of reclassification
in IFC mechanisms [27, Hansen, 2022]. On-going projects under this scope
envision to:

* Ensure integrity in end-to-end traceability at the sensor level for 10T
devices deployed at the edge.

* Explore privacy violations occuring in federated ML by reconstruction of
the sensitive data.

* Provide users with an informative summary of their public data found
by crawling the web.

* Summarize variable flow in programming languages using IFC primi-
tives.

This thesis falls under the group’s category of IFC. Our greater goal is to support
end-to-end data traceability in systems to empower end-users with control over
their data. In this traceability context, the thesis address the problems with
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labeling in applications using ML, as described in chapter 1.1.

1.3 Research Questions

This thesis addresses the problem statement with an influence-based propaga-
tion policy where the label of contributing inputs with propagate to the output.
Our approach addresses the label scalability issue by employing Explainable
Artificial Intelligence (XAI) to answer questions regarding an input’s influence
towards the output. In the overlapping context of label propagation and XAI,
we pose the following research questions:

I How can we apply XAI toward the purpose of labeling model outputs
based on labeled input data?

II How do the output labels change for image- and text datasets with
different models and XAI methods?

1.4 Thesis Contribution

This thesis proposes a Label Propagation Mechanism (LPM) for assigning labels
of input data to outputs of ML models by leveraging explanations from XAI.
The LPM uses an influence-based propagation policy where data must exhibit
sufficient influence for its labels to propagate to the model’s output. The XAI
technique substantiates this propagation policy by creating explanations for
the model output given one data point. The LPM utilizes this explanation for
selecting which of the data point’s labels to propagate.

This approach aims to support faithful labeling propagation for ML systems
aspiring for compliance. That is, faithful in the sense of explanations from XAI
are precise for the model’s actual inner mechanisms given that specific data
point and model. We test the faithfulness of the explanations by altering the
important parts of the data point and observing the changes in the predictions.
We discuss the label restrictiveness of various experiment configurations for
different XAI. The thesis explores the proof of concept regarding traceability
in the context of data as input to black-box models. The intention is to provide
traceability despite the black-box problem rather than solving the black-box
problem through conventional labeling schemes.
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1.5 Thesis Methodology

The Association for Computing Machinery (ACM) defined computer science
through creating a task force with this objective. The task force details the
core findings in a summary of the full report: Computing as a Discipline [18,
Denning et al., 1989]. This section defines this thesis in terms of the core points
from the task force’s definition of computer science. As such, we identify the
thesis methodology in terms of the paradigms proposed in the definition. The
definition covers computer engineering in addition to computer science because
the core concerns of these domains relate to the same concepts. The term
Discipline of Computing covers both of these domains where computer science
and -engineering differ in terms of which concepts they emphasize. The task
force provides three paradigms from various scientific fields as a context for the
definition of discipline of computing. The following restates these paradigms
and their characteristics:

Theory. From the field of mathematics, this paradigm concerns developing
valid and coherent theories. The steps involve defining the research subject,
propose a theory based on an hypothesis, prove or disprove the hypothesis,
and evaluate possible conclusions based on the process. Scientists following
the theory paradigm should employ iteration on these steps in the case of
inconsistencies regarding the hypothesis and the proof.

Abstraction. From experimental scientific methods, this paradigm explores
phenomena through experimentation. The steps involve proposing an hypoth-
esis, modeling the phenomenon, designing and executing experiments, and
analyzing the results from data collected from the experiments. This paradigm
concerns modeling and experimentation more than creating abstractions that
simplify the application of complex techniques and methods. Although, this
paradigm’s name is conventionally referred to as abstraction by the discipline
of computing. The abstraction paradigm’s steps are iterated when the analyses
do not coincide with the experimentation of the model.

Engineering. From the field of engineering, this paradigm revolves around
the creation of a system to solve a problem. The steps involve stating the sys-
tem requirements and specifications, designing and implementing the system
based on the requirements and specifications, and testing the system. This
paradigm employs iteration of the steps when the testing demonstrates that
the system’s design or implementation does not satisfy the requirements or
specifications.

From these paradigms, the thesis methodology identifies with abstraction and
engineering. The only link to the theory paradigm is the application of valid and
coherent techniques for creating models and explaining their predictions. The
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thesis uses a scientific procedure consisting of creating an hypothesis about
label propagation from ML input to output. We then experiment with the ML
model, data, and XAI methods to gather data for analysis. The abstraction
hypothesis concept is comparable to the engineering paradigm’s concept of
system requirements and specifications. The methodology belongs to engineer-
ing through this comparable because labels enable the enforcement of data
restrictions. On a higher level of application, label propagation enables en-
forcement of compliance in an end-to-end setting for a system’s computational
pipeline. In terms of the engineering’s system-test step versus the abstraction’s
experiment-design-and-execution step, the methodology sides with abstraction
more than engineering. The thesis experiments require a qualitative analysis
of the results. System testing often use automatic evaluations based on the
requirements and specifications, which requires a formal method of evaluation.
Aside from analysis, there is no apparent formal method of evaluating the qual-
ity of labels propagated using XAI. Precisely defining the correctness criteria
for propagated output labels is out-of-scope regarding the research questions
of this thesis.

1.6 Thesis Outline

The contents of this thesis is summarized and structured as follows:

Chapter 2 details the related work and topics that the reader should
familiarize with to readily understand this thesis.

Chapter 3 elaborates how our approach builds on related work to answer
the research questions.

Chapter 4 describes the experiment methodology, presents results from
the LPM, and evaluates the case studies.

Chapter 5 discusses topics for future work regarding the approach and
results.

Chapter 6 provides the thesis summary and concluding remarks.



Background

The thesis problem statement from chapter 1.1 states that label propagation
cannot enforce data restrictions in systems with Machine Learning (ML) com-
ponents. ML is a sub-domain of Artificial Intelligence (A1) and recent advance-
ments in the scientifics field has caused an boom in applicable areas. We
address this problem with an influence-based Label Propagation Mechanism
(LpM) that propagate labeled input data to a model’s output depending on
the input’s influence for the model’s output. The LPM applies explainability
methods proposed in research publications to select which input labels to prop-
agate. To our knowledge, no related work addresses this problem by using
explanations for influence-based propagation of labels to model outputs. This
chapter elaborates on the related work relevant for the thesis, and is structured
as follows:

Section 2.1 describes programmatic label propagation and its applica-
tion to ensure end-to-end traceability.

Section 2.2 provides an overview of Artificial Intelligence (AI) and
Machine Learning (ML) and points out which subjects are problematic

for label propagation.

Section 2.3 discusses Explainable Artificial Intelligence (XAI); the gen-
eral objective and its common components.

Section 2.4 details specific XAI approaches and methods.
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Section 2.5 describes lattices of labels and the semantics related to
these labels.

Section 2.6 summarizes this chapter’s contents.

2.1 End-to-End Traceability

End-to-end traceability can provide compliance and explainability for systems
requiring these properties. Systems can enforce such property policies by trac-
ing the information flow through the system’s components, e.g., [50, Pasquier
et al., 2017, CamFlow]. Compliance policies directly relate to the system’s data
restrictions, which risk violation with the use of black-box models. Alongside
the development of faster and better AI, enforcing compliance in systems that
include this technology is paramount. The European Commission’s Assessment
List for Trustworthy Artificial Intelligence (ALTAI) highlight the importance
of data traceability for achieving transparent and trustworthy AT [77, ALTAIL
requirement 4, page 14].

Traceability is the ability to trace an output’s provenance to the original data
that computed the output. Figure 2.1 demonstrates an example provenance
trace of a system with an end-user’s data spread throughout multiple branches,
application procedures, and storage devices. Labels are used to implement end-
to-end traceability by following the data through the system’s computations.
Labels are metadata describing the associated data. The exact semantics of the
label is application specific, i.e., labels can mean anything and exist to fulfill
any purpose. Thus, any LPM should be agnostic to the label’s semantics. To
maintain traceability, procedures executing consecutive operations on inputs
should preserve the labels from the input to the output. Label propagation
policies dictate which input labels should propagate to the output such that an
output label comprises the original data labels. Inputs with equal outputs might
not exert the same influence towards the procedure’s computation. Hence, an
influence-based propagation policy should exclude the label of inputs that does
not sufficiently contribute to the output. Definition 1 formalizes influence-based
label propagation policies for this thesis.

Definition 1. An influence-based label propagation policy states which
labels should propagate to the output depending on the input data influ-
encing the procedure’s outcome.
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Service

Figure 2.1: Demonstrates a multi-component system. The user’s data is collected,
then spread throughout the system’s components, and finally returned to
the user as an output from some application procedure. The blue arrows
indicate the data flow direction, and the red dotted arrows indicate the
reverse trace back to whence it came.

2.1.1 Label Propagation in Programs

The following discusses techniques and considerations related to label propa-
gation in computer programs.

Explicit Propagation

Consider algorithm 1; a program where the input variables x and y directly
compute the output w. We use I, to denote the label of x and [, to denote the
label of y. In Information Flow Control (IFC), this direct assignment constitutes
what is referred to as an explicit information flow from x and y to w [10, Bacon
et al., 2014, section 4.a]. The program’s output w always depends on x and
y; therefore, the output label /,, amalgamates the two input labels I and I,,.
Equation 2.1 expresses the program’s label association rule where U is the
disjoint union between sets of labels.

Algorithm 1 A program computing

the addition of two inputs. Ly=1L Ul (2.1)
W x4y
return w
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Implicit Propagation

Conditional statements can generate complex patterns of information flow
throughout a program. Input variables in the conditional statement contribute
to the program’s output, and the variable’s labels should consequently propa-
gate to the output. Algorithm 2 is a conditional program where the output w
differs depending on the value of the input variable. The only explicit assign-
ments to the output w are static values and the labels of static values are named
the bottom label and denoted L. The bottom label’s has the property L UI" =[’,
i.e., they are always part of any other labels, and therefore, L € [, is always
true. However, the output w differs depending on the value of x, so propagating
l,, = L is not sufficient to express x’s contribution to w. The explicit static
value assignments occur within the context of the conditional statement x < 0O
such that there is an implicit contribution from x to w [10, Bacon et al., 2014,
section 4.a]. Therefore, the conditional statement variable’s label L, should
propagate to the output’s label [,,. Equation 2.2 expresses program 2’s label
propagation rule.

Algorithm 2 A program with the in-
put variable in a conditional state-
ment.

if x < 0 then
w1 Ly =1 (2.2)

else

w— 2
end if
return w

Output Label Variation

The previous examples have shown constant propagation rules, which is not
always the case. Algorithm 3 demonstrates a program where the output labels
varies depending on the input values. There are multiple explicit assignments
to the output w from either y or z, and that specific assignment depends on
the value of x. The program exhibits an implicit contribution across variables
and to the output by extension such that the output receives y when x < 0 is
true, and z otherwise. Thus, the output’s label [,, should always include I, and
Iy or I, depending on x < 0. Equation 2.3 expresses program 3’s propagation
rule for its output labels.
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Algorithm 3 A program with three
inputs x, y, and z where either y or
z contributes to the output depend-
ing on x.
if x < 0 then lwz{lxl—'ly’ x<0
Wy I, UL, otherwise
else
Wz
end if
return w

(2.3)

2.2 Artificial Intelligence and Machine Learning

The definition of Artificial Intelligence (AI) is difficult to bring under one
statement where the scientific community can agree. Al is a field of study that
has origins in Alan Turing’s formulations on the topic of Computing Machinery
and Intelligence [75, Turing, 1950]. One often cited AI definition is “the science
of making machines do things that would require intelligence if done by men”
[19, Minsky]. AI is an umbrella term extending to many sub-domains such
as problem-solving, knowledge representation, automated decision-making,
learning, natural language processing, and computer vision.

Machine Learning (ML) is an AI sub-domain concerned with the extraction of
knowledge by learning from the data, i.e., learning in the sense of universal
function approximation [29, Hornik et al., 1989]. ML algorithms can learn to
model complex relationships between data and target objectives, often in a high-
dimensional space. Deep Learning (DL) is a sub-domain of ML that employs the
same technologies but on a larger scale, which results in highly accurate models
that require large amounts of data to train. A Neural Network (NN) is a class of
ML technology frequently used in practical applications and the class includes
many variant networks such as the Feed-Forward Network (FFN), Recurrent
Neural Network (RNN), Auto-Encoder (AE), Convolutional Neural Network
(CNN), Generative Adversarial Network (GAN) and Deep Residual Network
(DNR), to mention a few [8, Al-Aradi et al., 2018, section 4.1, figure 4.2]. Many
NNs share the same core concepts, which are discussed in section 2.2.2 with
focus on the Multi-Layer Perceptron (MLP) network, alternatively referred to
as a Fully-Connected Network (FCN). In DL, a FFN is named Deep Neural
Network (DNN) due to the depth and size of the network. Not every aspect of
Al includes ML, but today’s use of the term AI often incorporates some form of
ML. This section defines only the concepts relevant for label propagation and is
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not a complete survey. Supervised, unsupervised, and reinforcement learning
are the three main branches of ML, and this thesis is predominantly concerned
with the class of supervised learning.

Supervised learning extracts the feature patterns with a priori knowledge
about the data. This knowledge is usually an associated ground truth (or
target) with each data point [23, Goodfellow et al., chapter 5.1.3]. Consider an
object recognition task; the ground truth for an image of an airplane would
be something the model can classify, such as a unique numeric identifier that
signifies the airplane’s class apart from the other object classes. In the context
of ML, the terminologies ground truth and label are synonymous. However, due
to the conflicting terminology between ML and traceability, this thesis will
always refer to ML labels as ground truth and never as labels.

Unsupervised learning has the same goal as its counterpart, except without
access to any ground truth. Instead, these learning techniques find an un-
derlying structure by exploring similarities in the data [73, Theodoridis et
al., chapter 1.3, page 7]. The challenge is often finding meaningful measures
of similarity and constructing algorithms that generalize well across various
data. The classic example of unsupervised learning is clustering algorithms,
which discover groups in the data through automation or guided methods [73,
Theodoridis et al., chapter 13]. Semi-supervised learning combines super-
vised and unsupervised learning that involves creating the ground truth from
the data. The classical case of semi-supervised learning is the extraction of
essential feature representations (used in denoising objectives) by learning to
reconstruct the data from an under-complete latent space [23, Goodfellow et
al., chapter 14.1-5, page 503].

Reinforcement learning defines an dynamic environment, an actor or agent, a
set of interactions, and a feedback loop. Like supervised learning, reinforcement
learning’s ground truth is the feedback loop, which generates rewards when the
actor interacts with the environment. An actor’s goal is to learn which actions to
perform given the situation considering the environment and previous actions
such that the reward is maximized. The actor needs to optimize this reward
without an instructor’s guidance on which actions to take and through trial-
and-error over multiple steps. The core difference with reinforcement learning
is the consideration of the reward as an optimization-task over time rather than
the immediate highest reward of the next step [67, Sutton et al., 2018, preview-
version, section 1.1]. Consider an automated radio-controlled car learning to
navigate a racing course without crashing into the course’s barrier fence taking
actions per-second. Here, the environment is the course, the actor is the car,
the set of interactions are the speed, brakes, and car-steering, and the feedback
is the collision detection between the car and fence. The feedback loop could
include an overall lap time for circumventing the course, which the actor should
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learn to minimize while avoiding crashing.

2.2.1 Data Features

Data points are composed of feature vectors and the data point’s features are
the inputs to a ML model. A feature’s value is a measurement of some object
or event and is either a continuous or discrete value, alternatively referred to
as numerical or categorical [23, Goodfellow et al., chapter 5.1.1]. The exact
features composing the data depends on the problem, which often guides the
feature generation process that works well with the target ML model. There
are various feature preprocessing procedures that are applied before input into
the model such as feature selection or -extraction methods such as sequential
forward- and backward-selection, and Kernel Principal Component Analysis
(pcA) [73, Theodoridis et al., chapter 5.7.2 and 6.7.1]. DL models have an
inherent objective to learn meaningful representations from complex features,
though occationally preprocess their input as well [23, Goodfellow et al., chapter
1, page 5]. The families of data generally divide into these types: image, textual,
tabular, and temporal data. Although, this section only details the data types
pertinent for the thesis.

Image features are the individual pixels or color channels, where each feature
is the numerical intensity of the pixel [23, Goodfellow et al., chapter 5.1.1]. The
number of features in an image is related to their resolution, e.g., the pixel
resolution 299 x 299 = 89401 features and 299 X 299 X 3 = 268203 features
with the RGB color channels. Image formats typically use (or support) pixel
encodings with one unsigned byte per color channel. Such encodings imply each
feature will have a value between [0, 255], and therefore, the format’s pixel
values are categorical. The mathematical definitions of ML require the values to
be continuous. Therefore, images are often preprocessed from their format into
normalized floating-point values between [0, 1] before ML training or inference.
Many algorithms require working with one specific image resolution, so they
perform a resizing method on the input as a preprocessing step. The input
preprocessing algorithms used to resize images often include nearest neighbor-,
bilinear-, or bicubic interpolation [22, Gonzalez et al., 2018, chapter 2.4, page
771.

Textual data points are variable-length sequences of symbols (or characters),
and preprocessing the text extracts the textual features. Text preprocessing
often involves tokenization and vector embedding in that order. Tokenization
creates tokens from the text by mapping subtexts to categorical integer iden-
tifiers. The tokenization process can be learned or based on rules, such as
identifying the subtexts as words, characters, or characters of fixed length
and mapping these to tokens. Vector embedding maps tokens into some high-
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dimensional vector space. This high-dimensional space exhibits the property
that vectors of text with similar conceptual meanings are closer to each other
where the similarity measure varies, e.g., Euclidean-, Manhattan-, cosine-, or
Chebyshev distance [44, Mikolov et al., 2013]. Consider tokens from a dataset
of cooking recipes and the vector embeddings corresponding to the words
bread, flour, and apple. The words “bread” and “flour” should be closer to-
gether than “apple” because flour is an ingredient of bread. The dimensionality
of the embedding space only requires enough n-volume in the n-dimensional
hypercube of the space to express the nuanced differences between texts in
the dataset.

2.2.2 Neural Networks

The NN model is fundamental in modern high-performance ML. The NN’s
design draws inspiration from the human brain, where layers of neurons
connect to another layer’s neurons. These networks are present in nearly every
high-performing model architecture. On a high level, the NN is a functional
mapping from some input to an output, learned through an iterative training
process on data [29, Hornik et al., 1989]. This section details common properties
and concepts related to NNs, but focuses on the FCN sub-category of NNs. The
visual depiction of a FCN is a Directed Acyclic Graph (DAG) where each layer’s
neurons connect to every neuron in the next layer, as can be seen in figure
2.2.

Network Anatomy

NN s are created with layers and one layer in a FCN is often referred to as a Fully
Connected Layer (FCL) where the number of neurons in each layer may vary.
Each neuron in a FCL produces one numeric output activation that becomes
input to each neuron in the subsequent layer. A neuron consists of one bias and
a set of weights dependent on the number of neurons in the previous layer. The
first layer’s input is the data features, and the layer’s weights depend on the
number of features in the data [59, Shalev-Swartz, 2014, chapter 20].

The static number of weights in the first layer means they can only interact
with statically structured data because there is one weight per input feature.
This property implies that a NN cannot operate on free text with variable
length characters or images of variable resolution and explains the need for
preprocessing such as tokenization, vector embedding, and resizing. Figure 2.2
demonstrates a FCN design for a classification problem with two classes where
the network’s output is O or 1 depending on the which prediction is highest
out of §; and {J». The last layer’s activations are the network’s prediction, and
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Figure 2.2: A FCN of four fully connected layers with 4, 6, 6, and 2 neurons per layer,
respectively. The input to the blue layer is the actual data, the yellow
neurons are the hidden layers, and the green layer is the output classifier.

usually the values are normalized to the range [0, 1], so that the output is
probabilistic, alternatively referred to as the confidence of the prediction.

Network Mathematical Expressions

Neuron outputs are weighted sums of the input features with their correspond-
ing weights, which are then subjected to an activation function; hence, the
term neuron activation. Equation 2.4 expresses the activation output for one
neuron in a NN where k indicates which of the network’s layers, n indicates
which neuron in the kth layer, a is the activation function, Ly _; is the number
of neurons in layer k — 1, w’;i is the weight in the kth layer of the nth neuron
for the ith layer input xl{‘_l from the previous layer, and b,’; is the bias of the
nth neuron [59, Shalev-Swartz, 2014, chapter 20].

Ly
ﬁfl =a Z w,]il-xlk_1 + bﬁ (2.4)
i=1

The neuron’s pre-activation (input to a(-)) is a linear combination of weighted
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Figure 2.3: Plots the Sigmoid activation function’s graph from equation 2.5 for different
values of a.

input connections. The purpose of the activation function is to regularize
the pre-activation and add non-linearity, which allows networks to learn more
complex patterns [59, Shalev-Swartz, 2014, chapter 20]. The Sigmoid function is
an activation function that exhibits these properties and sees regular application
in practice. Equation 2.5 expresses the Sigmoid function, which compresses
the input into the range [0, 1] with non-linearity where a parameterizes the
S-shaped curve of the activation. Figure 2.3 plots the graph of the Sigmoid
activation function for different values of «.

1
a(x) = ——— (2.5)

1+eox

Network Training

NNs use optimization methods during training of which there are many, and
one such optimization method is Stochastic Gradient Descent (SGD). SGD
is an optimization technique that aims to minimize the network’s output
error over an iterative number of epochs. An epoch is synonymous with an
iteration step. Error is synonymous with loss, and a loss function formalizes
such errors. For supervised learning, loss functions compute the error based
on the discrepancies between the network’s output and the ground truth [59,
Shalev-Swartz, 2014, chapter 14]. Equation 2.6 expresses the Cross-Entropy loss
function where 7 is the vector of the neuron outputs from the last network’s
layer, y is the corresponding ground truth vector, §,y € [0, 1], K denote the
last layer in the network, and Lx denote the number of neurons in the last
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Figure 2.4: Demonstrates the correlation between the decreasing error and the in-
creasing accuracy of an in-training NN per epoch for the training and
validation data. This training session shows signs of overfitting where the
validation metrics diverge from the trend of the training set.

layer. Figure 2.4 is the plot of the accuracy and loss of a NN during training over
several epochs. The figure demonstrates the network’s convergence toward an
optimum from the increasing accuracy and decreasing loss per epoch.

Lk
L@Gy) =), 9 logyn (2.6)

n=1

SGD uses the chain derivative rule to compute an update delta 5""5,1' for each
weight in the network. The weights are updated in reverse order, starting
with the network’s last layer and continuing backward. This update method’s
name is back-propagation. Back-propagation is backward because the chain
rule expression for any weight is the derivative of the loss with respect to the
network’s weights. The loss computation involves the network’s output and the
data’s ground truth; therefore, the update deltas trace back to the network’s
error. In that sense, each layer’s updates base itself entirely on the subsequent
layer’s delta, which demands that the update algorithm be backward. The
network minimizes the loss (and optimizes the weights) through iterative
updates to the network’s weights with the gradients in the negative direction,
i.e., SGD is a search for a global minimum in the high-dimensional loss surface
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[59, Shalev-Swartz, 2014, chapter 14 and 20.6].

Note that figure 2.4 is the loss per epoch, which is distinct from the loss surface.
After enough epochs, the network should converge into weights that optimally
predict outputs according to the data’s ground truth. SGD is a prime example
for why ML models are said to learn from data because of this practice makes
mastery approach. Equation 2.7 expresses the chain derivative rule for the
gradient update step for an arbitrary weight in the network. Equation 2.8
expresses the rule for each weight’s next iteration update step where ¢ is the
epoch counter, and 7 is the learning rate that scales the size of each gradient
step.

oL (1,

5Wr]§,i = —(i y) (2.7)
8wn,i

(eri,i)tﬂ = (Wr]:,i)t - U‘Swlri,i (2.8)

Network Redundancy

NNs can exhibit the behavior of nuanced input-output contributions where
not every input’s features contribute towards the model’s predictions. These
non-contributions are highly relevant for information-based propagation poli-
cies because the policy should exclude labels from non-contributing features.
However, propagation policies for NNs in modern DL-practices can not rely
on this behavior due to accuracy optimization techniques, which DL employs
to erase such behavior from NNs. Non-contributing features appear due to
the network learning non-contributing weights, alternatively referred to as
redundant representations. In other words, redundancy in the sense that highly
correlated features can capture the exact feature-to-ground-truth correlation
with a subset of the correlated features [23, Goodfellow et al., 2016, chapter

8.1.3, page 278].

Consider the data features and ground truth in table 2.1; the feature-to-ground-
truth correlation {x;, x5, x3} — y is equivalently expressed with the subset
{x1,x2} — y. This redundancy is due to x3 = x; for every row in the table.
Alternatively, networks can learn non-contributing relationships between neu-
rons across layers. Consider the network design in figure 2.2 for the data in
table 2.1. Assuming the top three neurons in the first layer learn to represent
X1, Xg, X3, respectively, i.e., represent in the sense that the first neuron’s output
informs the second layer about x;’s relation to x, and x3. The fourth neuron
should then learn a redundant representation because there are three features.
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Instances | x; | x2 | X3 | = | Y
x! ololo|—=]o
x2 ol1]o0o|—=]1
x° 1/o0]l1]->11
x* 1l1]1]->1]0

Table 2.1: Demonstrates a dataset with high feature correlation (redundancy) between
x1 and x3.

Neurons one and three should output the same values because x3 = x;. Hence,
the second layer should learn that the incoming connections from either the
first- or third neuron in the previous layer are redundant, expressed with the
second layer’s weights wil =0or wiS = 0, and drop any contribution from
that connection.

Neuron zero-activations are equivalent to broadcasting a do-not-care to the
next layer, i.e., informing the next layer to disregard any contributions towards
their output coming from zero-activations. During training with SGD, zero-
activations cause their chain rule derivative contribution to be zero, and neurons
might remain redundant despite updates. These traits are undesirable in NNs
because redundant representations do not add value to the output. Dropout
is a common technique to avoid redundant neurons by forcing each neuron
to cooperate with an arbitrary set of neuron connections. Dropout randomly
zeros out activations for some neurons in a network’s layer during training [64,
Srivastava et al., 2014], which is problematic for influence-based 1L.PM policies
since there are no traceable zero-activations in these NNs.

Consider the label propagation mechanisms explained in the programs from
chapter 2.1.1, except in the context of NNs. The NN in figure 2.2 indicate that
every input x from left to right bleed into every contributing computation of the
network’s output . The expression for neuron outputs in equation 2.4 state the
same, i.e., every neuron’s activation involves every activation from the previous
layer. Under these circumstances, a LPM should evaluate the input’s values
to ascertain their influence over the network’s output. Algorithm 4 defines a
program computing the forward pass of a FCN. Defining a clear LPM policy for
this program is difficult because of the absolute combination of weights and
inputs.
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Algorithm 4 A program computing the forward pass of a FCN.

X=(;Vie{l..m}x; €Q)
w=(wh,Vke{l.K} Ane{l. L} Aie{l.Li},wk, €[-1,1])
for k € {1..K} do
forn e {1...L;} do
gy < 0
fori e {1..n} do
gy 95+ wpxk !
end for
Gy < a(gy +by)
x,’i — Qk
end for
end for
return

n

2.3 Explainable Artificial Intelligence

Explainable Artificial Intelligence (XAI) is the study and development of meth-
ods and techniques for understanding and explaining (or interpreting) Artificial
Intelligence (AI) [42, Linardatos et al., 2021, section 1]. There is an ML sub-
domain in XAI concerned with explaining black-box models’ behavior and
decision-making process. XAI is experiencing a boom in interest due to the
advances made in Deep Learning (DL), which create accurate, though hard-to-
explain, black-box models [26, Gunning et al., 2019, section 2]. Certain critical
application areas are sensitive to failures or might have strict requirements
on compliance and explainability. They remain reluctant to adopt the more
powerful models due to their black-box property. In these areas, the prediction
alone cannot satisfy the application’s requirements without an accompany-
ing explanation [46, Molnar, 2022, chapter 3.1]. Examples of these areas are
the healthcare, manufacturing, criminology, and law. There have already been
severe events to indicate how badly Al can go wrong without significant invest-
ments in robustness [9, Al lethal accident]. Thus, XAI receives much attention
from research, business, and the open-source community to improve the Al
model’s lacking properties.

2.3.1 Explanations

Formally, XAI produce explanations where an explanation should mitigate
the model’s black-box characteristic. XAI varies between techniques that are
model-agnostic or -specific. Another form of XAI are models with predictions
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that are inherently interpretable [42, Linardatos et al., 2020, section 1]. We
refer to the explanations of model-specific and -agnostic XAI as black- and
white-box explanations, respectively. Although, these explanations do not relate
directly to black- and white-box models, i.e., a black-box explanation is not an
explanation for a black-box model. Definitions 2 and 3 formalize the concepts
of white- and black-box models versus explanations, respectively [46, Molnar,
2022, chapter 2.3 and 6]. Therefore, a black-box explanation might explain the
predictions of a black-box model, though only because the explanation makes
no assumptions regarding the model. There is nothing stopping model-agnostic
XAI from explaining a white-box model.

Definition 2. Black-box models are models whose behavior is not readily
understandable by inspecting the model’s internal mechanisms. White-
box models are the complementary opposite, i.e., models with behavior
that is understandable through model inspection.

Definition 3. Black-box explanations are explanations produced by XA1
methods, models, or techniques that explain an output without relying
on the ML model’s internal mechanisms. White-box explanations are the
complementary opposite, i.e., explanations from XAI that does not apply
to every model due to specific model requirements.

An explanation describes how the model behaves or why the model makes
a specific prediction for a set of inputs. Explanations are divided into global
and local explanations [46, Molnar, 2022, chapter 3.3]. Definition 4 formalizes
the terminologies for explanations, both local and global. Related work puts
emphasis on the user’s understanding of the explanations; however, this is out
of scope for this thesis since user-interaction is not the prime focus regarding
label propagation.

Definition 4. An explanation is an understandable reason for the model’s
general behavior or singular prediction. A local explanation is specific
to a subset of model predictions. A global explanation is general to the
model’s behavior.

Explanations manifest in various ways for different models and data types. The
common denominator is that each explanation is in some form qualitatively
understandable by humans. These manifestations can be categorized as follows
[46, Molnar, 2022, chapter 3.2 and 3.6.1]:

I Feature statistics are numerical measures of importance for a set of fea-
tures, e.g., contribution scores toward the output.

I Feature visualization highlights specific parts of the input or displays
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feature statistics in presentable formats, e.g., image superpixels, words in
the text, or tabular column distribution plots.

III Data points found as an alternative to the original data point, e.g., data
points with a different prediction or an input that is optimal for the model
to make a certain prediction.

IV Interpretable models that are inherently understandable. These might be
models taught to produce a local- or global explanation for the target model
or models that output an explanation along with their regular output.

Global explanations reveal relations between data points concerning the model
and these explanations could guide a LPM’s policy. However, the contributing
factors should relate to the explained data point and not some other data points.
Propagating a data point’s labels according to an explanation based on other
data points does not follow the intuition of influence-based propagation from
definition 1. Consider a probabilistic model taught to detect distributions and
identify from which distribution a data point originates. A global explanation
could justify that 95% of data points with a certain feature value belong to the
predicted distribution. This explanation is sufficient to propagate that feature’s
label if the value is present, but raises the question: Should the other 95% of
the data features propagate their labels to the output as well? The data points
that created this statistical explanation might originate from the training set.
Such an explanation could reintroduce the underlying cause for the problem
statement from chapter 1.1, i.e., the number of labels to propagate does not
scale. Thus, this thesis exclusively concerns local explanations for guiding the
LPM.

2.3.2 Interpretability versus Explainability

The XATI scientific community often makes nuanced distinctions between ML
models that are interpretable and explainable, alternatively referred to as inter-
pretability and explainability. There is no scientific consensus on the criteria
for when a model is either interpretable or explainable. One family of models
considered interpretable is not always understandable, as per definition 2 for
white-box models. This inconsistency occurs when an interpretable model
scales to a size where the model loses its intuitive internal mechanisms. Deci-
sion trees are interpretable models that predict an output depending on the
data’s affiliated leaf node [26, Gunning et al., 2019, figure 1]. The tree’s root-
to-leaf-node path can translate into an intuitive series of feature-based if-then
rules, which is understandable depending on the features. However, data with
a complex ground truth relationship either render decision trees unviable due
to low-performance relative to DL models or become so deep that they lose the
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resulting if-then intuition [46, Molnar, 2022, chapter 5.4]. For clarity, we employ
the white-box model definition 2 whenever this thesis refers to an interpretable
model.

The XAI scientific community exhibits no consensus on the specific meaning
and disambiguation between interpretability and explainability. Some sources
state that explainability is a subset of interpretability [45, Miller et al., 2018,
section 2.1.5] [46, Molnar, 2022, chapter 3]. Others define them separately:
explainability as understanding why the model made one specific decision,
and interpretability as understanding how the model works [42, Linardatos
et al., 2021, section 2.1] [4, 32, 58]. Some mix the two definitions, and some
blend the terms into the same concept. The underlying concepts that the
different sources try to capture often relate to the explanation types that
XAI can create, as discussed in chapter 2.3.1. For clarity, we do not attempt
to disambiguate between explainability and interpretability and treat them
synonymously with XAI. Instead, we refer to local- and global explanations
rather than of explainability or interpretability.

2.4 Explainability Methods

The following sections details the specific XAI techniques and methods relevant
for this thesis.

2.41 LIME

Ribeiro et al. [55, 2016] propose Local Interpretable Model-agnostic Explana-
tions (LIME), a technique for creating local black-box explanations for black-box
classification models. LIME trains a linear model to explain the predictions of
a target model by sampling data points from the uniform distribution centered
around the explainee data point. We refer to an explainee data point (or just
explainee) when referring to a data point that is to receive an explanation
for the model’s prediction. LIME weights each sample’s importance during
training differently based on the similarity to the explainee such that samples
further away affect the linear model less. The technique assumes a linear model
can sufficiently capture the complexity of a target model’s decision-boundaries
around the prediction of the explainee. The method uses a linear model as
the explainer model because its decisions are inherently explainable. LIME’s
explainer model is a modular design. That is, any model can implement the
explainer model’s role (instead of using a linear model), so long as the explainer
model is interpretable. By interpretable, they refer to models whose decisions
are explainable by the merits of their structure, e.g., logistic regression, decision
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Prediction probabilities atheism

atheism
christian

Text with highlighted words

From: johnchad @triton.unm B (jchadwic)

Subject: Another request for Darwin Fish
Organization: University of New Mexico, Albuquerque
Lines: 11

BGSRE HIGS: titon unm B

Hello Gang,

[ HEE been some notes recently asking where to obtain the
DARWIN fish.

This is the same question I [{il§l§ and I [}l not seen an answer on
the

net. If anyone has a contact please post on the net or email me.

@ (b)

Figure 2.5: (@) LIME’s explanation with positive (green) and negative (red) contribu-
tions to the image’s classification as containing a cat.

(b) LIME’s explanation with word-based contribution scores for
text data. The explanation highlights the essential words for the model’s
classification of the text as atheist versus Christian.

trees, ensemble models, or falling rule lists.

LIME applies to image-, tabular-, and textual data types, and does not re-
quire access to any training data other than the explainee data point. The
exception is tabular data because the sampling method requires the value
distributions of individual columns. LIME produces explanations with under-
standable correlations between input features and output predictions. These
explanations depend on the data feature’s type but, in most cases, highlight
the explainee’s most significant features as discussed under item II in section
2.3.1. Additionally, LIME provides explanations with relative feature ranking-
or contribution scores for some data types. Figure 2.5 [54, Ribeiro et al., 2016]
depicts two examples of LIME’s explanations for different data types with
feature highlighting and ranking scores.

Later work by Zafar et al. [81, 2019] addresses the need for determinism related
to LIME in application-specific areas. Many computer-aided diagnosis systems
have strict requirements for output stability, and therefore, two XAI explana-
tions of the same data point should not differ. Aside from providing a static
seed for the number generator, LIME cannot guarantee this specification due
to its stochastic sampling around the explainee data point. Therefore, they pro-
pose the alteration to LIME; Deterministic Local Interpretable Model-Agnostic
Explanations (DLIME). The deterministic component of their work relates to
the sampling method, which ensures that the sampled set of data points are
identical for any two explanations of the same data point. They combine Ag-
glomerative Hierarchical Clustering (AHC) with K Nearest Neighbors (KNN) to
choose their exact samples from training data. Hence, their method introduces
the requirement of access to training data representative of the explainee’s
distribution.
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2.4.2 Anchor

Ribeiro et al. [57, 2018] propose Anchor, an algorithm for creating local black-
box explanations for black-box classification models. Anchor is a continuation
of LIME and the proposed explanation algorithm searches for anchors instead of
training an interpretable model to explain the target model’s prediction.

An anchor is a set of feature conditions for data points. A data point satisfies an
anchor if its features are valid under the anchor’s conditions. Any data point
satisfying an anchor implies the model’s prediction is the same as the explainee
data point with high probability 7. Inversely, features not constrained by the
anchor’s conditions can change without significantly impacting the model’s
prediction. Thus, an anchor explains the model’s prediction with the statement
the model’s output is likely to change if we alter the features present in an
anchor.

The high probability factor t is an input parameter for creating anchors, which
acts as a requirement threshold for the confidence of sufficient anchors. That
is, an anchor is sufficient only if any data point that satisfies the anchor meets
the same prediction with 7 probability. This means an anchor’s conditional
constraints are more relaxed with lower confidence thresholds but implies
data points satisfying a low-confidence anchor yields an explanation that
is wrong with probability 1 — 7. Lowering the confidence requirement is
preferable when the model’s prediction topography is too complex with the
standard confidence level of 7 = 0.95 because the algorithm will find no anchor
candidates. Therefore, a lower anchor confidence might relax the constraints
such that at least some less reliable explanations are found.

The explanation algorithm finds anchors by stochastically sampling artificial
data points around the explainee. An anchor is sufficient if its conditions
hold for enough samples. The search objective includes a coverage criteria,
meaning the final anchor choice comes from the set of sufficient anchors
where the highest number of samples satisfy the anchor. The authors aspire
to provide explanations that apply to more than one local data point because
higher coverage offers improved human understanding of the model’s behavior.
Hence, coverage should help humans assess the outcome before the model’s
prediction. From the perspective of this thesis, an anchor explanation’s coverage
is a measure of localized global explanations. Exploring the anchor’s coverage is
out of scope for this thesis since the LPM emphasizes the explainee data point’s
influence on the output rather than the explanation’s generalizability.

Anchors can explain models with image, textual, and tabular data input types
and does not require training data, except tabular, for similar reasons as in
LIME. The local sampling around the explainee varies depending on the data
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Figure 2.6: Demonstrates an example of an image anchor for a model’s prediction of a
dog. The anchor of the dog-image is put on top of a toaster to demonstrate
that the model continues to classify the image as a dog.

type. For images, the algorithm initially applies a segmentation technique to
create superpixels and then perturbs the individual pixels or color channels of
those superpixels. The image’s anchor explanation consists of the superpixels
required for the model’s prediction to match the explainee prediction with
confidence higher than the parameterized threshold. Figure 2.6 [56, Ribeiro
et al., 2018] demonstrates an example of anchor’s explanation of an image.
For text, the algorithm samples textual pertubations from the explainee on a
per-word-basis. The explainee’s words are replaced according to one out of
three sampling strategies. The words are replaced with either:

1. UNKs (short for unknown).

2. Samples from a given corpus, e.g., English, that considers the word’s position
and the proportional probability between the word and replacement.

3. Suggestions from a given language model based on the model’s probability
distribution.

Similar to image anchors, the text’s anchor explanation consists of words such
that their presence in a data point suggests the model’s output should cor-
respond with the explainee output with probability 7. The implementation
specific details listed here are partially based on Alibi’s framework documenta-
tion [38, Klaise et al., 2021], which we discuss in chapter 2.4.4.
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2.4.3 Integrated Gradients

Sundararajan et al. [66, 2017] propose Integrated Gradients (IG), a method
producing local white-box explanations for DNN classification and regression
models. The method takes inspiration from previous publications that use
gradient inspection to attribute contributions to input features for the model’s
output. The previous work on the topic of gradient-based inspection include
Deep Learning Important FeaTures (DeepLIFT) [60, Shrikumar et al., 2017],
Deconvolutional Networks [82, Zeiler et al., 2010], Guided Back-Propagation
(GBP) [63, Springenberg et al., 2014], Layer-wise Relevance Propagation (LRP)
[11, Binder et al., 2016], Saliency Maps [61, Simonyan et al., 2014].

IG’s main contribution is the identification and fulfillment of two axioms that
gradient-based methods should satisfy where every preceding work fail at least
once. These axioms are sensitivity and implementation invariance. A baseline x’
is a data point from the input space where the model’s prediction is impartial
to any specific outcome. The baseline should have a 50/50% model confidence
for both classes in a two-class problem. For images and text data, the baseline
might be the completely black image and the zero-vector from the embedding
space, respectively, but it ultimately depends on the model. Thus, the gradient-
based method satisfies sensitivity if every feature x; is assigned a non-zero
attribution where the input x and baseline x’ have varying outputs f(x) #
f(x’) and differing a feature value x; # x;. A gradient-based method satisfies
implementation invariance if the attributions are always identical for two
functionally equivalent networks, i.e., functionally equivalent in the sense that
the networks’ input-to-output space is uniform f(x) = f"(x) V x € R".

2.4.4 Alibi

Klaise et al. [37, 2021] proposes Alibi, a Python library unifying various state-
of-the-art XATI techniques in one consistent Application Programming Interface
(API). The library supports local-, global-, white- and black-box explanations
by hosting various XAI methods for image, text and tabular data, and comes
with documentation [39, Klaise et al., 2021] for its APIs and the theoretical
background regarding the explainability techniques. The framework promotes
production-ready deployment of ML explainability with a distributed backend
that contemporary XAI libraries lack. The work aims at reducing the distance
between XAI research and industry application, and puts emphasis on offering
a broad collection of explainability options such that there are alternatives
if one method fails to provide an informative explanation, or if consumers
possess a varied basis for understanding explanations.

Table 2.2 lists the set of explainability methods mentioned in this thesis and
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their associated properties. Note that the table borrows from Alibi [37, table
2], though Alibi does not host every method listed in the table such as LIME
and DLIME. The following is an elaboration on the content’s meaning in the
table columns. The model type column states whether the method procudes
white- or black-box explanations as per definition 3, and an asterisk “*” indi-
cates the model must be differentiable, meaning the output space is continuous
rather than discrete. Probabilistic models p(x) € [0, 1] are differentiable and,
therefore, explainable with asterisk-marked XAI techniques, but classification
models f(p(x)) € {1...C} with C number of classes derived from an inter-
mediary probability p(x) € [0,1] are non-differentiable. The explanation
column states which explanations (local, global) the method provides. The
task column states if the explainability method supports explanations for
model classification- (C) and regression (R) outputs. The data type column
lists which data types the method applies to. The data requirement column
states whether the technique requires a dataset to create explanations.

Method Model Explanation | Task | Data Data Req.
Type Type(s)

LIME Black-box Local C Image, Tabular
Tabular,
Textual

DLIME Black-box Local C Image, Yes
Tabular,
Textual

Anchor Black-box Local C Image, Tabular
Tabular,
Textual

IG White-box | Local C,R | Image, Optional
Tabular,
Textual

Table 2.2: An overview of XAI methods and their cross-comparable attributes.

2.5 Lattice Based Access Control

A Lattice-Based Access Control (LBAC) is an access control model that specifies
which security levels a subject must possess to access an object [17, Denning
et al., 1976]. The lattice model uses labels to enforce the access policy that
states: “Subjects can only access an object if the subject’s security level is greater
or equal to that of the object”. Hence, a subject s labeled I can access an object
o if the object’s label [, is at least as restrictive as l;. Equation 2.9 expresses
this access control’s policy statement for a lattice L and partial order operator
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C as a restrictiveness comparison. 0 = s denotes the permitted information
flow from o to s, meaning s is allowed to access o. The restrictiveness predicate
I, C s is true when the restrictions that apply to the object also apply to the
subject.

0o=s, I,CI
(LC)= =7 el (2.9)
0 = s, otherwise

Consider the object as a confidential document and the subject as a public website.
In this case, the predicate [, C Is does not hold because the restrictions that
apply for the confidential document o do not also apply for the public website
s, and therefore, 0 = s. Consider instead the subject as a secret website where
the lattice prohibits its content from flowing into confidential documents, i.e.,
s = o. In this case, the subject’s label [ is more restrictive than the object’s
label [,. Thus, the restrictions for the confidential document also apply to the
secret website, so the secret website can access the confidential document
0 = s. Figure 2.7b depicts this type of lattice with public, confidential, secret,
and top-secret as the labels, each more restrictive than the last.

Consider an Operating System (0S) enforcing user access control with LBAC
primitives where the system allows or denies users access to resources based
on the user’s permissions. The lattice in this scenario is the security levels for
the 0S’s resources, the user’s roles, and how they are allowed to interact. The
lattice’s subjects are the 0S’s users, and the objects are the resources such
as files, memory regions, and network ports. Figure 2.7a depicts the lattice
security labels for two OS users. Each label specifies which users are allowed
to access resources with that label. Resources labeled with the lowest label
indicate both the owner- and guest user can access that resource. Every lattice
contains a bottom label such that information with this label can flow anywhere
in the system without restriction, and lattices denote this label with L. The two
labels one step up the lattice indicate just the owner- or guest user can access
the resource, where the top label specifies that none can access the resource.
This lattice demonstrates how the LBAC model can express complex access
controls. The lattice in figure 2.7b is a more straightforward security level
hierarchy than the lattice in figure 2.7a. This thesis applies lattice variations of
the hierarchical type in figure 2.7b. Lattices provide label semantics that this
thesis uses to answer research question two from chapter 1.3, namely, which
observations can be made for evaluating the change in the propagated labels
for different LPMs. This label semantic is the label restrictiveness, which this
thesis elaborates in chapter 3.2.



32 CHAPTER 2 / BACKGROUND

() Allowed { Top-Secret }
loClg l ﬂ lyﬂf 1
|F| lﬂ { Secret }

lG E l i
{ Ovase ) st ( Guest } Disallowed locClg
| log E lg } { Confidential }
L ? & Ip Clc
loc Clo { Owner, Guest }

{ Public } v
(b)

@)

Figure 2.7: Two different lattices where the green and red arrows indicate the
permitted and prohibited information flows from equation 2.9. The lattice
labels are the curly brackets {-} and are denoted ., where the subscript
is the first letter of the label’s source or destination. The restrictiveness
predicates are only placed where the information flows in the lattice are
allowed, e.g., {Owner, Guest} = {Owner} because lpg C Ip holds. The
figures are more readable in down-up order, and the figure implies the
flows between labels that are not shown, e.g., from the bottom to the top.

2.6 Summary

Influence-based label propagation in computer programs is a well established
concept for enforcing end-to-end traceability through a system’s components.
There are various nuances in programs where the input variables explicitly and
implicitly contribute to the program’s output. Consequently, the propagated
labels might vary depending on the variable’s values.

Al is the study of making computers reason like humans, and the sub-domain of
ML contain many models for learning to execute complex objectives with high
accuracy. Features compose data points that are created through measurements,
preprocessing, selection, and extraction before becoming a model’s input. The
complete set of data types partly consists of image and textual data, and the
feature-creation process varies from type to type. The NN model consititues
much of modern applications for high-performant ML and is the quintessential
black-box model. NNs consists of layers containing weights for the features that
they represent, and the training process is an iterative search-based algorithm
for weights that optimally make predictions with minimal error. These networks
can learn non-contributing patterns in the data, which is a valueable factor
to consider for conventional influence-based label propagation mechanisms.
However, a LPM cannot rely on the presence of redundancies in the network
because of the robust techniques often employed during training to ensure
non-redundant representations. Hence, label propagation rules for the NN’s
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output computation is not readily formulated compared to the primitives from
label propagation rules in programs.

XAI methods produces explanations for a model’s output, locally or globally.
These explanations aim to alleviate the black-box property of ML models. Some
techniques are specific or agnostic to which model they explain. There are
various ways an explanation can manifest and this thesis exclusively concerns
local explanations. Related work on XAI is booming in response to compliance
issues with the increasing applications of high-performant black-box models.
This thesis considers a subset of them such as LIME, Anchor and IG.

A LBAC model provides label semantics to evaluate the changes in the propa-
gated labels for different LPMs. This semantic is the restrictiveness of labels. An
example application is any system using ML with security concerns regarding
access to data. Information flows from the ML model to unauthorized entities
in these systems might occur. A faithful LPM should enable these systems to
discover and prevent such flows by inspecting the propagated labels of the
model’s output.






Design & Implementation

Data restriction policies risk violation with the use of Machine Learning (ML),
and data labels are means to implement restriction policies. A procedure
computing an output propagate the input labels to the output in order to con-
tinuously enforce data restrictions. Influence-based label propagation policies
state how and which labels should propagate to the output depending on the
contribution of the input toward the output. These policies are difficult to en-
force when applied to Neural Network (NN), and the use of NNs is widespread
throughout Deep Learning (DL). DL is the sub-domain of ML offering less
explainable and more powerful models than other types of ML available. The
scientific field of Explainable Artificial Intelligence (XAI) provides methods
and techniques for alleviating the black-box property of models. This thesis
proposes a Label Propagation Mechanism (LPM) that propagates labels from
input to output with an influence-based policy guided by XAI methods.

This chapter describes how LPMs employ explanations created by XAI to propa-
gate labels. This is the answer to the first research question posed in chapter 1.3
regarding the application of explanations for label propagation from input data
to model outputs. We propose to compare LPMs using restrictiveness of labels
assigned to the outputs as a measure. This measure enables us to answer the
second research question II regarding the observation of how the propagated
output labels change with various models and XAI. This chapter is structured
as follows:

Section 3.1 specifies how the input is labeled before the model prediction

35
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and explanation.

Section 2.5 details lattices of labels, the lattice semantics, and how this
is measurable as label restrictiveness.

Section 3.3 elaborates on how the LPM applies each XAI explanation
to propagate the input labels.

Section 3.4 summarizes the contents of this chapter.

3.1 Labeling Strategy

Our labeling strategy is feature-wise labeling. Each feature in the data point
is assigned a label, though not necessarily a unique label. Labeling the input
at this level makes sense because many XAI techniques create feature-wise
explanations, as discussed in chapter 2.3.1. The LPM propagates a set of labels
from the data features that are important according to the XAI explanation of
the model prediction. Figure 3.1 demonstrates an example set of output labels
propagated from the input based on an explanation considering the features
and the model. The propagated label [, is the union of the labels I, for an input
x that is influential x; = ¢ to the output §. This example explanation states
that the first, third, and fifth features are pertinent for the model output, and
the second and fourth are not. That is, {x1, x3, x5, } = 7 denotes the pertinent
features and {xy, x4, } = ) denotes the non-pertinent features. Hence, the
output label does not contain I, or ly,, instead marked with the bottom label
1.

There are various levels of granularitiy to associate labels with data. Feature-
wise labeling is one level where the granularity depends on the data, and
the labeling is likely excessive for most applications. Data often measure one
or more ontologies, so labeling data regarding these higher concepts is more
sensible than individual measures. Therefore, we label the data ontologies via
the more expressive form of feature-wise labeling.

There are tools for identifying and annotating data with labels. One of the
traditional ML applications is detecting which features belong to which labels
[53, YOLO, Redmon et al., 2016]. We employ manual labeling, which is a
design choice. This is because the labeled ontologies in our experiments should
demonstrate a practical and realistic application. This is not to say that labeling
through ML is impractical, but that the restriction is motivated by the bias of
the notion. Consider designing an experiment where the features are labeled
with an ML model, XAI methods should explain this model predictions, and
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Figure 3.1: Demonstrates an input vector of five features for a model with an adjoining
label propagation to the output based on an XAI explanation.

an analysis should compare the restrictiveness of the propagated labels. The
propagated labels of the model that assigned those labels might exhibit an
inherent bias, which would make such a comparison with other models unfair
and potentially lead to erroneous conclusions.

Image Labeling

The image data features are the pixels or color channels. Labeling each pixel
is more sensible for real applications than labeling the color channels. We
manually select and label superpixels for images, and color channels receive
the same label as their composed pixel. The superpixels are the bounding
boxes around the object we intend to highlight with the label semantic. The
lattice of labels used with images is the one from figure 2.7b in chapter 2.5.
Segmentation algorithms can automatically label images, such as Simple Linear
Iterative Clustering (SLIC) [6, Achanta et al., 2010]. Segmented superpixels
still require manual attention to which label should be associated with which
segments, e.g., which superpixels compose faces in the image. Hence, there
are few options outside manual labeling since the thesis does not use ML to
classify the desired objects in images. We aim to present plausible examples for
label propagation of images and, therefore, label superpixels of specific images
that a model might find important for its prediction. Figure 3.2 is an example
of pixel-wise labeling where a ML model might have learned to focus on the
labeled superpixels. The colored bounding boxes corresponds to the annotated
labels in the bottom of the figure. The entirety of the Snow Leopard’s head
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Image Labels

Label Regions
Il Public Confidential I Secret HEM Top-Secret

Figure 3.2: Demonstrates a labeled image with four labels, each more restrictive than
the last. This image is a sample from ImageNet [7, Howard et al., 2018].
The ground truth for this data point is a Snow Leopard.

(yellow) is confidential, the nose (red) is secret, the eyes (black) are top-secret,
and the remaining pixels (green) are labeled public.

Text Labeling

For textual data, we consider the text words as the individual features to
label. We label sentences as the subject of interest in textual data with a LBAC
smaller than figure 2.7b from chapter 2.5. The lattice is a reduced version of
the public, confidential, secret and top-secret, and only consists of two labels low
and high.

Each sentence is labeled based on whether its words occur in a labeled list of
words, which we refer to as keywords. The words in the keyword list are curated
based on the dataset semantics. A sentence receives the keyword list label if
any word from the sentence occurs in the keywords. The words then inherit
the sentence label, so each word is labeled. Hence, the sentence structure
does not affect the labels of the words. Consider the two sentences “They only
asked me to tell them” and “They asked only me to tell them”. The structure
of the sentences creates different sematical meanings while the word labels
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will be the same. We use this labeling because some XAI explanations for text
report positional words as influential, as opposed to every occurrence of the
word. Furthermore, some XAI methods operate on data with a per-word basis.
We might observe varying restrictiveness measures for different explainability
methods with this labeling strategy. This semi-automated labeling process is
simple and efficient, and does not emphasize accuracy with respect to the data
semantics. This labeling might be less accurate than using ML (such as Large
Language Models (LLM)) to label the input sentences. However, we achieve
labeled sentences that are sensible based on human evaluation. Sensibility
should entail that the semantic meaning of the sentence and the semantics of
the label match, as judged by the human.

Equation 3.1 expresses the labeling rule for each word ws that occurs in a
sentence s. The word is assigned a high label /,,, if the word ws occurs in the
keywords K. The word label is still high if not a keyword but there exists a
neighbor word w; from the same sentence s, which is a keyword. Otherwise,
every word label is low in sentences containing no keywords.

o= lhigh; ws € KV Elw; : lws’ = lhigh (3.1)
" ) low, otherwise '

Consider a textual data point x = “The first sentence. The second sentence. The
third sentence.” and a keyword list K = {first, third}. The resulting word-
wise labels are lx = <lh1'gh; lhigh’ lhigh, llow, llow’ llow, lhigh’ lhigh, lhigh>- There are
nine words in x, three words per sentence, and there are nine corresponding
labels I, where the first label refers to the first word, and so on. Figure 3.3
illustrates the label assignment of this example. Notice that the label for “The”
in the second sentence is low even though the same word elsewhere is high.
Thus, we do not put emphasis on the meaning of the word except for the
keywords. This allows LPMs to propagate labels with positional proximity to
words with meaning that we actually emphasize. This text labeling strategy is
motivated by the initial observations that some textual data explanations made
strange emphasis on words such as the, there and an. Therefore, this sentence
labeling is sensible regarding the dataset and the possible variation in label
propagation for models that weight the position of words in texts. Figure 3.4 is
an experiment example of a labeled movie review. The sentences are labeled as
Spoiler versus Non-spoiler and the labels are shown by the sentence color. These
spoiler sentences are labeled as such because they contain the term “movie”.
This uses the same low- and high lattice as before with label names that are
more appropriate for the data.
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{first, third}

| The lﬁrst I sentence I The lsecondl sentence l The lthird I sentence |

ww

Figure 3.3: Depicts the word-wise labeling of a textual data point containing three
sentences. The second sentence receives the low label because there are
no words in the list labeled high, and vice versa for the first and third
sentences.

4 Spoiler- and 11 Non-spoiler Sentences

I sat down through 2 hours of pure boredom. I look here on IMDB even
though it is not high on the list it is in the top 250. I was a little surpised.
Even though, yes. I am very impressed with Robin and Matt’s acting abilities
they still didn’t save the movie. I'm not sure what I really didn’t like about
the movie. Maybe its because I dispise math. Maybe I'm not too much for
dreary talking for 2 hours. Even though I loved American Beauty, but that
was it. I just want my 2 hours back. It was a big waste of my time. If I'm
missing something in this movie please e-mail me. I am curious why this is
on the top 250. And don’t say because it was a good movie. 2/10.

Figure 3.4: Demonstrates a movie review from the Internet Movie Database (IMDDb)
Review [43, Maas et al., 2011] with sentences labeled spoiler- (red) versus
non-spoiler (green).
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3.2 Comparing LPM Restrictiveness

Lattice-Based Access Control (L.BAC) labels possess an inherent measure of
restrictiveness, where one label might allow an operation that another pro-
hibits. The LPM applies XAI explanations to guide the propagation policy. The
LPM propagates the set of labels for features reported as influential by the
explanation of the ML model prediction. We consider a LPM different from
another if the underlying XAT method is not the same. Hence, a LPM can be
more restrictive than another depending on the output labels, and by extension,
different XAI methods might exhibit varying restrictiveness. Given some data
point x, model f, and pair of LPMs €' and €2. The LPM €2 is more restrictive
than e for a particular x and f if the label restriction predicate in equation 3.2
holds. Meaning the propagated labels €2 (x) is more restrictive than e}(x). This
notation now uses the strict subset C instead of C due to the more restrictive
requirement.

6}()() C eﬁ(x) (3.2)

Consider the lattice of labels from chapter 2.5 lattice in figure 2.7b, and the prop-
agated labels e}(x) = {public, confidential} and €2(x) = {secret, top-secret}.
We denote the most restrictive label of a set with the ceiling notation [ef(x)].
The most restrictive labels are then [e}(x)] = {confidential} and [€2(x)] =
{top-secret}. Equation 3.3 expresses the most restrictive label notation com-
bined with equation 3.2. Substituting the propagated labels into this equation
gives {confidential} T {top-secret}. Thus, the information flow e},(x) = e}%(x)
is allowed, which indicates the LPM on the right-hand side €2 is more restrictive

f
than e}.

[er(x)] € [ep(x)] (3.3)

We can compare how restrictive the propagated labels are between LPMs ap-
plying different XAT methods. Label restrictiveness is essential in answering the
second research question II stated in chapter 1.3 since it can measure change in
propagated labels. Therefore, this thesis employs labels from lattices to provide
an application-specific measure for the implementation of the LPM.
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3.3 Explanation & Propagation

This thesis uses XAI for guiding the LPM and explanations concern only local
explanations from definition 4. The motivations for how related XAI methods
give explanations vary and might not conform to any shared interface. Alibi is a
ML explainability library meant to provide such an interface and bridge the gap
between research methods and industry application, as discussed in chapter
2.4.4. This thesis uses a feature-wise labeling strategy and Alibi’s Application
Programming Interface (API) to output feature statistical explanations, as
detailed in chapter 2.3.1 under bullet-point I.

Feature statistical explanations are preferable due to the extra dimension of
information in the numerical weighting of the feature importance. However,
some explanations only specify which discrete features are important for the
prediction. That is, the feature-wise explanations do not always contain a
contribution weight. Therefore, the LPM puts minimal emphasis on evaluating
feature contribution weights when applying explanations to propagate labels.
Exploring parameters and contribution weights of the explainability methods
is out of scope for this thesis, per the research questions posed in chapter 1.3.
Moreover, comparing explainability method restrictiveness is potentially biased
if some LPMs consider more than the feature presence in the explanation. For
the XAI methods that provide them, exploring the contribution weights of
explanations is left to future work.

The explanations that contain feature contribution weights tend to offer nega-
tive and positive contributions. A positive contribution for a prediction means
the presence of that feature made the model more confident regarding the final
decision of the output. Likewise, a negative contribution means the presence
made the model less confident, though not necessarily enough to change the
final output. While the weights of the explanations are not subject to considera-
tion, we can still consider whether to propagate labels of negatively contributing
features. One could argue that a negative influence does not contribute towards
the output, but against, and that propagating negatively contributing feature
labels is conservative because it is non-influential towards the output. This sub-
ject concerns the argument regarding how a LPM should consider the influence
of variables. From definition 1, an influence-based propagation policy states
the labels of influential input data should propagate to the output. Without any
further disambiguation between types of influence, the question of how nega-
tive contributions should guide a LPM is a topic for future work. Hence, this
thesis considers both negative and positive feature contributions as influential,
so their labels should propagate to the output.

The following sections detail the method-specific steps a LPM makes for ap-
plying the explanations to label propagation. The sections address the first
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research question I from chapter 1.3.

3.3.1 LIME Propagation

An image explanation from Local Interpretable Model-agnostic Explanations
(LIME) consists of the mask for pixels that contribute to the model output. The
contribution mask contains the values {—1,0, 1} where pixels influence the
model output with negative, neutral, and positive contributions, respectively.
The method accepts a minimum weight parameter each pixel must exceed to
include the pixel in the explanation. This parameter defaults to O such that
any contributing feature is a part of the explanation. The LPM propagates
each pixel label, except those explanation that are marked with a zero in the
contribution mask.

LIME samples training data around the data subject to explanation to train
the explainer model. For textual data, this sampling is a per-word procedure,
so the explanation consists of words and their contribution weights for the
model output. The explanation optionally encodes the position for which word
occurrence in the text each weight applies. The LPM propagates the label
of each positional word included in the explanation. This application of the
explanation should propagate labels of words with close proximity to the words
we emphasize, as per the labeling strategy detailed in section 3.1.

For textual data, the number of words to include is an input parameter such
that the top-n words with the highest weights compose the explanation. From
our experience, LIME attributes at least some contribution to each word. This
sensitivity is possibly related to the text model we use. Consequently, LIME
does not exclude features from the explanation unless specified by the top-n
parameter. This lack of exclusion requires users to assess the quality of the
explanation and filter out irrelevant words. The motivation of LIME is to provide
users with an understandable explanation of the model output, so including as
much information as possible is reasonable. However, an explanation containing
every word will propagate every word label, which is undesirable due to the
problem statement in chapter 1.1. Our solution is experimenting with various
top-n parameters until the explanation for the prediction of the data point is
sensible. This experimentation implies human evaluation of the explanations
to judge their sensibility. Sensibility should entail that the subject of the text
and the explanation of important words fit the model prediction, as judged by
the human.
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3.3.2 Anchor Propagation

An image explanation from Anchor is a copy of the explainee image where the
0 pixel intensities indicate non-contributing pixels. The method uses image seg-
mentation prior to sampling perturbations of the explainee image, as discussed
in chapter 2.4.2. The explanation consists of the superpixels necessary in the
image for the model prediction to match with the prediction of the explainee
image. The LPM propagates the explainee image labels with corresponding
non-zero pixels in the explanation.

For textual data, the explanation consists of the words that must be present
in the text to satisfy the anchor. Alibi’s source code and documentation do
not specify whether the explanation words are positional. That is, whether or
not repeating words in an explanation (e.g., [top, secret, top, document, top])
indicates the first, second, and third positional occurrence of the word top
in the text. This thesis conservatively assumes Anchor explanations for text
data indicate that the word occurrence anywhere in the text is sufficient. The
LPM propagates the label of any word occurring in the text where the word
appears in the explanation. Hence, the LPM applies explanations from LIME
and Anchor differently since any word in an Anchor explanation propagates
to the output, but not necessarily with LIME explanations.

Anchor does not explain predictions with explicit positive versus negative con-
tributions. An anchor is the necessary feature values required to exist in a data
point for the model prediction to match the prediction of the explainee. In
that sense, the explanation contains exclusively unweighted and positive con-
tributions. The high probability parameter 7 discussed in chapter 2.4.2 relates
to the confidence of the explanation. Lowering the confidence requirements
relaxes the search restrictions for anchors and implies the anchors are more
numerous and less reliable. Thus, higher-confidence anchors are preferable,
and this thesis uses the default confidence level of 95%.

3.3.3 Integrated Gradients Propagation

Explanations from Integrated Gradients (IG) consist of feature-wise contribu-
tion weights, alternatively referred to as feature attributions. For images, 1G
attribute contributions to each color channel. The image labeling strategy con-
cerns individual pixels, so the attributions of the color channel must consolidate
into one-pixel attributions. Thus, an individual pixel attribution is the mean at-
tribution of the pixel channels. The LPM propagates each label of the explainee
image pixels, except where the corresponding pixel attribution is close to zero
with £0.001 as the closeness tolerance. The attributions are sums of model
predictions for multiple images between the baseline and the explainee image,
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and the attributions close to zero does not contribute. Although, this sum often
attribute some contribution to each pixel, which is a similar complication like
LIME for text data. An LPM needs some threshold tolerance and we found
+0.001 yields explanations that does not propagate every label. The LPM is
sensitive to this parameter and using a tolerance lower or higher than +0.001
will propagate less and more labels, respectively.

3.4 Summary

A LBAC model provides valuable label semantics for answering the second
research question. That is, which observations can be made for evaluating
the change in the propagated labels for different LPMs. This semantic is the
restrictiveness of labels. An example application is any system using ML with
security concerns regarding access to data. Information flows from the ML
model to unauthorized entities in these systems might occur. A faithful LPM
should enable these systems to discover and prevent such flows by inspecting
the propagated labels of the model outputs.

The LPM propagates a set of labels from the feature-wise labeled data to the
ML model output. LPMs are different based on the XAl method that guides
their label propagation policy. The explanation interfaces vary, and this thesis
focuses on feature-wise influence explanations for both positive and negative
contributions. Each application of the explanations from XAI method requires
unique attention by the LPM to choose which labels to propagate. This chapter
has described these attentions for the data types and explainability methods
applied in this thesis: LIME, Anchor, and IG.






Experimentation

This chapter describes the step-wise design and execution of our experimen-
tation. We detail the computer resources and the overall structure for each
experiment, alternatively referred to as a test case. The number of experiments
depends on the possible combinations of experiment parameters. We consider
the experiment parameters from the second research question II in chapter
1.3. These parameters combine data, the Machine Learning (ML) model, and
Explainable Artificial Intelligence (XAI) method. The experiments follow a
similar structure we describe before listing each test case. Every experiment
aims for self-containment, so every bit of information required to understand
the specific test case is readily available when later referenced. The chapter’s
outline is as follows:

Section 4.1 details the experiment setup and justifies the relevance of
commercial hardware regarding ML.

Section 4.2 describes the data and corresponding model that superposes
the following test cases.

Section 4.3 details the test cases for each of the image experiments and
evaluates the results.

Section 4.4 details the test cases for each of the text experiments and
evaluates the results.

47



48 CHAPTER 4 / EXPERIMENTATION

4.1 Computer Hardware Specifications

The experiments use a computer with the following specifications: A 13th Gen
Intel(R) Core(TM) i7-13700 Central Processing Unit (CPU) with 16 cores and
24 logical processors. The CPU performance- and efficient-core base frequen-
cies are 2.10 and 1.50 GigaHertz (GHZ), respectively. The performance- and
efficient-core max turbo frequencies are 5.20 and 4.10 GHZ, respectively [33].
The memory size is 128 GigaBytes (GB) of Random Access Memory (RAM).
The Graphics Processing Unit (GPU) is an NVIDIA GeForce RTX 3070 with 8
GB RAM and 64 GB Shared GPU usage [48]. The Operating System (0S) spec-
ification is Windows 11 Pro version 23H2 where we use Windows Subsystem
for Linux 2 (wsL2) with Ubuntu 22.04.4 LTS as the Linux distribution.

Applicability of Commercial Computer Hardware

The scientific developments in ML for the past years have led to increased
contributions from the open-source community. An anonymous employee at
Google wrote an internal memo, which later leaked to the public. This memo
concerns the company’s ability to compete with the open-source community
regarding high-performant Large Language Models (1.LM) in the future [51].
Companies could previously dominate this market because of the computer
hardware requirements for training Large Language Models (LLM). This hard-
ware often consists of clusters of computers, which are not commercially or
readily available to the open-source community. The developments that coun-
tered this imbalance can be summarized as follows: The leaking of Large
Language Model Meta AI (LLAMA), so the open-source community can oper-
ate with a state-of-the-art LLM [74, Touvron et al., 2023]. Weight quantization
of the model parameters such that the precision format of the weights is more
memory efficient (and less accurate), such as from 32-bit into 16-bit floating-
point weights [20, Dettmers et al., 2022]. The Low-Rank Adaptation (LORA)
technique for fine-tuning a pretrained model without fine-tuning the complete
set of weights [30, Hu et al. 2021]. Fine-tuning with smaller sets of quality
data decreases the overall time required for fine-tuning instead of using larger
quantities of data.

The experimentation in this thesis follows the notion of commercially viable
computer hardware for state-of-the-art ML. That is, we aim to provide results
that are reproducible by the open-source community on accessible computer
hardware. The results should give the reader an overview of which explain-
ability methods, datasets, and ML models apply to problems limited by this
hardware. Therefore, the experiments are restricted to execute as much as
possible on the GPU even though some experiments might fail due to resource
limitations. These limitations should be considered part of the findings.
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4.2 Methodology

This section describes the data and models that the XATI methods create an
explanation for, which the LPM then applies to propagate labels. We select
well-known datasets from previous applications in the ML field. This selection
strategy is preferable because understanding test case results is easier if the data
is familiar and frequently used in scientific publications. We prioritize image-
and textual (not tabular) data because of the problem statement regarding
propagating training data labels, which do not scale. This limitation is because
the XAT methods able to explain tabular data often require training data as a
parameter or at least a dataset representative of the feature distributions. The
methods use these tabular features to construct a per-column distribution to
sample data points around the explainee data point. Therefore, the experiments
do not include tabular data due to this prioritization. Additionally, we exclude
other data types (such as time series) since the Application Programming
Interface (API) of explainability methods restrict themselves to images, text,
and tabular data.

The experiments use Python as the programming language for executing the
test cases. Python possesses a well-supported ML infrastructure, and Alibi is
a Python package, so the programming language is a natural choice. We use
the Keras API [13, Chollet et al., 2015] with the TensorFlow framework as back-
ground for every ML purpose [5, Abadi et al., 2016]. There are some applications
of the Scikit-learn package [52, Pedregosa et al., 2011], though these are mini-
mal and primarily for utility purposes. The models are either pretrained and
publically available through the Keras application API or created and trained
with Keras. The experiment only uses models with a classification objective (as
opposed to regression) due to the nature of the selected data.

4.2.1 Datasets

The experiments consist of one dataset for image- and textual data. We employ
the ImageNet and Internet Movie Database (IMDDb) dataset for these data types,
respectively. The following sections describe these datasets.

Image Data - ImageNet

ImageNet is the dataset for the ImageNet Large Scale Visual Recognition
Challenge (1LSVRC) [7, Howard et al., 2018]. The challenge’s objective is object
detection and -classification. The uncompressed dataset size is 159 GB and
contains 1431167 images. The dataset is split into a training set of 1281167-,
a validation set of 50000-, and a test set of 100000 images. The description of
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the competition mentions a different validation- and test set for evaluating the
submissions to the challenge, and these sets are not the same as just mentioned.
The dataset contains manually annotated ground truth with bounding boxes
and identifiers for the objects in the images. The ground truth contains 1000
different object categories. Only the training set has associated ground truth;
therefore, we only consider these images for our experiments.

Relevance of ImageNet ImageNet is an annual and popular challenge in
the ML community. Numerous scientific publications created model architec-
tures tailored solely to perform well with this dataset. The motivation is that if
a model performs well with ImageNet, it might serve as a solid basis for other
applications in computer vision. Thus, ImageNet is the quintessential image
dataset for testing a model architecture’s capabilities. The black-box models
with a Neural Network (NN) constitute the winning category of the ILSVRC
leaderboard.

ImageNet Management and Preprocessing The Keras preprocessing
module manages the reading of images from storage into memory. We use
this dataset for the sole purpose of object classification. The preprocessing API
offers an image-dataset-from-directory utility procedure, which interprets the
dataset’s file structure into an image dataset with classification identifiers as
ground truth. The images are in Joint Photographic Experts Group (JPEG)
format, and the resolution varies, so every image is resized into 299 X 299 x 3
with bilinear interpolation and Red Green Blue (RGB) color channels. We chose
this resolution because it is compatible with the input shape of the model we
initially experimented with. Hence, despite differing input shape requirements,
we apply this image shape to every model in our experiments.

We instruct Keras to shuffle the data with a static seed of 42 for the reproducibil-
ity of the experiments. We normalize each pixel value of the images to values
between [0, 1]. These experiments only concern one explainee image, so the
image experiments do not provide extensive results regarding the variation of
the ImageNet dataset. Figure 3.2 from chapter 3.1 shows the explainee image
and the labeled pixels from the bounding boxes. The labels stems from the
Lattice-Based Access Control (LBAC) model in figure 2.7b from chapter 2.5. We
employ this image, labeled superpixels, and lattice for every image experiment.
We exploit the many readily available ImageNet models to experiment with
the XAI methods across several models.
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Textual Data - IMDb Review

The Internet Movie Database (IMDDb) Review dataset contains 50000 movie
reviews collected from the IMDb website [43, 3, Maas et al., 2011]. From now
on, we refer to this dataset as IMDb and the website as the IMDb website.
The ground truth for the data is whether the sample is a positive or negative
review. The dataset omits neutral reviews, i.e., reviews with ratings 5 and 6
out of 10 are not represented. There are 50% positive- and negative reviews,
and no more than 30 reviews concerning each movie.

Relevance of IMDb The authors of the dataset published the dataset as a
benchmark standard for future work in Natural Language Processing (NLP)
tasks. As of writing this thesis, the dataset paper is cited by 5700 related works
as reported by Google Scholar. Many of these works concern Deep Learning
(pL) techniques, specifically models based on the Transformer architecture
[78, Vaswani et al., 2017]. Hence, we consider this dataset as tried, tested, and
highly applicable to the experiments.

Preprocessing Reviews 1MDDb comes in Comma-Separated Values (CSV)
format and we use Pandas for handling the data [49, Reback et al., 2020] [79,
McKinney et al., 2010]. We split the 50000 reviews into 70% training set, 10%
validation set and 20% test set. These split fractions result from experimenta-
tion during development and have no inherent justification behind their choice.
We preprocess each review by the following steps in strict order:

1. Removing HyperText Markup Language (HTML) code.

2. Removing internet hyperlinks.

3. Setting letters from A through Z to lowercase.

4. Replacing whitespace characters with one space character.

5. Removing apostrophe characters.

6. Replacing any punctuation characters with one space character.

7. Removing any non-printable characters (such as characters with byte
values \0x93).

8. Replacing any continuous sequence of space characters with one space
character.
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Labeling Spoiler Review Sentences The reviews are labeled through
word-wise label assignment, and words receive the labels of the sentence they
occur in, as discussed in chapter 3.1. We use a subset of the lattice of labels in
figure 2.7b from chapter 2.5. There are two labels in this subset lattice referred
to as spoiler- and non-spoiler labels, replacing the confidential and public labels,
respectively. Hence, the keyword list consists of movie terms such that any
mention of a keyword applies a spoiler label to that sentence. The keywords
are generated in cooperation with GitHub Copilot [1]. The following lists the
keyword terms and categories applied for assigning spoiler labels to words in
the reviews:

Subjects: actor; actress, audience, character; critic, director, editor, fans, producer,
reader; reviewer, spectator, viewer, watcher;, writer.

Production: cut, editing, frame, screen, shot.
Audio: lyrics, rhythm, music, song, sound, soundtrack.

Directing: angle, atmosphere, credits, dialogue, line, location, quote, scene, script,
setting.

Miscellaneous: film, movie, cinema, title.

Sampling Reviews for Label Propagation We sample four reviews from
the test set for labeling and subsequent label propagation. The reviews are
chosen based on considerations regarding the model predictions. The consid-
erations concern the correctness- and confidence of the classification regarding
the reviews. We select one review from each of the four possible combinations
with these considerations, which are listed as follows:

* Correct classification and high confidence.

* Correct classification and low confidence.

* Wrong classification and high confidence.

* Wrong classification and low confidence.
The four explainee reviews are the polar extremes of their categories. The
selected sample from the category of wrong classifications with low confidence
is the misclassified review with the lowest confidence, and vice versa for the

other categories. The review selection applies one additional constraint: the
review must not exceed 475 words. The reason for this limitation stems from
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hardware. Reviews that are too long cause the explainability methods to
encounter an Out Of Memory (OOM) error in the GPU. The error occurs
from attempts to allocate memory upwards of 617 GB during the forward
pass of the model. Therefore, there are potential reviews with higher or lower
confidence than the ones selected for the experiments. The experiments are
limited to execution on GPU devices, so we do not attempt to execute any failed
experiments on alternative devices such as the CPU. Investigating whether the
errors stem from just the model or the explainability method is a subject of
future work. The limit of 475 words is not the exact boundary for when oom
errors transpire. However, this limit is the first, with no error originating from
explaining the predictions of the selected reviews.

4.2.2 Models

We experiment with a wide selection of pretrained models for ImageNet classi-
fiers. The experiment uses a Transformer classification model trained on IMDb
reviews for textual data. The following section describes the models.

Pretrained ImageNet Classifiers

We apply models available through the Keras Applications API for image clas-
sification [14, Keras Applications]. For ImageNet, these models are numerous,
and the experiments do not cover everyone in the repertoire. The selection
of models to experiment with is partially motivated by familiarity with the
models or the research papers proposing them. The unfamiliar models are
selected based on model-specific considerations we wish to cover. During the
discovery phase regarding related work for this thesis, we did not prioritize
exploring which models are the better candidates to explain with XAI. Thus,
the unfamiliar models part of this experimentation are tested with a modicum
of blind application. This means the resulting analysis might lack insight from
a complete understanding of the unfamiliar models and how they relate to the
ImageNet dataset. This section does not detail architectural specifics regarding
the models beyond listing their common points of consideration.

Model Selection We weigh which models are suitable for experimentation
with some high-level considerations. These considerations are meant to suffi-
ciently answer the second research question regarding changes in propagated
labels with different models. The goal is to provide a representative sample set
of ML models for image classification. The experiment results should contain
the following considerations:
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* Models from different families of architectures.
* Models that originate from earlier- and recent developments in ML.
* Models with few- and many parameters.

* Models of varying ImageNet accuracy.

Selected Models Table 4.1 list the models considered for the image experi-
ments [14, Keras Applications]. The first column states the model name, the
size in MegaBytes (MB), and the number of weight parameters in Millions (M).
The second column states the model’s classification and prediction confidence
of the selected explainee image (discussed in section 4.2.1) with correct clas-
sifications marked with v'. The third column states whether we prepended a
resizing layer to the model. The layer uses bilinear interpolation to resize from
299 X 299 X 3 to the resolution listed in the column. N/A in the third column
indicates the model does not need resizing because it is compatible with our
standard 299 x 299 x 3 ImageNet resolution, as discussed in section 4.2.1. The
fourth column lists the top-one and -five ImageNet validation set accuracies for
the model. Keras is ambiguous regarding whether the reported accuracies stem
from the ILSVRC’s submission validation set or the validation split of ImageNet’s
challenge dataset. Top k accuracy is the metric of how frequently the model’s
classifications contain the correct class in the first k predictions sorted from
high to low regarding the class-wise confidence. Therefore, a top-five accuracy
higher than a top-one is sensible. In the top-five accuracy, a model can make
four mispredictions and still count the prediction as accurate. N/A in the fourth
column indicates there is no entry for the model in the Keras documentation
even though the API makes the model available. We attempted to compute
these accuracies by using a validation split of the training set. However, the
resource restrictions proved an obstacle in computing these accuracies.

Initial Evaluation The second column in table 4.1 relates to the model clas-
sification of the explainee image in figure 3.2 from chapter 3.1. The explainee
image clearly does not represent the training data of some models. This is ap-
parent from the misclassifications for some of the models, e.g., EfficientNet-V2-S
misclassififies the Snow Leopard image as a Matchstick with a low confidence
of 1.07%. This misinterpretation holds across models from different families,
e.g., ResNet-RS-50 makes a similar mistake as EfficientNet-V2-S. The explainee
image only matches with the ResNet V2 and Inception models. These discrep-
ancies are not an intentional part of the experiment design, and this thesis does
not investigate this until its completion. The low performance is unproblematic
for creating explanations of the model predictions. However, we might lose the
connection to practical and realistic labeling for some models in the context of
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label propagation, as discussed in chapter 3.1.

We use 299 X 299 x 3 as the ImageNet resolution, though some models differ
in input shape due to their architecture. Hence, we prepend a resizing layer to
the model to bridge the shape inconsistencies. There is a correlative indication
between the models with a resizing layer and their misclassification of the
explainee image. Each model of the Inception family correctly classifies the
explainee as a Snow Leopard and does not resize the input image. However,
this reasoning is not complete enough to conclude that this resizing is the cause
of the misclassifications. As a counter-argument, each V2 variant of the ResNet
family successfully classifies the image and resizes from 299 x 299 X 3 into
244 x 244 x 3 resolution. Moreover, the misclassifications seem unrelated to an
increasing or decreasing target resize shape. Consider that EfficientNet-V2-S
and ResNet-RS-50 have similar mispredictions and an increased- and decreased
resizing from 299 X 299 X 3 into 384 X 384 X 3 and 244 X 244 x 3 input shapes,
respectively. Therefore, we consider the resizing layer as a valid alteration to
the pretrained models.

Consideration Summary The grouping in table 4.1 demonstrates the se-
lection consideration towards both inter- and intra-family variation of model
architectures. There are four different families as we consider them: Efficient-
Net, Inception, ResNet, and VGG16. From the citations in the table caption,
there are models spanning from 2015 to 2021. The model sizes range be-
tween 88 and 528 MB and the number of parameters range between 21.6 and
138 million. The accuracy ranges between 71.30% and 83.90% for the top-1
accuracy and from 90.10% to 97.50% for the top-5.

Transformer IMDDb Classifier

We use the Transformer architecture as part of the classifier model for the IMDb
reviews [78, Vaswani et al., 2017]. Figure 4.1 depicts the layer-wise composition
of the model. We use the Keras API for each of the specific layers. The text
vectorization layer tokenizes words into sequences of integer tokens. The
max-token parameter of the tokenization layer is set to 10000, and the output-
sequence-length is 256. The embedding layer vectorizes the integer tokens
from the text vectorization layer. The embedding input-dimension and output-
dimension parameters are set to 10000 and 256, respectively. The transformer
receives input from the flattened embedding output and performs the heaviest
part of the forward pass. Finally, the output Fully Connected Layer (FCL)
decides whether the review is positive or negative with two neurons based on
the transformer output.
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Model Name Classification | Resizing From | Top 1 & 5
Size & Parameters | & Confidence | 299 X 299 X 3 | Accuracy
EfficientNet-V2-S Matchstick 83.90% (1)
88 MB &21.6M | 1.07% 384 X384 %3 1 96 70% (5)
EfficientNet-V2-M Nematode 85.30% (1)
220 MB & 54.4M | 0.15% 480X 480X 3 1 o7 40% (5)
EfficientNet-V2-L Nematode 85.70% (1)
479 MB & 119.0 M | 0.19% 480 X480 X3 | o7 5006 (5)
Inception-ResNet-V2 | Snow Leopard N/A 80.30% (1)
215 MB & 55.9 M 89.12% v 95.30% (5)
Inception-V3 Snow Leopard N/A 77.90% (1)
92 MB & 23.9 M 84.02% v 93.70% (5)
Xception Snow Leopard N/A 79.00% (1)
88 MB & 22.9 M 75.44% 94.50% (5)
ResNet-50 Nematode 74.90% (1)
98 MB & 25.6 M | 13.07% 224X 224 X3 | 95 10% (5)
ResNet-50-V2 Snow Leopard 76.00% (1)
98 MB & 25.6 M 99.98% v/ 224 X224 X3 | 93 0% (5)
ResNet-RS-50 Matchstick
136 MB & 123.0M | 0.68% 224X 224 %3 N/A
ResNet-101 Cleaver 76.40% (1)
171 MB & 447 M | 6.75% 224 X224 X3 | 99 80% (5)
ResNet-101-V2 Snow Leopard 77.20% (1)
171 MB & 447 M | 99.89% 244 X 244X 3 | 93 8004 (5)
ResNet-RS-101 Matchstick
243 MB & 123.0M | 1.28% 244 X 244X 3 N/A
ResNet-152 Cleaver 76.60% (1)
232 MB & 60.4 M | 4.42% 244 X 244X 3 | 93 10% (5)
ResNet-152-V2 Snow Leopard 78.00% (1)
232 MB & 60.4M | 99.97% v/ 244 X 244 X3 1 94 20% (5)
ResNet-RS-152 Matchstick
331 MB & 123.0M | 10.05% 244X 244X 3 N/A
VGG16 Mosquito Net 71.30% (1)
528 MB & 138.4M | 5.87% 244 X 244 X3 | 90 10% (5)

Table 4.1: Lists an overview of pretrained ImageNet classification models. The second
column classification and confidence relates to the model prediction of the
image in figure 3.2 from chapter 3.1.
EfficientNet [70, Tan et al., 2021].
Inception ResNet [68, Szegedy et al., 2016].
Inception V3 [69, Szegedy et al., 2015].
Xception [15, Chollet, 2017].
Residual Network (ResNet) [28, He et al., 2016].
Visual Geometry Group 16 layers (VGG16) [62, Simonyan et al., 2015].
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Figure 4.1: Layers in the classification model for the IMDb Review dataset.

Transformer Parameters This section details the high-level parameters
for the transformer setup, though only briefly describes the transformer compo-
nents and how they relate to the IMDb model. Figure 4.2 depicts the encoder-
decoder architecture from the paper proposing the model, Attention is All you
Need. We implement the transformer with some modifications but base the
process on the paper. The transformer embeddings at the bottom of figure
4.2 are the embedding layer output in figure 4.1. The paper differs between
the two because of the sequence-to-sequence translation objective in their
paper, i.e., generating a Portuguese translation from an English input text.
These input-output embeddings are identical for the IMDb model because
the encoder output serves as a context for the decoder emphasize to classify
the review instead of generating new ones based on a different input. The
model uses the same positional encoding as the original work, except with
the parameter dpodel = 256. Transformers can consist of N encoders and M
decoders, but the paper (and figure 4.2) uses the same number of encoders
and decoders. Our model employs N = 2 for both encoders and decoders.
For Multi-Head Attention (MHA), the model transformer employs the same
number of heads h = 8. This number of heads implies the key-, value-, and
query FCL dimensions are dy = d, = dq = dmodel/h = 32, respectively. There
is a dropout layer applied to the following hidden outputs of the architecture
(with a dropout chance of 10%):

* After the sum of the positional encoding and the embedding (before
input to the encoder and decoder).

* After each the key-, value-, and query FCL for each MHA.
* After each Feed-Forward (FF) layer.
We use these same parameters in every MHA and FF layer for every encoder and

decoder. The transformer implementation for this experiment is repurposed
from a guide reproducing the transformer application in the original paper
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using Keras [24]. The transformer parameters result from experimentation
to find the ones achieving the highest accuracy with the IMDb dataset. The
presented parameters are those found during experimentation with the highest
accuracy.

The transformer implementation contains one significant alteration, which
must be mentioned. We discovered the transformer encoders and decoders
from the Keras API are CPU bound during training. After reimplementing the
transformer from the previously mentioned guide, we found the cPU bound
component. This component is the decoder’s first MHA layer, and the reason
is the causal masking. This high usage of the CcPU implies these operations
are either incompatible- or not implemented on GPU. This implication might
concern GPUSs in general or just this exact hardware, though exploring this
avenue is out-of-scope for this thesis. The model still manages to attain high
accuracy (and the training executes on the GPU) when removing the causal
masking step from the decoder’s first MHA. We use a regular MHA instead
of the masked MHA due to the CPU resource bottleneck. Thus, the model
remains applicable to experimentation with label propagation but should not
be considered a proper transformer.

Model Training The training of the IMDb model lasts for no more than
10 epochs. The training stops early if the model converges to a set of weights
such that the training set accuracy is 95% or more. This low limit of epochs
and early stop rule is to avoid overfitting to the training data. The training
process employs Adaptive Momentum Estimation (ADAM) as the optimization
technique [36, Kingma et al., 2017], and the loss function is Cross Entropy from
equation 2.6, as discussed in chapter 2.2.2. Figure 2.4 from chapter 2.2.2 plots
the accuracy and loss of the training- and validation set during training of the
IMDb model. This figure shows the model spent six epochs before converging
to the training accuracy threshold of 95%. There are indications of overfitting
where the validation accuracy and -loss diverge from the training set. However,
this might be an artifact of early training, where more epochs could show an
accuracy increase and loss decrease.

Figure 4.3 demonstrates the performance of the model after training. The
performance is in the form of confusion matrices for the training-, validation-,
test-, and full IMDb dataset. The columns state the number of negative (Neg)
and positive (Pos) predictions, while the rows relate to the ground truth. The
diagonal indicates the number of matching predictions and ground truths. The
bottom row of the matrices are the total predictions, and the right-most column
contains the total number of data points from each class. The bottom right-most
element in each matrix is the total number of data points for that dataset. The
classification accuracies of each dataset split is stated in the matrix title. The
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Figure 4.2: The Transformer encoder-decoder architecture [78, Vaswani et al., 2017].
The figure reads best in down-up order.

model compares in the lower range of other IMDb sentiment review classifiers
but manages to beat some models with the test accuracy of 86.64% [16].

4.3 Image Experimentation

The image test cases in this section are a subset of the executed experiments.
See appendix B for a full list of the results. We demonstrate the more inter-
esting cases and highlight variations in the results. The cases compare the
restrictiveness of the propagated labels when applicable. There are some ex-
plainability methods that fail and the actions of the LPM in these cases are
also described.
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Transformer Model Confusion Matrix
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Figure 4.3: The model classification accuracy of the various splits of the IMDD reviews
in the form of confusion matrices.

Neg

Table 4.2 shows an overview of the experiment ImageNet models and the
outcome of the experiment with the explainability methods. The overview
shows that the InceptionV3 and ResNet50V2 models are the only two that succeed
in finding explanations for every XAI methods. There are more cases that fail to
create explanations, or encounter an error, than those who succeed with each
method. We compare these failing cases with the Xception and EfficientNetV2S.
Xception is an interesting case to study due to the similar architecture of
Inception, which succeeds in creating explanations. EfficientNetV2S is of a
different architectural family than Xception, so this serves as a case for dissimilar
architecture that also fail at some experiments.

Image Test Case Structure The test case sections briefly re-state the
model specifics from table 4.1. Each test result consists of two figures visualizing
the explanations created by the XAI methods: Anchor, IG and LIME. These
explainability methods are used to explain the model prediction of the image
in figure 4.4 with the corresponding lattice of labels from figure 2.7b in chapter
2.5. The LPM requires a way to assess the faithfulness of the explanations
because they are central to the label propagation. Therefore, the first figure
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| Model | Anchor | 1G | LIME |
EfficientNetV2S X OOM Vv
EfficientNetV2M X OOM v
EfficientNetV2L X OOM v
InceptionResNetV2 X OoOoM v
InceptionV3 v v v
Xception X OOM v
ResNet50 v OOM v
ResNet50V2 v v Vv
ResNetRS50 X OOM v
ResNet101 v OOM Vv
ResNet101V2 X OOM V4
ResNetRS101 Vv OOM Vv
ResNet152 v OOM v
ResNet152V2 X OOM v
ResNetRS152 v OOM v
VGG16 v [ x] vV

Table 4.2: An overview of each ImageNet model result with the XAI methods for our
hardware setup. v'and X indicates the model succeeded or failed in finding
an explanation. The models that failed due to an Out Of Memory (OOM)
error are marked with oom.
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Figure 4.4: The ImageNet sample for experimentation with explainability methods
and various models.

contains the results from classifying the pertinent features in the explanations,
and the second from classifying the non-pertinent features. We refer to the
classification of the important- and non-important features in the explanation
as a classification of the explanation and classification of the inverse explanation,
respectively. The classification of the explanation classifies only the important
pixels of the image, with zero pixels otherwise. The classification of the inverse
explanation zeroes every pixel important according to the explanation and
classifies the remaining image. The titles in the figures state the XAI methods,
the classification, and the confidence of predicting the (non-)pertinent features
of the explanations. Additionally, each test result contains a table with an
overview of the propagated labels for each XAI method regarding the visualized
explanations. The cases evaluate each XAI explanation and comment whether
the method succeeds or fails to create a faithful explanation for the prediction.
We do not provide an elaboration on the methods that encounter errors beyond
stating when the errors occur. These errors mostly relates to a common OOM
error in the GPU
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4.3.1 Inception-V3

Inception-V3 [69, Szegedy et al., 2015] consists of 23.9 million weights with
a size of 92 MB. The model performs no resizing of the input image because
the input shape of the architecture coincides with our ImageNet resolution of
299 % 299 x 3. The model correctly classifies the explainee image in figure 4.4
as a Snow Leopard with 84.02% confidence. The top-1 and top-5 accuracies
are 77.90% and 93.70%, respectively. Figure 4.5a visualizes the explanations
from the explainability methods and each explanation classification. Figure
4.5b demonstrates the classification of the inverse explanations.

Anchor (left figure) succeeds at finding a set of feature conditions with enough
coverage, as discussed in chapter 2.4.2. The model classifies the anchor as a
Geyser with 22.87% confidence. The model classifies the inverse explanation as
a Snow Leopard with 13.85% confidence. The classification of the explanation
changes from correct Snow Leopard with 84.02% confidence to wrong Geyser
with 22.87% confidence. From the inverse classification, removing the impor-
tant features from the image causes a drop from 84.02% to 13.85% confidence,
which is a good indication of the faithfulness of the explanation.

1G (middle figure) successfully explains the prediction of the image. The
model classifies the feature attributions in the explanation as a Snow Leopard
with 69.86% confidence. The model classifies the inverse explanation as a
Shovel with 16.82% confidence. The classification of the explanation gets the
same outcome as the full image, with some drop in confidence from 84.02%
to 69.86%. The classification of the inverse explanation demonstrates the
importance of the attributed features. From the full image classification to
the inverse classification, the model confidence drops from 84.02% to 16.82%.
Hence, this explanation faithfully captures the features necessary for the model
prediction of the full image.

LIME (right figure) successfully creates an explanation for the explainee image.
The model classifies the explanation as a Jellyfish with 84.49% confidence.
The model classifies the inverse explanation as a Snow Leopard with 47.54%
confidence. The classification of the explanation changes from Snow Leopard to
Jellyfish with confidences 84.02% and 84.49%, respectively. The classification
of the inverse explanation maintains the full image classification of Snow
Leopard with drop from 84.02% and 47.54% confidence. This is similar to the
classifications of Anchor. The explanation itself is not enough for the model to
make the same prediction, but the absence of the pixels lower the confidence
while maintaining the class.
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InceptionV3
Anchor Integrated Gradients LIME
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(@) The explanations from Anchor, IG, and LIME for the Inception-V3 model prediction of the
explainee image in figure 4.4.
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(b) The classification of the inverse explanations from Anchor, 1G, and LIME for the Inception-V3
model.
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Inception-V3
Explainability . . . Most Restrictive
Method Public | Confidential | Secret | Top-Secret Label
Anchor v v X v Top-Secret
Integrated Gradients v v v v Top-Secret
LIME v v v v Top-Secret

Table 4.3: The propagated labels per explainability method for the model. v/indicates
the label propagated to the model output, X indicates the label did not
propagate, and N/A indicates an error with XAI method. The right-most
column contains the most restrictive propagated label.

Label Propagation Table 4.3 lists the resulting label propagation for the
model prediction with each of the explainability methods. The LPM using
Anchor propagates every label, except the Secret label, and thus, the most
restrictive label is Top-Secret. The LPM using IG propagates every label because
the explanation contains at least one pixel from each labeled bounding box
from figure 4.4. The LPM using LIME propagates every label to the output
since the important pixels in the explanation are in each labeled bounding
box.

This test case shows an all-over strict label propagation in terms of label
restrictiveness, as discussed in chapter 3.2. The most restrictive label of each
propagated set of labels is the highest in the lattice, i.e., Top-Secret. Without
considering the lattice and simply which labels the LPMs propagated, Anchor
is the only method showing some form of relaxation.

4.3.2 ResNet-50-V2

ResNet-50-V2 [28, He et al., 2016] consists of 25.6 million weights with a size of
98 MB. The model resizes the input image from 299299 X 3 into 224X 224X 3
resolution. The model correctly classifies the explainee image in figure 4.4 as
a Snow Leopard with 99.98% confidence. The top-1 and top-5 accuracies are
76.00% and 93.00%, respectively. Figure 4.6a visualizes the explanations from
the explainability methods and each explanation classification. Figure 4.6b
demonstrates the classification of the inverse explanations.

Anchor (left figure) succeeds at finding a set of feature conditions with enough
coverage, as discussed in chapter 2.4.2. The model classifies the anchor as a
Conch with 89.04% confidence. The model classifies the inverse explanation as
a Snow Leopard with 99.99% confidence. Like Inception-V3, the classification
of the explanation changes from correct to wrong. From visual inspection, the
explanation indicates the model prediction focuses at the fur-patterns on the
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back. However, the inverse classification increases the model confidence of
Snow Leopard from 99.98% to 99.99%. Anchor does not seem to have found a
faithful explanation for the model prediction of the explainee image.

IG (middle figure) succeeds at explaining the prediction of the image. The
model classifies the feature attributions in the explanation as a Bubble with
38.59% confidence. The model classifies the inverse explanation as a Snow
Leopard with 96.65% confidence. The classification of the attributed features
changes from Snow Leopard to Bubble with confidences 84.02% and 38.59%,
respectively. The classification of the inverse explanation remains the same
as the full image with similar confidence. The feature attributions in this
explanation is more sparse than IG with InceptionV3 in figure 4.5a, and lacks
the same faithfulness.

LIME (right figure) successfully creates an explanation for the explainee image.
The model classifies the explanation as a Jellyfish with 72.85% confidence.
The model classifies the inverse explanation as a Snow Leopard with 69.61%
confidence. The classification of the explanation changes from Snow Leopard to
Jellyfish with confidences 84.02% and 72.85%, respectively. The classification
of the inverse explanation maintains the full image classification of Snow
Leopard with drop from 84.02% and 69.61% confidence. The reactions of the
Inception-V3 and ResNet-50-V2 models regarding the explanations from LIME
appear similar, even though the explanations differ in which features they
emphasize.

Label Propagation Table 4.4 lists the resulting label propagation for the
model prediction with each of the explainability methods. The LPM using An-
chor propagates only the Public label. As with the Inception-V3, the LPM using
IG propagates every label model, even though the explanation is more sparse
regarding the features in the explanation. The LPM using LIME propagates
every label to the output, as seen in the previous experiment.

The label restrictiveness for the Inception-V3 and ResNet-50-V2 models are
identical regarding the XAI methods IG and LIME. The restrictiveness of
the propagated labels for this model using Anchor is the polar-opposite of
Inception-V3, i.e., Public and Top-Secret. Therefore, the LPM using Anchor
again demonstrates the most relaxed label propagation compared between
models and methods.
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(@) The explanations from Anchor, IG, and LIME for the ResNet-50-V2 model prediction of the
explainee image in figure 4.4.
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ResNet50V2 - Inverse
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Snow Leopard (99.99%$now Leopard (96.65%pnow Leopard (69.61%)

(b) The classification of the inverse explanations from Anchor, 1G, and LIME for the ResNet-50-

V2 model.
ResNet-50-V2
Explainability . . . Most Restrictive
Method Public | Confidential | Secret | Top-Secret Label
Anchor v X X X Public
Integrated Gradients v v v v Top-Secret
LIME v v v v Top-Secret

Table 4.4: The propagated labels per explainability method for the model. v/indicates
the label propagated to the model output, X indicates the label did not
propagate, and N/A indicates an error with XAI method. The right-most
column contains the most restrictive propagated label.
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4.3.3 Xception

Xception [15, Chollet, 2017] consists of 22.9 million weights with a size of 88
MB. The model performs no resizing of the input image because the input
shape of the architecture coincides with our ImageNet resolution of 299 X
299 X 3. The model correctly classifies the explainee image in figure 4.4 as
a Snow Leopard with 75.44% confidence. The top-1 and top-5 accuracies are
79.00% and 94.50%, respectively. Figure 4.7a visualizes the explanations from
the explainability methods and each explanation classification. Figure 4.7b
demonstrates the classification of the inverse explanations.

Anchor (left figure) fails at finding a set of feature conditions with enough
coverage, as discussed in chapter 2.4.2. The resulting explanation contains
only black pixels. We distinguish between failure to explain and run-time
errors during explanation, though both leave the LPM without an explanation
to leverage for label propagation. The model classifies the black explanation
pixels as Nematode with 2.29% confidence. Thus, the inverse explanation is
equivalent to the full image, which the model classifies as a Snow Leopard with
75.44% confidence.

IG (middle figure) encounters an OOM error during execution, and therefore,
is blacked out without a classification of the explanation.

LIME (right figure) successfully creates an explanation for the explainee image.
The model classifies the explanation as a Missile with 12.69% confidence.
The model classifies the inverse explanation as an English Setter with 7.28%
confidence. This coincides with the previous observations with the explanations
from LIME, except for the inverse classification. In this case, the classification
of the inverse LIME explanation overturns the prediction class, as seen with
Anchor in the previous experiments. The inverse classification changes from
Snow Leopard to English Setter with 75.44% and 7.28% confidence, respectively.
The overall reasoning is still the same, i.e., the explanation alone is not enough,
but the features present in the explanation impact the output.

Label Propagation Table 4.6 lists the resulting label propagation for the
model prediction with each of the explainability methods. The LPM using
Anchor propagates the Top-Secret label because of the lack of explanation
regarding the model prediction. The motivation behind this choice is that
without a successful explanation the LPM must decide without information
regarding the decision of the model. This is a conservative choice that is to
ensure no restriction policy is violated by a more relaxed propagation policy,
and by no means the correct choice for every application. The propagated
label for 1G is the same as Anchor for the same reasons. The LPM using LIME
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Xception
Anchor Integrated Gradients LIME
Nematode (2.29%) Error Missile (12.69%)

(@) The explanations from Anchor, IG, and LIME for the Xception model prediction of the
explainee image in figure 4.4.

Xception - Inverse
Anchor Integrated Gradients LIME
Snow Leopard (75.44%) Error English Setter (7.28%)

(b) The classification of the inverse explanations from Anchor, 1G, and LIME for the Xception
model.
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Xception
Explainability . . . Most Restrictive
Method Public | Confidential | Secret | Top-Secret Label
Anchor X X X X Top-Secret
Integrated Gradients | N/A N/A N/A N/A Top-Secret
LIME v v v v Top-Secret

Table 4.5: The propagated labels per explainability method for the model. v/indicates
the label propagated to the model output, X indicates the label did not
propagate, and N/A indicates an error with XAI method. The right-most
column contains the most restrictive propagated label.

propagates the every label since there are important features in the explanation
from each of the labeled bounding boxes in figure 4.4. We skip evaluation of
the label restrictiveness, as this test case does not contain enough successful
label propagations for comparison.

4.3.4 EfficientNet-V2-S

EfficientNet-V2-S [70, Tan et al., 2021] consists of 21.6 million weights with a
size of 88 MB. The model resizes the input image from 299 X 299 X 3 into
384 x 384 x 3 resolution. The model misclassifies the explainee image in figure
4.4 as a Matchstick with 1.07% confidence. The top-1 and top-5 accuracies are
83.90% and 96.70%, respectively. Figure 4.8a visualizes the explanations from
the explainability methods and each explanation classification. Figure 4.8b
demonstrates the classification of the inverse explanations.

Anchor (left figure) fails to create an explanation, as with Xception. The model
classifies the black explanation pixels as Nematode with 0.15% confidence. The
classification of the inverse explanation is equivalent to the classification of the
full image.

IG (middle figure) encounters an OOM error during execution.

LIME (right figure) successfully creates an explanation for the explainee image.
The model classifies the explanation as a Matchstick with 1.18% confidence.
This Matchstick classification is consistent with the classification of the full
image with a small increase in confidence from 1.07% to 1.18%. This increase
is an indication that the explanation might be faithful to the decision-making
of the model. However, the classification of the inverse explanation is also
Matchstick with a higher confidence of 1.35%, so the explanation seems to
contradict itself. The pixels in the explanation is a reasonable emphasis for
what could be a Snow Leopard. The classification is still wrong, so we do not
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EfficientNetV2S
Anchor Integrated Gradients LIME
Nematode (0.15%) Error Matchstick (1.18%)

(@) The explanations from Anchor, 1G, and LIME for the EfficientNet-V2-S model prediction of
the explainee image in figure 4.4.

EfficientNetV2S - Inverse
Anchor Integrated Gradients LIME
Matchstick (1.07%) Error Matchstick (1.35%)

(b) The classification of the inverse explanations from Anchor, IG, and LIME for the EfficientNet-
V2-S model.

comment further on the explanation from visual evaluation.

Label Propagation Table 4.6 lists the resulting label propagation for the
model prediction with each of the explainability methods. The LPM using
Anchor propagates the Top-Secret label due to the lack of an explanation, and
similarly for 1G. The LPM using LIME propagates the every label because of the
important pixels in the explanation. For this test case, the label restrictiveness
evaluation is omitted.
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EfficientNet-V2-S
Explainability . . . Most Restrictive
Method Public | Confidential | Secret | Top-Secret Label
Anchor X X X X Top-Secret
Integrated Gradients | N/A N/A N/A N/A Top-Secret
LIME v v v v Top-Secret

Table 4.6: The propagated labels per explainability method for the EfficientNet-V2-S
model. v'indicates the label propagated to the model output, X indicates
the label did not propagate, and N/A indicates an error with XAI method.
The right-most column contains the most restrictive propagated label.

4.3.5 Image Experiment Evaluation

The LPMs employing Anchor are the least restrictive for the image experi-
ments. The Anchor explanations contain features that highly impact the model
prediction when removed, though Anchor is not the only method with this
property. LIME manages to consistently and reliably create explanations for
the image. Removing the features in LIME explanations tend to impact the
classification, though not in the same relative consistency as Anchor. See ap-
pendix B for the overall impact from explanations of LIME. IG offers far more
precise explanations than any of the other two. This precision demonstrates
how model-specific XAI methods can provide more informative explanations
than black-box explanations. However, only 3 out of 16 models could be ex-
plained without an OOM error on our experiment computer hardware, and the
resulting label propagation is strict. The two cases IG manages to create an
explanation for are shown above. The third model is VGG16 and IG produces
a black pixel explanation, as seen previously with Anchor.

Anchor tends to be slower to create explanations than LIME and IG spend-
ing around 1 minute on average to explain the image, regardless of which
model. This relative slowness is likely because of the search complexity for
the algorithm. LIME trains a linear model based on local image samples. 1G
integrates over gradients for images between the baseline image and the ex-
plainee image. Both LIME and IG spend between 15 to 30 seconds creating
their explanations.

Anchor holds a significant track-record of not finding a set of feature constraints
to serve as an explanation, which is visible in table 4.2. This relates more to the
explainee image and the model size than it does with the experiment hardware.
One possible reason might be that the high-dimensional prediction surface
around the image is very rough such that the sampled set of perturbations does
not provide enough coverage for the Anchor’s confidence threshold parameter.
This complication is due to a combination of the data point sampled for
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explanation and the number of parameters in the model. The more parameters a
model consists of the more non-linear a decision-boundary potentially becomes.
An interesting point of future exploration is whether relaxing the confidence
threshold of Anchor produces explanations for the models who failed in this
experiment.

The high-level take-aways are that the label propagation differs depending on
the parameters considered by the LPM. The XAl methods emphasize important
features in various fashion. The complexity of the model influence the XATI’s
ability to create meaningful explanations. Exploring the faithfulness of the
explanations is crucial for applications of label propagation because of how
heavily the LPM depend on the explanations.

4.4 Text Experimentation

This section concerns four IMDb reviews. The reviews are labeled per-word
depending on which sentence they occur in. The sentences are labeled with
spoiler- and non-spoiler labels from a lattice similar to the one in figure 2.7b.
These experiments use LIME and Anchor (not IG) to explain the model pre-
diction of the reviews as positive versus negative. The classifier model is the
transformer model described in section 4.2.2. We present the results for each
of the reviews with both LIME and Anchor guiding the LPM to propagate the
labels.

Text Test Case Structure The reviews are correctly or wrongly classified
with high or low confidence. The cases present the reviews as figures of text
where the labels are shown by the colors red (for spoiler) and green (for
non-spoiler). Each case describes the model prediction of the review and then
details the explanations from the explainability methods.

The explanations from LIME consists of positional words and contribution
weights for the classification. LIME includes every word in the explanation
unless somehow filtered, as discussed in chapter 3.3.1. These experiments select
only the top-n words with the highest contribution weights. We chose n = %wr
where w, is the number of words in the review. Hence, each explanation from
LIME contains no more than a quarter of the words present in the review.
The explanations from Anchor consists of words anywhere in the input that
sufficiently ensures a model prediction similar to that of the full review. Anchor

does not exhibit weights for the words.

We experiment with replacing the words in the reviews with UNK words
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4 Spoiler- and 11 Non-spoiler Sentences

I sat down through 2 hours of pure boredom. I look here on IMDB even
though it is not high on the list it is in the top 250. I was a little surpised.
Even though, yes. I am very impressed with Robin and Matt’s acting abilities
they still didn’t save the movie. I'm not sure what I really didn’t like about
the movie. Maybe its because I dispise math. Maybe I'm not too much for
dreary talking for 2 hours. Even though I loved American Beauty, but that
was it. I just want my 2 hours back. It was a big waste of my time. If I'm
missing something in this movie please e-mail me. I am curious why this is
on the top 250. And don’t say because it was a good movie. 2/10.

Figure 4.9: A negative review classified as negative with 100.00% Confidence.

and classifying the new reviews to observe the change in model prediction. We
replace with UNK instead of removing because the XAI methods use this replace-
ment procedure during sampling of perturbations to create the explanations.
Finally, we discuss the propagated labels for the reviews and the explainability
methods.

4.4.1 Correct Classification & High Confidence

Figure 4.9 shows the review with correct classification and highest confidence.
The sample is a negative review that is classified as negative with 100% confi-
dence. The review consists of 138 words.

Anchor For this review, the Anchor explanation consists of the word “waste”.
The label of the word comes from the sentence “It was a big waste of my time.”,
which is a non-spoiler sentence. The following paragraph contains the review
with the explanation word annotated in gray:

i sat down through 2 hours of pure boredom i look here on imdb even though it is
not high on the list it is in the top 250 i was a little surpised even though yes i am
very impressed with robin and matts acting abilities they still didnt save the
movie im not sure what i really didnt like about the movie maybe its because i
dispise math maybe im not too much for dreary talking for 2 hours even though i
loved american beauty but that was it i just want my 2 hours back it was a big
waste of my time if im missing something in this movie please e mail me i am
curious why this is on the top 250 and dont say because it was a good movie 2 10

The following states the model classifications when replacing “waste” with
UNK and only classifying the explanation:



4.4 [/ TEXT EXPERIMENTATION 75

Prediction of the review without the Anchor words:
Negative review predicted as negative with confidence 99.95%.
Prediction of only the Anchor words:

Negative review predicted as negative with confidence 99.44%.

The review is negative and classified as negative with 100% confidence. The
replacement of the important word causes a 0.05% drop in confidence without
affecting the model classification. The classification of only “waste” intuitively
indicates the model associates the word “waste” negatively. The low impact
of the replacement indicates the prediction is based on other words than the
sole Anchor word. Hence, the most restrictive propagated output label for this
review is non-spoiler.

LIME Table 4.7 lists the explanation of LIME with the top-34 words from the
explanation. The explanation contains 34 words because the review contains
138 words and 34 is a quarter of the review. The words are sorted by highest
absolute contribution weights. The third column contains the positional words
in the review that are important for the model prediction. The fourth column
states the labels of the words as they correspond to the review in figure 4.9. The
following paragraph contains the review with the explanation words annotated
in gray:

i sat down through 2 hours of |pure boredom ilook here on imdb even
though |it is not high on the list it is in the top 250 i was a little surpised
even though yes i am very impressed with robin and matts acting abilities

they still didnt 'save the movie im not sure what i really didnt like about
the movie maybe its because i dispise math imaybe im not too much for

dreary talking for 2 hours even though i loved american beauty but that
was it ijust want my 2 hours back it was a big waste of my time if
im missing something in this movie please e mail me i am curious why

this is on the top |250 and dont say because it was a good movie 2 10

The following states the model classifications when replacing the words with
UNKs and classifying the explanation:

Prediction of the review without the LIME words:
Negative review predicted as positive with confidence 62.20%.
Prediction of only the LIME words:

Negative review predicted as negative with confidence 99.91%.

The review is negative and classified as negative with 100% confidence. The
replacement of each important words causes a shift in the model classification
from negative to positive with 100.00% and 62.20% confidence, respectively.
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The impact of the words is likely due to the number of words in the explanation,
as opposed to Anchor above. The classification of only the words maintains the
negative classification with a close confidence to the original output. The input
text for the explanation words is orderer with the most to least influential words
as they appear in table 4.7. This input includes the words once despite the
multiple positional occurrences listed in column three. The shift in classification
when replacing the words, and the high confidence of just the explanation
words, indicate the explanation is faithful to the decision of the model. The
positional occurrences appears to include every occurence in the text. Consider
rows 18,27 and 31 with words “it”, “2” and “a”, these occur multiple times in the
review and each one is a part of the annotated review above. The explanation
contains 23 words that are labeled non-spoiler and 11 spoiler words: save, maybe,
250, though, mail, much, dont, movie, still, down, and curious. Thus, the most
restrictive propagated output label for this review is spoiler.
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Correct Classification & High Confidence: LIME

Coflltlfi}lifli:on Words < 34 Weight Positions | Label

1 boredom | 0.083958 [8] | Non-Spoiler
2 waste | 0.068526 [102] | Non-Spoiler
3 save | 0.038567 [50] | Spoiler

4 sat | 0.037744 [1] | Non-Spoiler
5 loved | —0.033068 [84] | Non-Spoiler
6 impressed | —0.027901 [40] | Non-Spoiler
7 even | 0.025654 [14,34,81] | Non-Spoiler
8 dreary | 0.023308 [76] | Non-Spoiler
9 hours | 0.017068 [5,80,96] | Non-Spoiler
10 maybe | 0.016447 [64,70] | Spoiler

11 through | 0.015972 [3] | Non-Spoiler
12 beauty | —0.015897 [86] | Non-Spoiler
13 pure 0.01581 [7] | Non-Spoiler
14 250 | —0.01568 [28,126] | Spoiler

15 why | 0.015337 [120] | Non-Spoiler
16 though | —0.014721 [15,35,82] | Spoiler

17 not 0.011861 [18,54,72] | Non-Spoiler
18 it | —0.011433 | [16,23,90,98,131] | Non-Spoiler
19 mail | 0.011193 [115] | Spoiler

20 big | 0.009922 [101] | Non-Spoiler
21 much | 0.009154 [74] | Spoiler

22 good | —0.009107 [134] | Non-Spoiler
23 missing | 0.009085 [108] | Non-Spoiler
24 my | —0.008547 [94,104] | Non-Spoiler
25 was 0.008001 [30,89,99,132] | Non-Spoiler
26 dont | 0.007473 [128] | Spoiler

27 2 | —0.007444 [4,79,95,136] | Non-Spoiler
28 movie 0.007304 [52,63,112,135] | Spoiler

29 sure | —0.007151 [55] | Non-Spoiler
30 still | —0.006612 [48] | Spoiler

31 a | —0.006158 [31,100,133] | Non-Spoiler
32 down | —-0.00607 [2] | Spoiler

33 and | —0.00587 [43,127] | Non-Spoiler
34 curious | —0.005409 [119] | Spoiler

Table 4.7: LIME’s explanation for the review in figure 4.9 with top-34 words as filter.
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3 Spoiler- and 2 Non-spoiler Sentences

Stodgy drama starring pat obrien as a washed up reporter who turns up at
his ex bosss house to ask for money to fund his sons operation only to find
him dead on the floor. Since obrien knows the identity of the culprit he
offers to take the rap in return for the money he needs. A decent premise is
wasted on a film that pretends it has surprises twists and turns even though
it really doesnt. Performances are rotten across the board the movie dresses
itself up as a hard boiled american noir but the mix of dodgy accents doesnt
work story is hardly gripping. And it contains possibly the least attractive
screen kiss of all time.

Figure 4.10: A negative review classified as negative with 50.04% confidence.

4.4.2 Correct Classification & Low Confidence

Figure 4.10 shows the review with correct classification and lowest confidence.
The sample is a negative review that is classified as negative with 50.04%
confidence. The review consists of 120 words.

Anchor For this review, the Anchor explanation consists of the words in
table 4.8. The first column lists the words required for the classification to
match with the original review. The labels of the explanation words are listed
in the second column. The following paragraph contains the review with the
explanation words annotated in gray:

stodgy drama starring pat obrien as a washed up reporter who turns up at
his ex bosss house to ask for money to fund his sons operation only to find him

dead on the floor since obrien knows the identity of the culprit he offers to take
the rap in return for the money he needs a decent premise is wasted on a film
that pretends it has surprises twists and turns even though it really doesnt
performances are rotten  across the board the movie dresses itself up as a hard
boiled american noir but the mix of dodgy accents doesnt work and the story is
hardly gripping and it contains possibly the least attractive screen kiss of all
time

The following states the model classifications when replacing words with UNK
and only classifying the explanation:

Prediction of the review without the Anchor words:
Negative review predicted as positive with confidence 98.18%.
Prediction of only the Anchor words:

Negative review predicted as negative with confidence 98.81%.
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Correct Classification & Low Confidence: Anchor
Word | Label
wasted | Spoiler
pretends | Spoiler
obrien | Non-Spoiler
fund | Non-Spoiler
hardly | Spoiler
rotten | Spoiler
obrien | Non-Spoiler
operation | Non-Spoiler
washed | Non-Spoiler
contains | Spoiler
across | Spoiler
reporter | Non-Spoiler

Table 4.8: Anchor’s explanation for the review in figure 4.10.

The review is negative and classified negative with 50.04% confidence. The
replacement of the important words overturns the classification from a correct
to wrong classification with high confidence of 98.18%. Like the previous exam-
ple, the classification of only the Anchor words indicates the model associates
the words negatively. The impact of the replacement indicates the explanation
is faithful to the model prediction because the correct classification is main-
tained and the confidence increases from 50.04% to 98.81%. The explanation
contains 6 words that are labeled non-spoiler and 6 spoiler words: The most
restrictive propagated output label for this review is spoiler from the labels in
table 4.8.

LIME The explanation tables of LIME are found in the appendix for the fol-
lowing sections. While the explanations are verbose and offer rich information,
they quickly become repetitive and we omit placing them here when refer-
encing them. Table C.2 lists the explanation of LIME with the top-30 words
from the explanation. The following paragraph contains the review with the
explanation words annotated in gray:

stodgy | drama |starring pat obrien as a washed up |reporter who turns
up at his ex bosss house to ask for ‘'money to fund his sons operation only to
find him dead on the floor since (obrien knows the 'identity of the culprit he
offers to take the [rap in return for the [money he needs a decent premise is
wasted on a film that pretends it has surprises twists and turns even
though it really doesnt performances are rotten across the board the movie
dresses itself ‘up as a hard boiled american noir but the mix of dodgy
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3 Spoiler- and 3 Non-spoiler Sentences

A sequel to angels with dirty faces in name only the angels wash their faces
suffers somewhat from the usual shenanigans of the dead end kids. As a
matter of fact with the presence of the dead end kids and ann sheridan
this should have been treated as an actual sequel to angels with dirty faces
at least for continuitys sake. Speaking of ann sheridan she is the one true
shining light of this movie. To paraphrase a cliché ann sheridan could read
from a phone book for two hours and i would buy the dvd another virtue
of this movie is the chemistry between ann sheridan and ronald reagan.
Unfortunately this aspect of the film is kept too far in the background. For a
better example of the sheridan reagan duo i would recommend juke girl or
kings row.

Figure 4.11: A positive review classified as negative with 99.94% confidence.

accents doesnt work and the story is hardly gripping and it contains
possibly the least attractive screen kiss of all time

The following states the model classifications when replacing the words with
UNKs and classifying the explanation:

Prediction of the review without the LIME words:
Negative review predicted as positive with confidence 84.30%.
Prediction of only the LIME words:

Negative review predicted as negative with confidence 63.22%.

The review is negative and classified negative with 50.04% confidence. The re-
placement shifts the model classification from negative to positive with 50.04%
and 84.30% confidence, respectively. The classification of only the words main-
tains the negative classification with an increased confidence. These results
indicate the explanation is faithful, as with the previous example of LIME. The
explanation contains 12 words that are labeled non-spoiler and 18 spoiler words.
The most restrictive propagated output label for this review is spoiler.

4.4.3 Wrong Classification & High Confidence
Figure 4.11 shows the review with wrong classification and highest confidence.

The sample is a positive review that is classified as negative with 99.94%
confidence. The review consists of 140 words.
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Anchor For this review, the Anchor explanation consists of the words “unfortunately”
and “suffers”. The labels of the words are spoiler and non-spoiler, respectively.

The following paragraph contains the review with the explanation words an-
notated in gray:

a sequel to angels with dirty faces in name only the angels wash their faces
suffers somewhat from the usual shenanigans of the dead end kids as a matter
of fact with the presence of the dead end kids and ann sheridan this should have
been treated as an actual sequel to angels with dirty faces at least for continuitys
sake speaking of ann sheridan she is the one true shining light of this movie to
paraphrase a cliché ann sheridan could read from a phone book for two hours
and i would buy the dvd another virtue of this movie is the chemistry between
ann sheridan and ronald reagan unfortunately this aspect of the film is kept too
far in the background for a better example of the sheridan reagan duo i would
recommend juke girl or kings row

The following states the model classifications when replacing words with UNK
and only classifying the explanation:

Prediction of the review without the Anchor words:
Positive review predicted as negative with confidence 99.82%.
Prediction of only the Anchor words:

Positive review predicted as negative with confidence 99.45%.

The review is positive and classified negative with 99.94% confidence. As previ-
ous Anchor explanations show, the replacement classification does not affect
the original outcome or confidence much due to the few words in the expla-
nation. The classification of only the Anchor words still inspire faithfulness
in the explanation because it shines light on the model’s heavy negative as-
sociation with certain words. Between “unfortunately” and “suffers”, the
former’s spoiler label is the most restrictive propagated output label for this
review.

LIME Table C.3 lists the explanation of LIME with the top-35 words from the
explanation. The following paragraph contains the review with the explanation
words annotated in gray:

a sequel to angels with dirty faces in name only the angels wash
their faces suffers somewhat from the usual shenanigans of the dead
end kids as a matter |of fact \with the presence of the dead end kids and
ann sheridan this should have been treated as an actual sequel to angels
with dirty faces at least for continuitys sake speaking of ann sheridan
she is the one true shining light of this movie to paraphrase a cliché
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1 Spoiler- and 1 Non-spoiler Sentences

What did producer director stanley kramer see in adam kennedys novel and
kennedys very puzzling screenplay were there a few pieces left out on pur-
pose and what about gene hackman richard widmark edward albert eli wal-
lach and mickey rooney what did they see in this very muddled story and why
did candice bergen who gave a horrible performance accept such a thankless
role the domino principle wants to be on the same footing as the parallax
view or the manchurian candidate and misses the mark by a very wide mar-
gin. A major misfire by stanley kramer.

Figure 4.12: A negative review classified as positive with 50.07% confidence.

ann sheridan could read from a phone book for two hours and i would 'buy
the dvd another virtue of this movie is the chemistry between ann
sheridan and ronald ‘reagan unfortunately this aspect of the film is kept too
far in the background for a |better example of the sheridan |reagan duo i
would recommend juke girl or kings row

The following states the model classifications when replacing the words with
UNKs and classifying the explanation:

Prediction of the review without the LIME words:
Positive review predicted as positive with confidence 83.56%.
Prediction of only LIME words:

Positive review predicted as negative with confidence 99.78%.

The review is positive and classified negative with 99.94% confidence. The
replacement classification shifts the outcome from negative to positive with
83.56% confidence. The classification of only the words remains negative
classification with high confidence. As with previous examples of LIME, the
explanation is faithful regarding which words are influential for the model’s
original negative classification. The explanation contains 19 words that are
labeled non-spoiler and 16 spoiler words. The most restrictive propagated
output label for this review is spoiler.

4.4.4 Wrong Classification & Low Confidence
Figure 4.12 shows the review with wrong classification and lowest confidence.

The sample is a negative review classified as positive with 50.07% confidence.
The review consists of 96 words.
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Anchor For this review, the Anchor explanation consists of the words in table
4.9 where every word is labeled spoiler. The following paragraph contains the
review with the explanation words annotated in gray:

what did producer director stanley kramer see in adam kennedys novel and

kennedys very puzzling screenplay were there a few pieces left out on purpose
and what about gene hackman richard widmark edward albert eli wallach and
mickey rooney what did they see in this very muddled story and why did candice
bergen who gave a horrible performance accept such a thankless role the domino
principle wants to be on the same footing as the parallax view or the

manchurian candidate and misses the mark by a very wide margin a major
misfire by stanley kramer

The following states the model classifications when replacing words with UNK
and only classifying the explanation:

Prediction of the review without the Anchor words:
Negative review predicted as negative with confidence 99.48%.
Prediction of only the Anchor words:

Negative review predicted as positive with confidence 77.84%.

The review is negative and classified positive with 50.07% confidence. Replacing
the Anchor words with UNK overturns the classification from positive to negative
with high confidence. The explanation seems faithful judging from the drastic
change in classification by removing of the features contributing towards the
prediction of the full review. This is underscored by the classification of the
explanation where the model associates these words on the side of positive
instead of negative classification. Every word in the explanation is labeled
spoiler, so the propagated output label is spoiler. By observing the labeled
sentences in figure 4.12, this is not too strange since there are two sentences
where one of the sentences consist of nearly the entire review.

Notice the three words in last part of the review: “a”, “major”, “stanley”, and
“kramer”. This sentence is labeled non-spoiler, but the LPM considers the lattice
from which the labels originate during label propagation. The three words also
occur outside of this sentence, which is labeled spoiler and is more restrictive
than the last sentence label. Hence, in the case of such re-occurences for ex-
planation words, the LPM should consider the lattice to decide which label to
propagate.

LIME Table C.4 lists the explanation of LIME with the top-24 words from the
explanation. The following paragraph contains the review with the explanation
words annotated in gray:
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Wrong Classification & Low Confidence: Anchor
Word | Label

candidate | Spoiler
kramer | Spoiler
same | Spoiler
pieces | Spoiler
principle | Spoiler
stanley | Spoiler
mark | Spoiler

Table 4.9: Anchor’s explanation for the review in figure 4.12.

what did producer director stanley kramer see in adam kennedys novel
and kennedys very puzzling screenplay were there a few pieces left out on

purpose and what about gene 'hackman richard widmark edward albert eli
wallach ‘and mickey rooney what did they see in this very 'muddled story

and why did candice bergen who |gave |a  horrible performance accept
such [a thankless role the domino principle wants to be on the same footing

as the parallax view or the manchurian candidate and misses the mark by
a very wide margin \a major misfire by stanley kramer

The following states the model classifications when replacing the words with
UNKs and classifying the explanation:

Prediction of the review without the LIME words:
Negative review predicted as positive with confidence 62.54%.
Prediction of only the LIME words:

Negative review predicted as negative with confidence 93.63%.

The review is negative and classified positive with 50.07% confidence. Unlike
Anchor with this sample, the replacement classification is not enough to change
the model classification. This is the first example where LIME does not overturn
the classification by removing the words from the review. Moreover, classifying
only the explanation upholds the classification of the review. The explana-
tions in previous examples are faithful because the explanation classification
matches with the classification of the review. In this case, the explanation
seems unfaithful even though some of the explanation words match with the
Anchor explanation for this review. As with Anchor, each explanation word
belongs to the spoiler label, so the propagated output label is spoiler.
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4.4.5 Text Experiment Evaluation

The explanations appear faithful in most cases. The explanations containing few
words exhibit little impact when replacing them, as opposed to the explanations
containing more words. Every explanation with insignificant impact to the
classification of the review still salvages some credability when classifying
the explanation words. The only case where the explanation does not appear
faithful is the LIME explanation with the review category wrong classification
and low confidence. This might suggest that the prediction surface around the
decision boundary is highly complex.

The Anchor creates explanations with both few and many words. LIME con-
sistently produces explanations consisting of a quarter of the review’s number
of words. The explanation words in the review are by no means clustered.
That is, the positional spread of the explanation words in the reviews tend to
cover many sentences. Therefore, the propagated labels are almost exclusively
spoiler, which is the highest label in the lattice. The only case where the prop-
agated label happends to be non-spoiler is when the explanation contains few
words.

The high-level take-aways from these experiments are that the label propaga-
tion differs depending on the reviews and the labeling strategy. The labeling
strategy in these experiments are different from the image experiments. In
the image experiments, the labeling and the explainee data point is constant.
These experiments show that different labeling for different samples result in
a difference in the propagated labels. From review to review, the XAI methods
might find explanations that vary in how many words constitute an explana-
tion. That is, given one model, one XAI method, and two different reviews, the
resulting explanations might contain different words and number of words.
Consequently, the propagated labels depend on the data point subject to ex-
planation.






Discussion

This section discusses some topics for future work.

5.1 Revisit - IMDB Preprocessing

This section elaborates on the step-wise preprocessing of the Internet Movie
Database (IMDb) Review dataset, as discussed in chapter 4.2.1. We considered
adding the token word “UNK” at random or specific places in each review,
where UNK is a short-hand for unknown. Related work uses UNK as a unique
token to avoid conflicts with texts that contain the actual word unknown. The
reason for this consideration is based on the interaction between explainability
methods and the trained model.

Local Interpretable Model-agnostic Explanations (LIME) and Anchor sample
perturbations of the explainee review on a per-word basis, as discussed in
chapters 2.4.1 and 2.4.2. A perturbation consists of the review where UNK tokens
replace some words. The methods then classify the perturbation samples as part
of creating the explanation. A model might respond unpredictably to an input
never observed during training. Thus, randomly or uniformly adding UNKs to
the training set of our model is sensible because the model should learn these
words are redundant, as discussed in chapter 2.2.2. In other words, we would
like a 50% model confidence for both a positive- and negative classification
with just the UNK token as input. In this case, the UNK token is a baseline input,

37
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as proposed by the XAT method Integrated Gradients (I1G) discussed in chapter
2.4.3.

The IMDb model (as discussed in chapter 4.2.2) classifies a single UNK as a
positive review with 75% confidence. The confusion matrices in figure 4.3
indicate that the number of false-positive predictions is more numerous than
the false-negative predictions. This implies the model is more lenient towards
one class than another. This consideration is not applied to the experiments
and warrants further exploration regarding a new research question:

How significant is the interaction between the perturbations of an explainability
method and a model’s experience with these inputs?

5.2 Revisit - Integrated Gradients

In chapter 3.3.3, we discussed the LPM’s application of the explanation from IG
regarding image data. This thesis does not explain textual data with IG, leaving
this to future work. This limitation is due to difficulties formatting our text
classification model to work with Alibi’s implementation of 1G. The following
elaborates why and details the conceptual strategy regarding propagating
text labels based on 1G explanations with models using tokenization- and
embedding input layers.

IG is a model-specific explainability method as discussed in chapter 2.3.1,
which means the explanations are white-box explanations from definition 3.
This thesis employs Tensorflow models [5, Abadi et al., 2016] when invoking
explainability methods. Alibi’s implementation of IG strictly requires Ten-
sorFlow models and numerical inputs. The numerical limitation complicates
explaining models for text input more than with images because pixels are
numerical.

Text is usually preprocessed from a sequence of symbols to tokens and then into
embedding vectors, as discussed in chapter 2.2.1. The text model applied in this
thesis employs tokenization- and embedding steps. The model tokenization
layer maps the input words into a token sequence containing unique integer
tokens for each unique word. The model then embeds this sequence into an
embedding space, which creates one floating-point embedding vector per token
in the sequence.

A LPM can input the text to the model and intersect the output of the em-
bedding layer. Next, the LPM can instruct IG to explain these intermediary
hidden features instead of the text input. This explanation can translate back
from the embedding vector attributions to the word tokens and likewise from
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the tokens to the words. IG uses the concept of a baseline, and a baseline
is a data point for which the model’s confidence is completely undecided. A
common baseline for text is the zero embedding vector, so the LPM can use a
distance measurement (e.g., Euclidean) for the attributions of the embedding
vector to obtain the contribution weight of one word. Therefore, based on the
embedding-to-token-to-word translation, each word will have one embedding
vector with contribution weights. The LPM should propagate each word label
where the corresponding contribution vector is distant enough from the em-
bedding baseline. This strategy is similar to the zero closeness approach as
with IG explanations for images from chapter 3.3.3. This label propagation
strategy warrants further exploration in future work.






Conclusion

To conclude this thesis, we revisit the problem statement and research questions,
detail the high-level findings of the experiments, point out areas for future
work, and provide concluding remarks.

6.1 Problem Statement & Research Questions

Data labels enforce compliance with data restrictions via label propagation
from the input to the output of a procedure. End-to-end traceability is the
consecutive label propagation in a system’s computational pipeline. Systems
containing Machine Learning (ML) components increase the risk of violating
data restrictions, which can lead to significant legal consequences. ML models
combine the information of input data completely and hinder the application
of influence-based propagation policies. Propagating every label to the model
output is a potentially conservative assumption since not every input always
contributes to the output. To our knowledge, previous work has yet to address
this problem.

Explainable Artificial Intelligence (XAI) is the study of methods and techniques
to explain ML models and alleviate their black-box properties. We propose
an LPM which leverages the XAI method’s explanations to act as propagation
policies for the black-box model outputs. We identify the following research
questions related to this approach and the problem statement:
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I How can we apply XAl toward the purpose of labeling model outputs
based on labeled input data?

II How do the output labels change for image- and text datasets with
different models and XA1 methods?

We answer the first research question as follows:

Each explainability method requires special attention to the constitution of the
explanation to apply them for label propagation. We work with methods that
create explanations containing the features important to the model prediction.
A LPM must consider the XAI method parameters to produce an explanation
that is successful and faithful to the inner workings of the model. Hence, the
LPM can propagate labels of input features depending on the features present
in the XAI explanation.

We answer the second research question as follows:

The methodology of this thesis follows the Abstraction principle from the
three paradigms of computer science. We design and conduct experiments
and analyze from the results whether the approach is a valid proof of concept.
The experiments consist of one image from the ImageNet dataset and four
samples from the Internet Movie Database (IMDb) Sentiment Review dataset.
We select various models for ImageNet classification and train a transformer
classification model for text. The experimentation combines the XAT methods
with the data and models such that the results show variation in each category.
Finally, we use label restrictiveness as a measure to evaluate the change in the
propagated labels.

6.2 Experiment Findings

The results show a strong limitation in which test case combinations are ap-
plicable with the specified hardware. The experiments aim to provide results
reproducible on commercial hardware, and many explainability methods en-
counter difficulties in creating explanations. These difficulties relate to both
image and text data but mostly depend on the size of the model. The XAI
methods that do not successfully create explanations either fail due to Out Of
Memory (OOM) errors or completing the procedure without a proper explana-
tion.

There are multiple factors affecting the propagated output labels of a LPM.
Larger models imply a more complex decision-making process and some XAI
exhibit difficulties in faithfully explaining the model prediction. The data point
subject to explanation can have a model prediction near a complex decision
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boundary between classes. The prediction surface near these boundaries can in-
fluence XAI methods with an erratic behavior such that faithful explanations are
hard to find. Various labeling strategies for data directly affect the propagated
labels. If the labels change and the data does not, an XAT method might put the
same emphasis on the data such that the propagated labels change according
to the new labels. XAT methods employ fundamentally different strategies for
explaining models. Naturally, the methods cause the propagated labels to differ
since the explanation is core to the LPM’s decision. The methods considered
in this thesis can be summarized from our experiences as follows:

* Anchor is a model-agnostic XAI method that produces explanations with
nuanced attention to the strictly necessary input features but tends to
find explanations with few features relative to the others.

* Integrated Gradients (IG) is a model-specific XAI method that produces
explanations with highly precise emphasis on the input features but often
fails due to our hardware limitations.

* Local Interpretable Model-agnostic Explanations (LIME) is a model-
specific XAT method that reliably produces explanations but tends to
be more misleading than the others.

Each method exhibits high faithfulness with their explanations. The propa-
gated labels in our results are very restrictive according to the Lattice-Based
Access Control (LBAC) and labeling strategy we have used. The few cases with
relaxed label propagation are the ones where the explanations contain few
features.

6.3 Future Work

The results from this thesis are inconclusive regarding the enforcement of
data restrictions in an end-to-end system containing ML models. Further
exploration should be made before this approach is applicable to this problem.
An interesting direction to investigate is whether the parameters for specific
XAI methods create explanations where they failed in our experiments. Some
methods offer both positive and negative contributing features as part of the
explanation. The argument regarding whether or not the labels of negatively
contributing features should propagate to the output remains unsettled in this
thesis.

There are many circumstances surrounding the experiment design that are
highly improvable with a more applicable context than the datasets and labeling
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we have used. Consider a context involving video surveillance data with an
object detection model annotating the frames and bounding boxes of people
in the video. In this case, a model with a classification objective different from
the detection model could be explained with XAI where the propagated labels
depend on the bounding boxes labeled “person”. An approach like this or

similar seems less arbitrary than the data and labeling strategies employed in
this thesis.
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Declaration of the Use of
Artificial Intelligence

This chapter states the usage of Artificial Intelligence (AI) in conjunction with
the thesis. The writing of this thesis includes no application of generative
Artificial Intelligence (AI) from scratch. Grammarly spell-checked the thesis
and provided suggestions to rephrase sentences [2]. This tool applies AI (even
generative) to suggest improvements to written text. As previously stated, we
do not use this AT to create content from nothing but only to improve text
already written. This process involved copying from the thesis into the website
and copying them back after corrections. The process of applying corrections
consists of manually considering each suggestion in these steps:

1. Re-reading the sentence subject to a suggestion.
2. Re-reading the surrounding paragraph for context.

3. Evaluating whether the change would deliver the same message as in-
tended.

4. Evaluating the reason for the suggestion (e.g., “Rewrite for clarity” or
“Rewrite in active voice”).

5. Accepting or dismissing the suggestion.
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The implementation of the experiments in this thesis extensively utilized Github
Copilot [1], a tool that provides intelligent code suggestions and completions.
We use the AI primarily for auto-completion of repetitive pieces of code in ad-
dition to generating some experiments from scratch. Copilot requires constant
manual attention and proofing of the code suggestions, as experienced through
usage. This tool was turned off halfway through the experimentation due to a
lack of suggestions relevant to the experiments.



/B

Image Experiments
Appendix



108 APPENDIX B / IMAGE EXPERIMENTS APPENDIX

B.1 EfficientNet-V2-S

EfficientNetV2S
Anchor Integrated Gradients LIME
Nematode (0.15%) Error Matchstick (1.18%)

(@) The explanations from Anchor, I1G, and LIME for the EfficientNet-V2-S model prediction of
the explainee image in figure 4.4.

EfficientNetV2S - Inverse
Anchor Integrated Gradients LIME
Matchstick (1.07%) Error Matchstick (1.35%)

(b) The classification of the inverse explanations from Anchor, IG, and LIME for the EfficientNet-
V2-S model.
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B.2 EfficientNet-V2-M

EfficientNetV2M
Anchor Integrated Gradients LIME
Nematode (0.14%) Error Nematode (0.15%)

(@) The explanations from Anchor, 1G, and LIME for the EfficientNet-V2-M model prediction of
the explainee image in figure 4.4.

EfficientNetV2M - Inverse
Anchor Integrated Gradients LIME
Nematode (0.15%) Error Nematode (0.15%)

(b) The classification of the inverse explanations from Anchor, IG, and LIME for the EfficientNet-
V2-M model.
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B.3 EfficientNet-V2-L

EfficientNetV2L
Anchor Integrated Gradients LIME
Nematode (0.18%) Error Nematode (0.22%)

(@) The explanations from Anchor, IG, and LIME for the EfficientNet-V2-L model prediction of
the explainee image in figure 4.4.

EfficientNetV2L - Inverse
Anchor Integrated Gradients LIME
Nematode (0.19%) Error Nematode (0.21%)

(b) The classification of the inverse explanations from Anchor, IG, and LIME for the EfficientNet-
V2-L model.
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B.4 Inception-ResNet-V2

InceptionResNetV2
Anchor Integrated Gradients LIME
Nematode (2.13%) Error Soap Dispenser (22.99%)

(@) The explanations from Anchor, 1G, and LIME for the Inception-ResNet-V2 model prediction
of the explainee image in figure 4.4.

InceptionResNetV2 - Inverse
Anchor Integrated Gradients LIME
Snow Leopard (89.12%) Error Snow Leopard (73.99%)

(b) The classification of the inverse explanations from Anchor, IG, and LIME for the Inception-
ResNet-V2 model.
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B.5 Inception-V3

InceptionV3
Anchor Integrated Gradients LIME

Geyser (22.87%) Snow Leopard (69.86%) Jellyfish (84.49%)

4
Negh o

(@) The explanations from Anchor, IG, and LIME for the Inception-V3 model prediction of the
explainee image in figure 4.4.

InceptionV3 - Inverse
Anchor Integrated Gradients LIME
Snow Leopard (13.85%) Shovel (16.82%) Snow Leopard (47.54%)

(b) The classification of the inverse explanations from Anchor, IG, and LIME for the Inception-V3
model.



B.6 / XCEPTION 113

B.6 Xception

Xception
Anchor Integrated Gradients LIME
Nematode (2.29%) Error Missile (12.69%)

(@) The explanations from Anchor, IG, and LIME for the Xception model prediction of the
explainee image in figure 4.4.

Xception - Inverse
Anchor Integrated Gradients LIME
Snow Leopard (75.44%) Error English Setter (7.28%)

(b) The classification of the inverse explanations from Anchor, IG, and LIME for the Xception
model.
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B.7 ResNet-50

ResNet50
Anchor Integrated Gradients LIME
Nematode (13.54%) Error Nematode (15.31%)

(@) The explanations from Anchor, I1G, and LIME for the ResNet-50 model prediction of the
explainee image in figure 4.4.

ResNet50 - Inverse
Anchor Integrated Gradients LIME
Nematode (13.16%) Error Nematode (12.63%)

(b) The classification of the inverse explanations from Anchor, 1G, and LIME for the ResNet-50
model.
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B.8 ResNet-50-V2

ResNet50V2
Anchor Integrated Gradients LIME
Conch (89.04%) Bubble (38.59%) Jellyfish (72.85%)

(@) The explanations from Anchor, IG, and LIME for the ResNet-50-V2 model prediction of the
explainee image in figure 4.4.

ResNet50V2 - Inverse
Anchor Integrated Gradients LIME
Snow Leopard (99.99%$now Leopard (96.65%pnow Leopard (69.61%)

(b) The classification of the inverse explanations from Anchor, 1G, and LIME for the ResNet-50-
V2 model.
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B.9 ResNet-RS-50

ResNetRS50
Anchor Integrated Gradients LIME
Matchstick (0.65%) Error Matchstick (0.69%)

(@) The explanations from Anchor, 1G, and LIME for the ResNet-RS-50 model prediction of the
explainee image in figure 4.4.

ResNetRS50 - Inverse
Anchor Integrated Gradients LIME
Matchstick (0.68%) Error Matchstick (0.69%)

o
[ ats,
W

(b) The classification of the inverse explanations from Anchor, IG, and LIME for the ResNet-RS-
50 model.
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B.10 ResNet-101

ResNet101
Anchor Integrated Gradients LIME
Cleaver (5.94%) Error Cleaver (6.94%)

(@) The explanations from Anchor, 1G, and LIME for the ResNet-101 model prediction of the
explainee image in figure 4.4.

ResNet101 - Inverse
Anchor Integrated Gradients LIME
Cleaver (6.26%) Error Cleaver (6.93%)

(b) The classification of the inverse explanations from Anchor, 1G, and LIME for the ResNet-101
model.
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B.11 ResNet-101-V2

ResNet101V2
Anchor Integrated Gradients LIME
Envelope (0.88%) Error Jellyfish (54.03%)

(@) The explanations from Anchor, IG, and LIME for the ResNet-101-V2 model prediction of the
explainee image in figure 4.4.

ResNet101V2 - Inverse
Anchor Integrated Gradients LIME
Snow Leopard (99.88%) Error Snow Leopard (99.91%)

(b) The classification of the inverse explanations from Anchor, IG, and LIME for the ResNet-101-
V2 model.
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B.12 ResNet-RS-101

ResNetRS101
Anchor Integrated Gradients LIME
Matchstick (1.64%) Error Matchstick (2.01%)

(@) The explanations from Anchor, 1G, and LIME for the ResNet-RS-101 model prediction of the
explainee image in figure 4.4.

ResNetRS101 - Inverse
Anchor Integrated Gradients LIME
Matchstick (1.28%) Error Matchstick (1.68%)

(b) The classification of the inverse explanations from Anchor, IG, and LIME for the ResNet-RS-
101 model.
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B.13 ResNet-152

ResNet152
Anchor Integrated Gradients LIME
Dishwasher (3.88%) Error Dishwasher (4.74%)

(@) The explanations from Anchor, I1G, and LIME for the ResNet-152 model prediction of the
explainee image in figure 4.4.

ResNet152 - Inverse
Anchor Integrated Gradients LIME
Dishwasher (5.35%) Error Dishwasher (5.94%)

(b) The classification of the inverse explanations from Anchor, IG, and LIME for the ResNet-152
model.
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B.14 ResNet-V2-152

ResNet152V2
Anchor Integrated Gradients LIME
Binder (0.99%) Error Conch (52.54%)

(@) The explanations from Anchor, IG, and LIME for the ResNet-V2-152 model prediction of the
explainee image in figure 4.4.

ResNet152V2 - Inverse
Anchor Integrated Gradients LIME
Snow Leopard (99.97%) Error Snow Leopard (99.70%)

(b) The classification of the inverse explanations from Anchor, 1G, and LIME for the ResNet-V2-
152 model.
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B.15 ResNet-RS-152

ResNetRS152
Anchor Integrated Gradients LIME
Cleaver (3.17%) Error Cleaver (2.60%)

e

(@) The explanations from Anchor, IG, and LIME for the ResNet-RS-152 model prediction of the
explainee image in figure 4.4.

ResNetRS152 - Inverse
Anchor Integrated Gradients LIME
Matchstick (10.96%) Error Matchstick (4.17%)

(b) The classification of the inverse explanations from Anchor, IG, and LIME for the ResNet-RS-
152 model.
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B.16 VGG16

VGG16
Anchor Integrated Gradients LIME
Mosquito Net (3.38%) Mosquito Net (1.64%) Mosquito Net (2.26%)

(a) The explanations from Anchor, 1G, and LIME for the vGG16 model prediction of the explainee
image in figure 4.4.

VGG16 - Inverse
Anchor Integrated Gradients LIME
Mosquito Net (8.68%) Mosquito Net (5.87%) Mosquito Net (4.21%)

(b) The classification of the inverse explanations from Anchor, IG, and LIME for the VGG16
model.
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C.1 Correct Classification & High Confidence -
LIME
Correct Classification & High Confidence: LIME

Coiltlfi}liistgon Words < 34 Weight Positions | Label

1 boredom | 0.083958 [8] | Non-Spoiler
2 waste | 0.068526 [102] | Non-Spoiler
3 save | 0.038567 [50] | Spoiler

4 sat | 0.037744 [1] | Non-Spoiler
5 loved | —0.033068 [84] | Non-Spoiler
6 impressed | —0.027901 [40] | Non-Spoiler
7 even | 0.025654 [14,34,81] | Non-Spoiler
8 dreary | 0.023308 [76] | Non-Spoiler
9 hours | 0.017068 [5,80,96] | Non-Spoiler
10 maybe | 0.016447 [64,70] | Spoiler

11 through | 0.015972 [3] | Non-Spoiler
12 beauty | —0.015897 [86] | Non-Spoiler
13 pure 0.01581 [7] | Non-Spoiler
14 250 | —0.01568 [28,126] | Spoiler

15 why | 0.015337 [120] | Non-Spoiler
16 though | —0.014721 [15,35,82] | Spoiler

17 not | 0.011861 [18,54,72] | Non-Spoiler
18 it | —0.011433 | [16,23,90,98, 131] | Non-Spoiler
19 mail | 0.011193 [115] | Spoiler

20 big | 0.009922 [101] | Non-Spoiler
21 much | 0.009154 [74] | Spoiler

22 good | —0.009107 [134] | Non-Spoiler
23 missing | 0.009085 [108] | Non-Spoiler
24 my | —0.008547 [94,104] | Non-Spoiler
25 was 0.008001 [30,89,99,132] | Non-Spoiler
26 dont | 0.007473 [128] | Spoiler

27 2 | —0.007444 [4,79,95,136] | Non-Spoiler
28 movie 0.007304 [52,63,112,135] | Spoiler

29 sure | —0.007151 [55] | Non-Spoiler
30 still | —0.006612 [48] | Spoiler

31 a | —0.006158 [31,100,133] | Non-Spoiler
32 down | —0.00607 [2] | Spoiler

33 and | —0.00587 [43,127] | Non-Spoiler
34 curious | —0.005409 [119] | Spoiler

Table C.1: LIME’s explanation for the review in figure 4.9 with top-34 words as filter.
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C.2 Correct Classification & Low Confidence -

LIME

Correct Classification & Low Confidence: LIME

CoI:tlfi}l;istgon Words < 30 Weight Positions | Label

1 boiled | —0.458414 [91] | Spoiler

2 obrien | 0.221142 [4,36] | Non-Spoiler
3 identity | —0.119855 [39] | Non-Spoiler
4 money | 0.101197 [21,53] | Non-Spoiler
5 fund | 0.100563 [23] | Non-Spoiler
6 wasted | 0.095916 [60] | Spoiler

7 operation 0.08888 [26] | Non-Spoiler
8 pretends | 0.080576 [65] | Spoiler

9 noir | —0.067264 [93] | Spoiler

10 hardly | 0.056785 [106] | Spoiler

11 kiss | —0.05273 [116] | Spoiler

12 gripping | —0.05224 [107] | Spoiler

13 doesnt | 0.050284 [76,100] | Spoiler

14 pat | —0.04769 [3] | Non-Spoiler
15 starring | 0.045817 [2] | Non-Spoiler
16 surprises | —0.045371 [68] | Spoiler

17 drama | —0.044856 [1] | Non-Spoiler
18 least | 0.044371 [113] | Spoiler

19 premise | 0.043567 [58] | Spoiler

20 washed | 0.042329 [7] | Non-Spoiler
21 rap | —0.04149 [48] | Non-Spoiler
22 up | —0.03945 [8,12,87] | Spoiler

23 return | —0.03854 [50] | Non-Spoiler
24 accents 0.03704 [99] | Spoiler

25 contains | —0.036883 [110] | Spoiler

26 reporter | 0.036409 [9] | Non-Spoiler
27 even | 0.031734 [72] | Spoiler

28 performances | —0.031715 [77] | Spoiler

29 it | —0.031684 | [66,74,109] | Spoiler

30 across | 0.029029 [80] | Spoiler

Table C.2: LIME’s explanation for the review in figure 4.10 with top-30 words as filter.



128 APPENDIX C / TEXT EXPERIMENT APPENDIX



C.3 / WRONG CLASSIFICATION & HIGH CONFIDENCE - LIME 129

C.3 Wrong Classification & High Confidence -

LIME
Correct Classification & Low Confidence: LIME

Coiltlfi}l;iition Words < 35 Weight Positions | Label

1 reagan 0.08581 [109,130] | Spoiler

2 suffers | 0.071932 [15] | Non-Spoiler
3 wash | —0.054339 [12] | Non-Spoiler
4 faces | 0.054161 [6,14,55] | Non-Spoiler
5 unfortunately | 0.051615 [110] | Spoiler

6 sequel | 0.049254 [1,50] | Non-Spoiler
7 ann | 0.044727 [40,63,79,105] | Spoiler

8 dirty | —0.038141 [5,54] | Non-Spoiler
9 cliché 0.02365 [78] | Spoiler

10 angels | —0.019757 [3,11,52] | Non-Spoiler
11 shining | —0.019468 [70] | Spoiler

12 would | 0.018333 [92,133] | Spoiler

13 end | —0.018102 [24,37] | Non-Spoiler
14 buy | —0.016803 [93] | Spoiler

15 kings 0.01662 [138] | Non-Spoiler
16 sake | 0.016476 [60] | Non-Spoiler
17 usual | —0.015445 [19] | Non-Spoiler
18 far 0.01471 [119] | Spoiler

19 another | 0.014434 [96] | Spoiler

20 example | 0.014405 [126] | Non-Spoiler
21 only 0.01437 [9] | Non-Spoiler
22 true -0.0125 [69] | Spoiler

23 least | 0.012424 [57] | Non-Spoiler
24 shenanigans | 0.011946 [20] | Non-Spoiler
25 row | —0.011409 [139] | Non-Spoiler
26 this | 0.011373 [42,73,99,111] | Spoiler

27 an | 0.010031 [48] | Spoiler

28 with | 0.009815 [4,31,53] | Non-Spoiler
29 have | 0.009629 [44] | Non-Spoiler
30 better | —0.008986 [125] | Non-Spoiler
31 their | —0.008697 [13] | Non-Spoiler
32 paraphrase | —0.007841 [76] | Spoiler

33 dvd | —0.007516 [95] | Spoiler

34 of | —0.007351 | [21,29,34,62,72,98,113,127] | Spoiler

35 from | —0.007218 [17,83] | Spoiler

Table C.3: LIME’s explanation for the review in figure 4.11.
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C.4 Wrong Classification & Low Confidence -

LIME
Correct Classification & Low Confidence: LIME

Colrftlfill;flst:on Words < 24 Weight Positions | Label

1 horrible | —0.157005 [56] | Spoiler
2 kramer | 0.140233 [5,95] | Spoiler
3 stanley | 0.119845 [4,94] | Spoiler
4 candidate | 0.086456 [80] | Spoiler
5 principle | 0.071538 [65] | Spoiler
6 misses | —0.066101 [82] | Spoiler
7 muddled | —0.057274 [46] | Spoiler
8 puzzling | —0.052353 [14] | Spoiler
9 and | 0.050627 | [11,25,36,48,81] | Spoiler
10 pieces | 0.043782 [20] | Spoiler
11 rooney 0.038 [38] | Spoiler
12 why | —0.03262 [49] | Spoiler
13 hackman | —0.031381 [29] | Spoiler
14 a 0.030758 | [18,55,60,86,90] | Spoiler
15 producer | 0.029517 [2] | Spoiler
16 edward | —0.028455 [32] | Spoiler
17 very | 0.025499 [13,45,87] | Spoiler
18 richard | —0.025049 [30] | Spoiler
19 wide | —0.02246 [88] | Spoiler
20 gave | —0.021328 [54] | Spoiler
21 bergen | —0.020924 [52] | Spoiler
22 wants | 0.020421 [66] | Spoiler
23 left | —0.020109 [21] | Spoiler
24 such | —0.018358 [59] | Spoiler

Table C.4: LIME’s explanation for the review in figure 4.12.
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