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Abstract

Ice shelves, the floating extensions of the Antarctic ice sheet, are supporting the upstream ice and reg-ulates the outflow into the ocean. They are a key component in future predictions of sea level rise, astheir direct contact with both the ocean and the atmosphere makes them subject to changing climaticconditions.
This thesis aims to investigate how Fimbulisen, a large ice shelf in East Antarctica, responds to oceanicand atmospheric forcing through the use of satellite images in addition to tidal- and atmospheric pres-sure model data. As ice shelves float on the ocean, processes that make the sea level fluctuate, likeoceanic tides and variations in atmospheric pressure, will affect their vertical movements. The verticalmovement of an ice shelf can be analysed on the cm-scale with a satellite remote sensing techniquecalled Triple- and Quadruple differential interferometry (T/Q-DInSAR). The T/Q-DInSAR imagery used inthis thesis is derived from large swath (400 km) Synthetic Aperture Radar (SAR) imagery, covering thewhole ice shelf of Fimbulisen.
In addition, an Antarctic regional tide model, CATS2008a, and a global atmospheric pressure model,ECMWF ERA5 reanalysis, are used in this thesis. Output from these models is processed to fit the in-terferometric epochs, shape and extent of the T/Q-DInSAR images, and subsequently, their effects onvertical movement are subtracted from the T/Q-DInSAR images. The remaining effects after subtrac-tion, are assumed to tie to either inaccuracies in the tide- or atmospheric pressure models, or to othersignificant geophysical processes affecting the vertical movement of Fimbulisen.
The results show that the combination of the two models can resolve vertical movement adequatelyin well-known, freely floating cavities of ice shelves. The models do not resolve areas with ice risesand rumples well, probably due to ice flexure not being captured by the models. Trolltunga, a part ofFimbulisen overhanging the continental shelf break, is exposed to the Southern Ocean and displaysdisplacement signals from several possible oceanic processes. A link between circular imprints in theT/Q-DInSAR data and warm deep water carrying ocean eddies was explored, through the use of in situtemperature mooring data from Fimbulisen. The imprints align somewhat with the theory on the ed-dies, both in size and timing. However, future work is needed and includes analysing the T/Q-DInSARdata with circular imprints through different T/Q combinations and extending the dataset over severalyears. Additionally, the appearance in the data needs to be tied to further theory on these types of ed-dies, like their expected surface expression.
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Chapter 1

Introduction

In this chapter, the context and motivation of this thesis will be introduced in section 1.1. Section 1.2presents the aim and objectives of this thesis. Finally, section 1.3 lays out the thesis structure.

1.1 Context and motivation
The global mean sea level rise is accelerating [6], threatening vulnerable coastal areas and communi-ties globally [7]. Human-induced climate forcing is the main cause of global mean sea level rise since1970, and the largest contribution is coming from the world’s glaciers and ice sheets [8].
The Antarctic ice sheet contains an amount of ice mass that, if melted, would raise the global sea levelby approximately 58m [9]. The Antarctic ice sheet as a whole is experiencing ice mass loss at increas-ing rates [10], and is a definite contributor to sea level rise in future scenarios [11]. However, there islarge uncertainty of its exact contribution [12].
Antarctica is divided into East and West Antarctica, and West Antarctica has been the dominating re-gion for mass loss [13], and has been extensively researched. However, East Antarctica holds consid-erable more ice mass than West Antarctica, and has more recently been shown as a potential majorcontributor of Antarctic mass loss [14].
Antarctica is a key component in the climate system [15], facilitating a complex system of interactionsbetween bedrock, ice, ocean and atmosphere. Ice shelves, the floating extensions of the ice sheet,surround 75% of the Antarctic ice sheet. Ice shelves play a crucial role in supporting the upstream icesheet, and regulate its outflow into the ocean [16]. Thinning of ice shelves through basal melt is todaythe largest ablation process in Antarctica [17], and ablation of ice shelves can induce an acceleration ofthe outflow from the upstream ice sheet [18]. This makes ice shelves a crucial component to study inthe prediction of sea level rise.
Through their direct contact with the ocean underneath and the atmosphere above, ice shelves aresubject to oceanic- and atmospheric processes and changes. Ice shelves experience vertical movementfrom the processes affecting the sea surface height, where the oceanic tide cycle and atmosphericpressure variations have large influence of this movement over short time scales. Ice shelves can riseand fall up to several meters in synchrony with the tides [19], and an atmospheric pressure anomalyof -1 hPa can be approximated to induce a lift of 1 cm [20]. As the vertical movement of an ice shelf islinked to atmospheric and oceanic processes in this way, it is beneficial to study, to learn about howthey react to their surroundings.
Ice shelf motion due to atmospheric pressure can be approximated over ice shelf areas with weatherdata containing atmospheric pressure, i.e. from the accessible global ERA5 reanalysis database [5][4].For oceanic tide induced motion, Antarctic regional tide models like CATS2008a [2], are constructedto predict tides under ice shelves and around the coastlines of Antarctica. Regional tide models arewidely used for ice shelf study in Antarctica, both for looking at ice shelf response to tides [19], but alsoto correct for tidal "noise" in satellite remote sensing data over ice shelves [21]. Antarctic regional tidemodels are however suffering from significant uncertainty in ice shelf areas [22], and model develop-ments are needed for improved accuracy in ice shelf studies.
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The vertical movement of an ice shelf can be monitored from space with a technique called triple/quadrupledifferential interferometry (T/Q-DInSAR). This technique utilizes the phase component from three orfour repeat Synthetic Aperture Radar (SAR) acquisitions, to derive relative height differences betweenacquisitions, within a few cm. The resulting image connects to ice shelf vertical movement betweenacquisitions, over large areas (>100 km) with high spatial resolution (<100m) [23]. The Sentinel-1 SARmission’s Extra Wide mode (areal coverage of 400 km) [24], is especially suitable for processing T/Q-DInSAR imagery covering the entirety of a large ice shelf in East Antarctica called Fimbulisen.
This leads to the research question of this thesis: Can the tidal model CATS2008a and atmosphericpressure data from ERA5 explain all vertical displacement signals in the T/Q-DInSAR imagery over Fim-bulisen?
The hypothesis is that the CATS2008a and ERA5 datasets can explain all vertical displacement signalsin the T/Q-DInSAR imagery.

1.2 Aim and objectives
This thesis’ aim is to investigate Fimbulisen’s response to oceanic/atmospheric forcing by using Triple/Quadruple-DInSAR.
The following objectives of this thesis are:

• Investigate ice shelf behavior by employing an ocean tidal model and atmospheric pressure dataon T/Q-DInSAR time series
• Uncover ongoing processes affecting the motion of Fimbulisen
• Investigate how T/Q-DInSAR can be used to highlight flaws in tidal models
• Compare the T/Q-DInSAR imagery to in-situ data to explore the possibility of ocean eddies affect-ing vertical motion of Fimbulisen

1.3 Structure of thesis
Chapter 2 introduces the basic principles of Synthetic Aperture Radar, SAR Interferometry andTriple/Quadruple differential Interferometry.
Chapter 3 contains relevant background for this thesis: Antarctic glaciological concepts, the study areaof Fimbulisen, tidal prediction and relevant previous work.
Chapter 4 introduces the three datasets used in this methods of this thesis: NORCE T/Q-DInSAR data,tidal data from CATS2008a and atmospheric pressure data from ERA5. Also, the mooring temperaturedata used for further analysis of the results is introduced.
Chapter 5 presents the methods used in this thesis.
Chapter 6 contains the results and discussion.
Chapter 7 presents the conclusions of this thesis along with future work.
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Chapter 2

SAR theory

This chapter will present the basic principles of Synthetic Aperture Radar (SAR) in section 2.2, SAR In-terferometry (InSAR) in section 2.3 and Triple/Quadruple differential InSAR (T/Q-DInSAR) in section 2.4.Firstly, the basic concept of imaging radar remote sensing will be introduced in section 2.1.

2.1 Basic concept of imaging radar remote sensing

Remote sensing is the process of acquiring information of a subject from afar. This can be done bymounting a sensor on for example drones, air crafts or satellites that will fly over Earth. If the sen-sors are imaging radar sensors, they are transmitting and receiving electromagnetic energy (EM) bythe area they are monitoring. An EM wave can be described by the expression:

E = Aei(kr−ωt+Φ) = Aeiϕ (2.1)

where E is the electric vector, A is the amplitude, k is the wave vector in the medium that the wavepropagates (dependent on the wavelength of the wave λ and the relative permittivity ϵr , see [25]), ris the position vector, ω is the angular frequency, t is the time and Φ is the phase [25]. The expression
(kr − ωt + Φ) is often simplified to being denoted ϕ, and called the phase of the wave. This phase isconnected to a 2π change every time the wave travels a distance of its own wavelength [25].
Remote sensing instruments utilizes different parameters of the expression in 2.1 [25]. For this thesis,the important parameter is the phase of the wave ϕ, which can be used to detect ground movementon the mm-cm scale with interferometric SAR [26] explained in section 2.3

2.2 Synthetic Aperture Radar (SAR)

A SAR-sensor is transmitting electromagnetic waves towards the surface of the Earth, and registers thesignal that is reflected back. The fact that it is both transmitting and receiving EM radiation implies thatit an active satellite system. To be able to separate the signals received back from near-range (groundclose to sensor) and far-range (ground far away from sensor), the sensor is side-looking. The so calledsatellite line of sight (LOS), what the sensor "sees", will therefore be at an angle towards the ground.Figure 2.1 is showing and explaining the SAR platform geometry.
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Figure 2.1: Geometry of a SAR platform. The sensor is moving with high velocity along its track (az-imuth direction), and sending and receiving pulses in the line of sight across its track (range direction).The ground range is the range direction projected onto the Earth geoid. The swath is representing thesize of the ground image. The incidence angle θ is the angle between the vertical direction and theradar beam; being lowest in the near-range and highest in the far-range. The platform’s altitude H de-pends on its orbit, and is for example for the SAR mission Sentinel-1 around 700km [27]. Velocities ofthe platform are typically around 7km/second [28]. Modified from [29].

The EM wavelengths typically utilized by SAR sensors are on the centimeter scale - within the microwavepart of the EM spectrum, see Figure 2.2. These wavelengths have the benefit of being able to penetratethrough the atmosphere, so that a SAR sensor can deliver weather- and daylight independent monitor-ing. The most common SAR-bands can be found in Table 2.1.

Figure 2.2: The electromagnetic spectrum. SAR wavelengths are marked within the microwave part ofthe spectrum. Modified from [30].

Table 2.1: Common SAR-bands with their wavelength and frequency.
SAR-band Wavelength FrequencyKa 1.1–0.8 cm 27–40 GHzKu 2.4–1.7 cm 12–18 GHzX 3.8–2.4 cm 8–12 GHzC 7.5–3.8 cm 4–8 GHzL 30-15 cm 1–2 GHzP 100–30 cm 0.3–1 GHz
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The SAR platform is flying over the Earth with a speed typically around ∼7.5 km/second [28]. A SARsensor is utilizing this velocity by simulating a longer antenna, by combining several acquisitions fromthe real antenna [31]. By doing this, the spatial resolution achieved by a SAR sensor can be increased,meaning that the ground pixel size can become smaller.
The spatial resolution of a SAR sensor depends on several components in the SAR system. The groundrange resolutionXr , which is the minimum distance at which two points on the ground can be sepa-rated in the ground range direction, is given by:

Xr =
c

2Bsin(θ)
(2.2)

where c is the speed of light, B is the bandwidth of the transmitted signal (equal to the spread of fre-quencies∆f ) and θ is the incidence angle [32]. The ground range resolution is typically in the range ofa few tens of meters.
The azimuth resolutionXa for a SAR system, that is, the minimum distance at which two points can beseparated in the azimuth direction, is given by:

Xa =
L

2
(2.3)

where L is the length of the antenna [33]. This is usually in the range of 10m. More details on SAR pro-cessing and principles can be found in SAR handbooks like in [31].
SAR satellite constellations can be launched into space on different orbits. For this thesis, it is relevantto introduce the sun-synchronous polar orbit. A polar orbit is where the satellite is going from pole topole ("ascending" towards the north, "descending" towards the south) at a slight angle, as the earth isrotating under its track. If it is also in a sun-synchronous orbit, the satellite repeats its track over an ex-act area with the same light conditions, ie at the same relative position with the sun [34]. Sentinel-1A/Bis an example of a sun-synchronous polar orbiting SAR satellite mission, which originally had two po-lar orbiting satellites with a repeat cycle of 6 days [24]. Repeat cycle refers to the time it takes for thesatellite between two overpasses of the same area with the same conditions (i.e. viewing angle andrelative position to the sun). The satellite repeat cycle is an important parameter in differential interfer-ometric SAR, as it becomes the temporal baseline, see 2.3.
SAR processing will result in an image of complex pixels: a 2D array of rows and columns, often a sin-gle look complex image (SLC). Each pixel is a "resolution cell", and represents an area of the groundwith one complex number, containing an amplitude and a phase [26]. The amplitude of a SAR imageis showing the strength of the back scattered radar signal from the ground elements, and the phaseis showing a delay connected to the travel time to the ground and back [35]. The SAR products of am-plitude and phase images is represented in Figure 2.3. A phase image is not containing any useful in-formation on its own, though when paired with other phase images over the same area that the phaseinformation can prove useful - applied in interferometric SAR.

Figure 2.3: The product of SAR processing. Left: amplitude image. Right: phase image. Modified from[36].
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2.3 SAR Interferometry
SAR interferometry is a processing technique which finds the phase difference between two SAR acqui-sitions to retrieve information about the ground surface. Before differencing, the two SAR acquisitionsmust first be aligned in space, with a processing step called co-registration [37]. This is done by match-ing each ground target to the same range-azimuth pixel in the two images [26]. After co-registration,an interferogram can be produced. This is done by multiplying the first complex SAR image with thecomplex conjugate of the second, pixel by pixel [26]. The equation below describes the operation togenerate a complex interferogram image, Iifgm:

Iifgm = I1 · I2 = A1e
iϕ1 ·A2e

i(−ϕ2) (2.4)
where I1 is SAR image 1 and I2 is the complex conjugate of SAR image 2. The right-hand product rep-resents the images in complex polar form with an amplitude and a phase component. This operationperforms multiplication of the amplitudes of the images, and subtracts the phase of the second imagefrom the phase of the first image.
What this phase difference can say about the ground surface depends on the interferometric base-line. The interferometric baseline is the difference in time or space (or both) between the SAR acqui-sitions [38]. If a difference in space is used as interferometric baseline, through different look anglesof the ground, the terrain altitude can be derived [26]. For this thesis, InSAR using temporal baselines,meaning a difference in time between individual SAR acquisitions, will be utilized. This type of InSAR issometimes called differential InSAR. Figure 2.4 is showing a representation of an InSAR with a temporalbaseline. The time interval between the timestamps of acquisitions is called an epoch.

Figure 2.4: A representation of the InSAR principle with a temporal baseline. The baseline is the dif-ference in time of pass 1 (at time t1) and pass 2 (at time t2), which can induce a phase difference if wehave ground movement in between the passes. Modified from [39].
As seen in Figure 2.4, if there is ground movement between the two satellite overpasses, it will inducea difference in travel distance of the electromagnetic wave, which results in a phase difference,∆ϕ,between acquisitions. The phase difference registered will be in the direction of LOS, containing bothhorizontal and vertical components.
To retrieve the phase of the complex interferogram,∆ϕ, one finds the angle in the complex plane:

∆ϕ = arctan

(
imag(I1 · I2)
real(I1 · I2)

)
(2.5)

∆ϕ holds the total phase difference of the interferogram. The phase difference due to displacementsin the LOS,∆ϕLOS , will be embedded in this total phase shift, since there are other components con-tributing to the phase shift between two SAR acquisitions:
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∆ϕ = ∆ϕLOS +∆ϕatm +∆ϕtopography +∆ϕflatearth +∆ϕnoise (2.6)
where∆ϕatm is the phase difference induced by atmospheric variations,∆ϕtopography is the topogra-phy induced phase difference,∆ϕflatearth is the phase difference caused by the curvature of the Earth,slightly changing with the range distances across the image, and∆ϕnoise is the term for phase noise[23]. The flat earth contribution can be corrected for, as it has a nearly linear phase change across theimage [23]. The topographic effect can be removed by using a digital elevation model (DEM), howeverthis model might carry some uncertainty which can not fully be accounted for. The phase noise can forexample be caused by a change in the ground surface physical properties (i.e. how the ground scattersthe transmitted signal) in the epoch [26], or a low signal to noise ratio (SNR) in the sensor signal. If thephase noise together with the atmospheric variations can be assumed negligible, the remaining signalis the most interesting one: ∆ϕLOS .
Together with the phase difference from an interferogram, it is possible to generate a phase differ-ence quality measure, called coherence, for that interferogram. Coherence is a value between 0 and1, where 0 means no valuable phase information due to noise, and 1 means no noise in the phase pa-rameter [26]. How coherence is generated can be found in [40].
The interferogram phase image will be assigned a cyclic color code and become "fringed" over areaswith phase differences. Each fringe represents a phase shift of 2π, or multiples of 2π, since the signalis periodic in nature. A LOS displacement of precisely half the radar wavelength, λ

2 , will induce a 2πphase shift, or 1 fringe, in the interferogram [26]. Any multiplies of this LOS displacement will inducethe exact same phase shift, so the interferogram phase can be ambiguous. The relationship betweenthe LOS phase shift∆ϕLOS and the LOS displacement dLOS is described with the equation below [26]:

∆ϕLOS =
4π · dLOS

λ
(2.7)

A representation of the InSAR principle can be found in Figure 2.5. For example, for a radar wavelengthof 5 cm, one fringe would represent a LOS displacement of 2.5 cm, given no phase ambiguities. Sincethe LOS displacement can contain both horizontal and vertical components, differential InSAR alone isnot sufficient to be able to retrieve only the vertical component of ground subsidence or uplift. A fur-ther technique, called double differential InSAR or Triple/Quadruple differential InSAR, can be utilizedfor this cause under certain conditions, explained in the next section.

Figure 2.5: The principle of InSAR. The phase images from two SAR acquisitions are differenced to de-rive a fringed interferogram representing the phase difference between acquisitions. Modified from[36].

2.4 Triple/Quadruple differential interferometry
Triple/Quadruple differential interferometry, here denoted T/Q-DInSAR, is a processing technique whichfinds the phase difference between two interferograms. The two interferograms must have the same
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temporal baseline (for example 6 days from Sentinel-1A/B overpasses), and are generated from SARimages from the same orbital track [23].
The T/Q-DInSAR interferograms can be generated from three (Triple DInSAR) or four (Quadruple DIn-SAR) phase images:

TDInSAR = (ϕ1 − ϕ2)− (ϕ2 − ϕ3) = ϕ1 − 2ϕ2 + ϕ3 (2.8)

QDInSAR = (ϕ1 − ϕ2)− (ϕ3 − ϕ4) = ϕ1 − ϕ2 − ϕ3 + ϕ4 (2.9)
where ϕ1−4 are the phase images from the four different SAR acquisitions. After making necessary cor-rections for non-negligible terms in the total phase difference (see equation 2.6), the remaining LOSphase difference for the triple- or quadruple combinations will be retrieved. The triple combination willextend over two connected interferogram epochs, and will take the second phase image into accounttwice, meaning this phase image has a larger impact on the resulting phase difference. The quadruplecombination will use two interferogram epochs separated by a certain time, but will take each phaseimage into account only once.
For LOS phase change, the T/Q-DInSAR operation will cancel out all phase change that is the same inboth interferograms; meaning where the ground movement has been equal in the two interferogramepochs. Applied to ice shelves (see a description of ice shelves in Chapter 3.1), if we assume completelyconstant horizontal movement/ice flow, T/Q-DInSAR will show the remaining non-steady vertical
movement (projected onto the LOS) [23]. The possible reasons for ice shelves having vertical move-ment and why it is important to monitor is explained in Chapter 3.1.2. The assumption of steady hori-zontal movement might not be the case in reality, but the possible remaining horizontal term is in thisapplication assumed much smaller than the vertical. The basic principle of double DInSAR (Quadruplecase) is shown in Figure 2.6.

Figure 2.6: The basic principle of DInSAR, here showing a Quadruple difference. Two phase differ-ences are differenced, and if the scene is over areas with constant horizontal movement, the remain-ing phase signal is only connected to vertical non-steady movement (projected onto LOS). The arrowsindicating uplift and subsidence refers to relative uplift and subsidence in the T/Q-DInSAR combination.
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Chapter 3

Background

This chapter will introduce the basic glaciological concepts of the Antarctic ice sheet and its ice shelves,some of their trends in a warming climate, and the study area of this thesis, the Fimbul ice shelf in sec-tion section 3.1. Oceanic tides and some of their effects on the Antarctic sheet and shelves will be in-troduced, as well as tidal prediction in Antarctica in section 3.2. Finally, relevant previous work usingInSAR over ice shelves will be presented in section 3.3.

3.1 The Antarctic ice sheet and its ice shelves
An ice sheet is a mass of glacial ice covering an area over 50,000 km2. The Antarctic ice sheet containsa mass of ice which, if melted, would rise global mean sea levels by around 58 meters [9]. The ice sheetis up to 4.9km thick at its center, where there is accumulation of snow [41]. This gives the Antarctic icesheet a cone-like shape, as it presses out under its own weight, and triggers an ice flow out towardsthe ocean. Closer to the coast the ice flow becomes faster and can reach speeds of a few kilometersper year [42].
The fast-flowing ice can create an outlet glacier, which drains the upstream ice by an ice flow towardsthe ocean, often through a valley of mountains, or an ice stream. An ice stream is a longer section offast flowing ice pressing through areas with much slower moving ice [41]. The main mass loss (calledablation) from the ice sheet happens in the coastal areas of Antarctica. These areas consists of: icetongues; which terminate by slowly becoming thinner, ice cliffs; an abrupt edge down into the ground,ocean or surrounding sea ice, and ice shelves; bodies of ice still attached to the ice sheet, which haveflowed over into the ocean and become fully afloat [43]. Ice shelves are supporting the upstream icesheet masses and control the outflow of flow ice into the ocean. Ice rises and ice rumples are smallsections of grounded parts in ice shelves, which provide a further stabilizing effect on the upstream ice[44]. See Figure 3.2 for a representation of these structures. See a representation of the Antarctic iceshelves and their supporting "qualities" (buttressing) in Figure 3.1. This thesis will focus on ice shelvesin particular.

3.1.1 Antarctica in a warming climate
As a whole, the Antarctic ice sheet is losing mass at increasing rates [10], and is estimated to have con-tributed to sea level rise by 14.0±2.0 mm in the period 1979-2017 [14]. These mass losses are region-ally varying in Antarctica, due to diverse ocean parameters like seawater temperature, sea ice forma-tion and bathymetry (ocean floor topography), to mention a few [17]. Antarctica is a complex systemof parameters interacting with each other: bedrock, ice, ocean, and atmosphere [47]. Future climateprojections show that there is uncertainty regarding Antarctica’s exact contribution to sea level risethrough its mass loss [12].
Antarctica is divided into East and West Antarctica, split by the Trans-Antarctic mountains. West Antarc-tica has been the dominating region when it comes to mass loss, and it was previously thought thatthe East Antarctic sector was not experiencing any significant mass loss, and even gaining mass [13].
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Figure 3.1: The Antarctic ice shelves and their buttressing (see [16]). The area of Fimbulisen is markedin red. Modified from [16].

Figure 3.2: A 3D representation of the glaciological components of the Antarctic boundaries. Ice risesare rising above the ice shelf surface and ice rumples are features below the ice shelf. Modified from[45], courtesy of Angelica Humbert after [46].
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However, more recent evidence has shown that East Antarctica, which is storing 90% of all the Earth’sice mass, has in fact been a major contributor of the mass loss in the period 1979-2017 [14].

3.1.2 Ice shelves and grounding zones

Ice shelves can extend from the ice sheet into the ocean for tens to hundreds of kilometers, and areup to 600 meters thick [48]. They are responsible for Antarctica’s main ablation processes [17], whichhappens through calving and basal melting. Calving is when icebergs break off at the outer edge of anice shelf, and basal melt occurs when the underside of the ice shelves melt due to warm ocean tem-peratures. A more dramatic event of ablation can also happen through ice shelf disintegration, whichis when an ice shelf breaks apart on a larger scale than that of a single calving event [49].
Ice shelves are an important component when predicting Antarctica’s mass loss, since ice shelf abla-tion is contributing indirectly to sea level rise, as their stabilizing effect on the upstream ice sheet canbe significantly reduced because of ice shelf thinning or disintegration [16]. This leads to an accelera-tion of outflow from the upstream ice sheet, which adds to sea level rise [50]. As ice shelves have con-tact with both the atmosphere and ocean, they are sensitive to changes is air- and ocean temperature[51]. Rignot et. al. (2013) estimated that basal melt of ice shelves is the number one ablation process ofAntarctica, rather than iceberg calving as previously thought [17]. Further, melt water from ice shelveswas estimated by Rignot et. al. (2013) to be around 28% too high to keep Antarctica’s ice shelves in an"overall steady state", in the period of 2003-2008 [17]. It has also been shown that thinning was occur-ring at higher rates in the period 2003-2012 compared with that of 1993-2003 [52].
The position where the ice shelf comes in contact with the ocean and lifts off the underlying bed iscalled the grounding line. The grounding line is located within the grounding zone, which is a widerarea where the ice goes from being fully grounded to fully afloat, see Figure 3.3. As ice shelves floaton the ocean, they are affected by processes that make the sea level fluctuate. The largest contribu-tor to this process is the ocean tide, however other geophysical factors can also have a significant ef-fects on sea level height, see section 3.2.2. For the fully freely floating part of an ice shelf, seaward of"H" in Figure 3.3, these effects will make an ice shelf rise and fall vertically in synchrony with the oscil-lation of sea level, essentially without delay [19]. However, in the grounding zone, the ocean processescan cause the ice to bend due to its elastic material properties, even inland of the grounding line untilthe limit of tidal flexure, "F" in Figure 3.3[53]. An ice shelf can also experience flexure close to where itmight be locally grounded by ice rises or rumples.

Figure 3.3: A 2D representation over the ice sheet-ice shelf transition (after [54] and [53]. The ground-ing zone spans over the grounding line (GL) from the inward limit of tidal flexure (F) to the seawardlimit of ice flexure (H).

The grounding line position has been recognized as an essential climate variable (ECV); a variable that"critically contributes to the characterization of Earth’ s climate" [55]. Since the main mass output fromthe ice sheet flows over the grounding line, its position is important for mass-budget calculations [56].Further, grounding line retreat is an indicator of sea level rise or thinning of ice shelves [57], since a liftof the ice shelf will move the grounding line inland.
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3.1.3 Study area: Fimbulisen

The Fimbul ice shelf, or Fimbulisen, is located in Dronning Maud Land (DML) in East Antarctica. It is thesixth largest ice shelf in Antarctica, extending from around 69°S to 72°S and 3°W to 8°E, about 100 kmwide and 200 km long. The Norwegian research station Troll is positioned 235 km inland, see Figure3.4.

Figure 3.4: A map over Fimbulisen on the Antarctic Polar Stereographic projection EPSG:3031. Jutul-straumen ice stream and Trolltunga are marked, as well as the research stations in the area. Modifiedfrom the Norwegian Polar Institute’s Quantarctica package, using the detailed basemap [58][59][60].

Fimbulisen has several ice rises and rumples, both on its east and west sides in Figure 3.4, which arestabilizing the ice shelf. Fimbulisen is fed with ice by the fast flowing Jutulstraumen, the largest ice streamin DML, draining an area of 124.000km2, with a velocity of about 750 m/year [61], see Figure 3.5. Theareas east- and west of Jutulstraumen consist of slower moving ice, which results in crevassing be-tween these zones because of large differences in velocity [62]. Jutulstraumen flows northwards throughthe ice shelf out to Trolltunga, creating a ice tongue with a calving front out into the ocean.

Figure 3.5: Flow speed map over Fimbulisen. Based on MEaSUREs flow speed, acknowledging [63] and[64]. The pink line indicates the grounding line derived from [65]. Modified from the Norwegian PolarInstitute’s Quantarctica package, using the simple basemap [66].
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Through a seismic study conducted on Fimbulisen by Nøst et al. in 2004, the underlying bathymetryand water column thickness of the ice shelf became known, and Fimbulisen has one of the better knownbathymetries in Antarctica [67]. The middle part of Jutulstraumen, often called the "central cavity" ofFimbulisen, has water column thicknesses of up to 900m. The outermost part of Trolltunga extendsout over the continental shelf break, as it floats over depths of over 2000m, see Figure 3.6. The under-lying bed of Fimbulisen can be characterized as a retrograde bed, meaning that the sub-glacial topog-raphy deepens inland.

Figure 3.6: Bathymetry map over Fimbulisen, covering depths of 0 to -1000m, after Figure 1(a) in thestudy by Lauber et. al. (2024) [68]. The black dots indicate the approximate positions of the NorwegianPolar Institute’s mooring stations M1, M2 and M3. The arrow going across the coast of Fimbulisen isrepresenting the Antarctic Slope Current, with a possible passage underneath Fimbulisen. The down-ward arrow suggests the way of warm deep water through a "sill" into the central cavity. Bathymetry isbased on data from 2010 published by Le Broq et. al. [69]. Coastlines are from Mouginot et. al (2017)[70]. Modified from the Norwegian Polar Institute’s Quantarctica package [66].

Fimbulisen and the other ice shelves in DML are more protected from warm water intrusion than theWest Antarctic ice shelves through the Antarctic slope front, which is separating cold and warm watermasses in the ocean [71]. The slope front generates the Antarctic Slope Current [72], which flows tothe west past Trolltunga, across the coast of DML.
However, warm water intrusion under Fimbulisen has more recently been to linked to diminishingsea ice cover and stronger sub-polar westerly winds [73]. Since 2016 there has been more frequentwarm water intrusion below Fimbulisen, and an almost doubled mass loss rate through basal meltwas found in the central part of the ice shelf [73]. Further evidence show that basal melt rate in the pe-riod of 2017-2021 of Fimbulisen was around 1m/year, with variability seasonally but also sub-weekly,where higher ocean current velocities underneath the ice shelf induced peaks in melting [74].
To monitor the water temperature underneath Fimbulisen, three sub-ice shelf mooring stations wereinstalled by the Norwegian Polar Institute in 2009, and were maintained until 2021. They provide tem-perature, pressure and velocity observations at the mooring sites M1, M2 and M3 (see locations in Fig-ure 3.6). Through the observations, important insights about sub-ice shelf conditions of Fimbulisenhave been gained. For example, warm deep water intrusion across a sill (a connection between theopen ocean and the central cavity) in this period was observed by Lauber et. al. (2024) [68] under Fim-bulisen. In the study, warm deep water intrusion was linked to the transport of cyclonic eddies (clock-wise rotating in the Southern hemisphere) across the sill, which could reach all the way under the iceshelf to the grounding line. The cyclonic eddies in the study were estimated to have a mean radiusof about 8 km. The warm water intrusion was linked to two periods in the year: January to March andSeptember to November.
Mooring site M1 was located over the deepest part of the sill under Fimbulisen, and the deepest in-strument of this mooring (M1low, around 100m above the seafloor) is best suited for warm deep wa-
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ter inflow observations [73]. Such observations have been connected to satellite derived basal melt ofFimbulisen [73]. The three moorings were renewed in the Antarctic summer of 2023-2024, as part ofthe Troll Observing Network (TONe) program [75].

3.2 Tides around Antarctica
The gravitational forces from the relative positions of the moon, earth and sun in combination with theearth’s rotation are globally causing tides, making the sea level oscillate. The vertical changes aroundthe mean sea level (MSL) are accompanied by horizontal tidal currents. The different components ofthe astronomical forcing are contributing to tides at different strengths and periodicity, and can besorted into what is called tidal harmonic constituents. For example,M2 is the strongest tidal harmonicconstituent from the moon’s gravitational force on Earth, and has a tidal period of 12.42 hours [76].The tidal periods can be categorized as diurnal, with one high and low tide a day, semi-diurnal, withtwo high and low tides a day, or a mixture of both, with two uneven high and low tides a day. The tidalrange - the difference in sea level between high and low tide - are around 1 to 2 meters on ice shelvesin Antarctica, but some ice shelves experience up to 5 meters tidal range [2].
3.2.1 Tidal influence on Antarctic ice
The tides affect the Antarctic ice sheet and its ice shelves in several ways. Beyond the vertical rise andfall of freely floating ice shelves, the tides can change the grounding line location throughout theircycles [77]. During a high tide, the incoming ocean water can lift the ice shelf off its bed and make itafloat further inland, moving the grounding line several kilometers upstream [78, 77]. This phenomenonleads to temporally varying grounding of ice shelves, which can further induce a temporally varying iceflow speed and therefore upstream stability [79]. Tides can also cause the ice to bend in the ground-ing zone or close to ice rises and rumples, mentioned in section 3.1.2. Tides are also affecting a wholerange of oceanic parameters that contribute to mass balance of the ice shelf through its underside, likecirculation and heat-exchange between the water and ice, in addition to variation in velocity and fric-tional forces underneath the ice shelf, to mention a few [19].
Given the influence of tides outlined above it is important to model them correctly to estimate: i) theeffect tides has on the ice sheet mass balance parameters in order to accurately predict future massbalance estimations [23], but also ii) the "noise" introduced by the tides in satellite measurements toestimate the long term signals in the area [19]. Tides are referred to as noise in long term signals, sincethey have a large impact on the MSL (cm-m-scale) over short time scales, and other smaller signals(mm-scale) in satellite data will be masked by the tidal signals. Accurate removal of tides through tidemodels are therefor necessary. Noise removal of the tides is for example needed for long term esti-mates like ice shelf thickness change, i.e. made by Hogg et. al. (2021), using the tide model CATS2008ato extend the ice shelf thickness change record from 1992 to 2017 [21].
3.2.2 Tidal prediction over ice shelves
The astronomical forcing of tides are periodic in nature and provides a solid basis for tidal surfacedisplacement prediction. Most tidal models, global and regional, are barotropic, meaning that theyassume currents to be constant with water depth [19]. The largest limitation of tidal model accuracyis the estimation of water column thickness; meaning the water depth in open waters and under iceshelves. There are several regional tide models developed specifically for the ocean around Antarcticaand its ice shelves (see for example [22]). These models are resolving coastal features around Antarc-tica better than the coarser global tide models [19]. In [22] five regional tide models for Antarctica werecompared (including the tide model used in this thesis - CATS2008a). The comparison concluded thatthe tidal height output in the open ocean for the five models had differences of less than 5cm. Thelargest disagreements were found around the coastlines of Antarctica, where model output could de-fer from each other with up to 60cm [22].
Hence, tidal modelling around the Antarctic coastline is more challenging than for the open ocean. Theestimation of water column thickness in these models depends on both accurate bathymetry and iceshelf thickness. In addition, the land-ocean transition must be resolved for both the coastline as well asthe grounding line. Assimilated data is coming from for example satellite altimetry (measuring surface
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height from space) and in-situ tide gauge records (continuous water level monitoring). The satellite al-timetry measurements are challenged by their sparse coverage, and the harsh Antarctic climate meanstide gauges are relatively few [22]. The deep cavities under ice shelves and in the open ocean off thecoast suffer from sparse bathymetry sampling [80, 9], and the ice thickness estimates can have errorsof order up to 100m [81].
The three main oceanic forcings on ice shelves, the parameters in "traditional tide modelling", is de-scribed by Wild (2018) [54] as:

• tidal harmonic constituents
• atmospheric pressure anomalies
• tidal load - the deformation of the Earth’s surface because of the weight change due to the oceantides

The contribution from the tidal load is relatively small compared to the tidal harmonic constituents andatmospheric pressure anomalies [82]. The atmospheric pressure is inducing change when it deviatesfrom the mean atmospheric pressure, and adds a non-harmonic signal on similar timescales as thetides, which needs to be accurately accounted for. Atmospheric pressure anomalies can be estimatedto induce a change of sea level according to the inverse barometric effect (IBE): 1cm change per oppo-site sign 1hPa anomaly [20].
Other effects, not considered in traditional tide modelling, are for example ocean eddies and sustainedocean waves, which can also have a considerable effect on these time scales [83]. Changes in river out-flow into the ocean and changes in ocean density (driven by changes in salinity and temperature) canalso be of significance [76].

3.3 Previous work using satellite interferometry to study tidal pre-
diction over ice shelves

Significant previous work of using T/Q-DInSAR (see Chapter 2.4) to improve tidal prediction over iceshelves has been done in a PhD thesis by C. Wild published in 2018 [54]. In his work, traditional tidemodelling output was improved by up to 74% in Antarctic coastal areas, by combining T/Q-DInSAR datawith tide model output and GPS surface height measurements.
An article associated with this PhD thesis included an investigation of the tide model CATS2008a tidalheight output against T/Q-DInSAR data [84]. GPS surface measurements were used to subtract the IBEin the T/Q-DInSAR data, and the residual height was compared to the tidal output over a freely float-ing area of an ice shelf. The mean difference estimate between the tide model and the T/Q-DInSARdata was 0.002±0.086m. The large standard deviation argued to be due to inefficiencies in CATS2008awhen capturing tides under the ice shelf.
The PhD work in [54] concluded that there is need for further work of validating of tidal model out-put in more and in different types of grounding line areas. The work was made over a small ice shelfarea called Southern McMurdo ice shelf, using a satellite mission with a swath width of about 40 km(TerraSAR X-band mission [85]). In this master thesis, a satellite mission with a swath width of 400 kmcovering the whole Fimbulisen ice shelf will be utilized, enabling more insights from combining tidal,atmospheric pressure and T/Q-DInSAR data over a larger area.
The pre-project of this master thesis was studying tidal- and atmospheric pressure T/Q interferogramstogether with T/Q-DInSAR imagery over Fimbulisen [86]. The tidal and atmospheric pressure differenceinterferograms were derived from three or four tidal- and atmospheric pressure snapshots. From theproject paper, it was learned that T/Q-DInSAR imagery is a complex representation of several tidal- andatmospheric pressure stages in time. This is illustrated in Figure 3.7, where the tidal heights on a pointoutside the coast of Fimbulisen are overlaid with three example SAR acquisition times in Figure 3.7.
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Figure 3.7: The tidal heights (from CATS2008a) in October 2019 on a geographical point just outside thecoast of Fimbulisen (69.5°S, 0°W), and three acquisition times with 6 day revisit time. Figure from [86]
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Chapter 4

Data

Three datasets are used for the main part of this thesis: a) NORCE T/Q-DInSAR data derived from Sentinel-1 Extra Wide (EW) raw data (see section 4.1), b) tidal data from the Antarctic model CATS2008a (seesection 4.2), and c) ECMWF ERA5 reanalysis mean sea level pressure data (see section 4.3). The two lat-ter datasets are open and freely available. An overview of the datasets’ spatial and temporal resolutioncan be found in Table 4.1. An additional dataset is used for further analysis of the thesis results regard-ing a possible connection to ocean eddies: the sub-ice shelf temperature data from a mooring stationat Fimbulisen, see section 4.4.
Table 4.1: The datasets with their spatial and temporal resolution. CATS2008a predicts tides fromequations that will take in any temporal resolution.

Dataset Temporal resolution Spatial resolution

NORCE T/Q-DInSAR data 6 days around 100 m x 100 m(depending on near/far-range)CATS2008a tidal model Anytime 4 km x 4 km gridECMWF ERA5 surface pressure data 1 hour 0.25°lat, 0.25°lon grid

4.1 T/Q-DInSAR data
The satellite constellation used for retrieving the SAR-data, Sentinel-1A/B (EW), is introduced. Then, thespecifics of the NORCE T/Q-DInSAR data is explained.
4.1.1 Sentinel-1A/B (EW)
The Sentinel-1 (S1) mission consisted of two polar orbiting satellites; Sentinel-1A and Sentinel-1B, whichtogether have a repeat cycle time of 6 days. The data used in this thesis is from when S1B was still op-erational, i.e. before December 2021. The onboard SAR-instrument on Sentinel-1 is a right looking C-band sensor with a centre frequency of 5.405 GHz, which corresponds to a wavelength of 5.547cm.
S1 has several acquisition modes with different swath widths and spatial resolutions, two of which willbe discussed here. The standard acquisition mode is the interferometric wide swath mode (IW), whichhas a swath of 250km which it acquires in 3 sub-swaths, and has a spatial resolution of 5x20m [87].Each sub-swath consists of bursts (short sequences where the antenna is swept over the target area),which are processed as single SLC images [88]. This provides an accurate alignment of small geograph-ical areas (burst images) monitored over time. Overall, the IW mode provides a data product which isgood for InSAR, also due to the baseline accuracy and the Doppler stability, see [87]. However, the IWmode does not provide imaging sufficiently covering Fimbulisen, so in this thesis, the S1 data used isacquired with the Extra Wide swath (EW) mode.
The EW swath acquisition of track 60 is covering the whole ice shelf of Fimbulisen in ascending pass.In comparison to the IW mode, the EW mode has a larger swath width of 400km, acquired in 5 sub-
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swaths, and a lower spatial resolution of 20x40m [89]. Over the swath, the incidence angle range from18.0°to 47°across the range. The EW mode has the same suitability for InSAR as the IW mode, but iscurrently not commonly used for interferometry. Figure 4.1 is displaying the areal coverage of the IWand EW mode.

Figure 4.1: The approximate areal coverage of the S1 EW mode (track 60, red box) and the S1 IWmode (track 50, yellow box), visualized over the area of Fimbulisen. The EW mode covers the entire iceshelf of Fimbulisen. Modified from Copernicus Sentinel data [2024] [90] and displayed on a basemap(EPSG:3031) from the Norwegian Polar Institute’s Quantarctica package [66].

4.1.2 NORCE T/Q-DInSAR data
The T/Q-DInSAR data used in this thesis is in-house processed by NORCE, from raw S1 EW SAR data toT/Q-DinSAR data. The single interferograms that the T/Q-DInSAR data is generated from is also pro-vided by NORCE, here denoted InSAR data. The data is in satellite coordinates, range and azimuth, andeach pixel carries a complex number.
The data processing is done through multiple steps. These steps will only be listed and not explained,and explanations of the steps can be found in InSAR processing handbooks like [91]:

• Raw format S1 data is focused and transformed to SLC format
• Co-registration of all bursts in the sub-swaths
• Flat-earth and topographic phase correction
• InSAR generation, burst-wise
• Multi-looking (a method to improve the radiometric resolution of the image, i.e. reducing SAR in-herent speckle and therefore improving the signal to noise ratio (SNR). The image is multi-lookedwith 5 looks in range and 4 looks in azimuth
• Merging of bursts into a mosaic
• Phase filtering using a modified Goldstein filter
• T/Q-DInSAR generation using a minimum coherence calculation

The multi-looking operation reduces the spatial resolution to approximately 100x100m, depending onnear/far-range (pixel sizing becomes larger in the far range to be able to keep the same SNR).
For this thesis, S1 acquisitions from the whole year of 2019 are used, see the acquisition timestamps inAppendix 8.1. Aside from 4 SAR acquisitions dates in May 2019 that are missing, the 6 day repeat cycle
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is available throughout the year.
The geocoded interferometric phase of a NORCE T-DInSAR image can be found in Figure 4.2, showingthe geographical extent of track 60.

Figure 4.2: The interferometric phase from a NORCE processed Triple DInSAR image, based onSentinel-1 acquisition dates 2019-02-15, 2019-02-21 and 2019-02-27 over track 60A. The image isgeocoded and plotted over the interferometric coherence, on the basemap (EPSG:3031) from the Nor-wegian Polar Institute’s Quantarctica package [66].

4.2 CATS2008a tide model
The tide model used in this thesis is the Antarctic regional inverse tide model CATS2008a (Circum-AntarcticTidal Simulation), an update to the model described by Padman et. al. (2002) [2]. It is a high resolutionmodel on a 4km Antarctic Polar Stereographic grid, centered at 71°S, 70°W, and includes the 10 majortidal constituents over the open ocean and also under floating ice shelves. The model resolves coast-lines by using feature detection data from optical MODIS images, and matches this data to ground-ing line detection data from altimetry and InSAR. The model assimilates data from different datasets;radar and laser altimetry data over sea-ice free open ocean and some ice shelves and a set of observa-tional tide records from the Antarctic Tide Gauge Database [92].
The output used from the model is surface heights in meters, ’z’. The output is in this work retrievedusing the python toolbox pyTMD, which can be accessed from [3]. There is also a corresponding Mat-lab toolbox, accessed from [93]. The tidal data used is retrieved over a geographical grid covering Fim-bulisen, see Figure 4.3.

4.2.1 Known limitations of CATS2008a
CATS2008a has some known limitations which affect the output of surface height ’z’, provided by [94].Firstly, it does not provide the effect on surface height due to ocean tide loading (the adjustment ofunderlying seabed due to load). As mentioned in Chapter 3.2.2, the ocean tide load is one of the threecomponents in traditional tidal modelling, but will not be included here. This could induce a system-atic error in predicted tidal height, since tidal load can induce effects on the 10mm-scale around theAntarctic coast [95]. Secondly, the location of the grounding lines of the ice shelves are not fixed as itmoves back and forth with the sea level, bu this is assumed by the model. Further, the tide model onlyproduces valid output where we have freely floating ice, and close to grounding lines or where thereis ice flexure, tidal heights are reduced. Over Fimbulisen, CATS2008a has an uncertainty estimation of5-7cm [96].
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Figure 4.3: A tidal height output on 2019-03-11 20:24:29 UTC from CATS2008a over an area coveringFimbulisen. The basemap (EPSG:3031) is from the Norwegian Polar Institute’s Quantarctica package[66].

4.3 ECMWF ERA5 atmospheric pressure data
ERA5 is reanalysis data improved from the ECMWF weather model [5][4]. "Reanalysis" is combining theprediction from a model with available observations to optimise the estimation for the parameters.ERA5 is providing an hourly output of atmospheric, oceanic and land parameters from 1940 and for-ward in time. The output is on a 0.25°latitude and 0.25°longitude grid.
Mean sea level pressure (mslp) is retrieved from the ECMWF ERA5 database[5][4]. Data from the databaseis downloaded on the two timestamps closest to the SAR acquisition time; at 20:00 and 21:00 UTC each6 day repeat pass of year 2019. A surface pressure snapshot over Fimbulisen is shown in Figure 4.4.

Figure 4.4: An ERA5 mean surface pressure output on 2019-03-11 20:00 UTC over an area coveringFimbulisen. The basemap (EPSG:4326) is from the Norwegian Polar Institute’s Quantarctica package[66].

4.4 Mooring temperature data
Sub-ice shelf mooring ocean temperature data is used for further analysis of the resulting T/Q-DInSARimages retrieved from this thesis, see Chapter 6.4. The data is from mooring station M1; one of thethree mooring stations maintained by the Norwegian Polar Institute on Fimbulisen, mentioned in Chap-ter 3.1.3. The M1 mooring station’s geographical position was 1°E, 70 °S in 2009, and 1.1°E, 70 °S in
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2022. The data used is from the deeper instrument,M1low, located around 100m above the seafloor.
The data is accessed through the website Norwegian Polar Data Centre [97]. The output is daily aver-age sub ice shelf temperatures, used from the whole year of 2019, see Figure 4.5.

Figure 4.5: The daily average mooring temperatures of mooring station 1 (M1) in 2019.
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Chapter 5

Methods

To study the influence of tides and atmospheric pressure on ice shelf behavior, these componentsshould be subtracted from the T/Q-DInSAR data. The steps to do this are described in this chapter.First, in section 5.1, the generation of tidal- and mean sea level pressure (mslp) single snapshots fromthe tidal model CATS2008a and ERA5 reanalysis data is described. Second, in section 5.2, the method-ology of generating single interferograms from these snapshots is laid out, including the processingneeded to fit to the InSAR data. Third, in section 5.2, the generation of triple and quadruple differ-ence interferograms and the subtraction of these from the T/Q-DInSAR images (here denoted just T/Q-DInSAR images) is described. Lastly, a method for analysing the results is explained in section 5.4.
The methods described in this chapter are based on a set of scripts, initially provided by NORCE, thatform an extension of software suite GDAR, which is developed, owned and licensed by NORCE. Somescripts were adapted to suit the particular application of this thesis.

5.1 Generating tidal- and atmospheric pressure snapshots

This section explains how the single tidal- and mslp snapshots are retrieved, and Figure 5.1 is showinga representation of this process. The SAR acquisition timestamps are extracted from the metadata inthe NORCE InSAR data (hereafter simply denoted InSAR data).

5.1.1 Retrieving tidal images from pyTMD

The tidal snapshots are calculated using the pyTMD toolbox [98]. First, a 2D grid covering Fimbulisen iscreated in the Antarctic polar stereographic coordinate system (EPSG:3031). The spacing on the grid isset to 1 km, while the model originally has a 4 km resolution, hence the tidal output data is spatially in-terpolated by the pyTMD functions. The tidal height, ’z’, is retrieved on the grid for each SAR acquisitiontimestamp to generate tidal images. An example of a tidal image is shown in Figure 4.3.

5.1.2 Retrieving atmospheric pressure images from ERA5

The ERA5 mslp snapshots downloaded from the ECMWF ERA5 database (see Chapter 4.3) over a gridcovering Fimbulisen, are linearly interpolated between the two closest points in time (20:00UTC and21:00UTC) to fit each SAR acquisition timestamp. An example of such an interpolated image is shownin Figure 4.4 in Chapter 4.3. The mslp snapshots then are masked over the grounded ice with a maskover Fimbulisen.
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Figure 5.1: Flowchart representing the generation of mslp- and tidal snapshots. It is showing the inputdata (green boxes), processing steps (white ellipses) and output data (yellow boxes).

5.2 Generating tidal- & atmospheric pressure interferograms

This section explains how the tidal- and pressure data is processed to overlap the InSAR data in spaceand time. A representation of the processing steps explained in this section is found in Figure 5.2. TheInSAR data provide the SAR acquisition timestamps in the metadata, and a digital elevation model (DEM)is used for back-geocoding (explained in section 5.2.2). Throughout the processing, a mosaic of theReference Elevation Model of Antarctica (REMA) over Dronning Maud Land (100 m resolution, over-sampled from a 200 m product) is used [99]. The InSAR data is firstly cut to fit a down-sampling opera-tion by a factor (10,10), to make the back-geocoding operation more efficient.

5.2.1 Finding tidal height- and atmospheric pressure differences

Firstly, the tidal height- and atmospheric pressure differences between the InSAR timestamps are found,through simple subtraction. For example, for the InSAR image generated from acquisition times 2019-01-04 20:25:13 and 2019-01-10 20:24:31, the corresponding tidal height difference image, zdiff be-tween tidal height image on timestamp 1 (2019-01-04 20:25:13) z1, and tidal height image on times-tamp 2 (2019-01-10 20:24:31) z2 would be found as:

zdiff = z1 − z2

The same is done for atmospheric pressure images. This is denoted "differencing" in the flowchart inFigure 5.2. From here on, further processing is made on these tidal- and atmospheric pressure differ-ences.
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Figure 5.2: Flowchart representing the generation of mslp- and tidal interferograms. It is showing theinput data (green boxes), processing steps (white ellipses) and output data (yellow boxes).

5.2.2 Back-geocoding

Geocoding of a SAR image refers to referencing each range-azimuth pixel to a coordinate in a geo-graphic or projected coordinate reference system [100]. The coordinates of a map projection can befor example in latitude and longitude (geographic) or northing and easting (projected).
The opposite, called back-geocoding, refers to transforming an image from being in geographical co-ordinates, into satellite coordinates. A DEM is used in back-geocoding to adjust for the topography in-duced effects inherent to a SAR constellation (i.e. foreshortening, layover, shadowing), which will needto be induced in the tide- and mslp images also. Back-geocoding is performed on the tidal- and mslpimages to fit the same geographical coordinates of the InSAR data. The tidal- and mslp images cover adifferent area than the satellite reference geometry of track 60A, see Figure 5.3, and only the overlap-ping part is back-geocoded and used further.
The InSAR satellite geometry is also used to get the tidal- and mslp images in the same spatial resolu-tion and shape as the satellite imagery. In the back-geocoding operation, the tidal- and mslp snapshots
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are therefore up-sampled to fit the size of the down-sampled InSAR image.

Figure 5.3: The geographical extent of the mslp images (color, here from 2019-08-20, 20:25:19) and thegeographical extent of the satellite images (black rectangle) on EPSG:3031. The back-geocoding op-eration done is resampling the mslp- and tidal images to track 60, in azimuth-range coordinates. Thebasemap is from the Norwegian Polar Institute’s Quantarctica package [66]

After back-geocoding, the mslp- and tidal images are upsampled a second time, this time by the down-sampling factor (10,10), to match the shape of the original InSAR image. The tide-, mslp- and InSAR im-ages thereafter have the same shape and spatial resolution of the InSAR images (approx. 100x100mpixel size). An example of the input and output when back-geocoding a mslp image is shown in Figure5.4.

Figure 5.4: The input image (left) and output image (right) of up-sampling and back-geocoding of amslp image (here a single snapshot from 2019-08-20, 20:25:19) to track 60A. The input image is a mslpimage in the lat/lon coordinate system (EPSG:4326). The output image is the back-geocoded mslp im-age in SAR geometry over the extent of track 60A. Note that the left image (coloured area in Figure 5.3)covers a larger geographical area than the right image (black rectangle in 5.3).

5.2.3 Converting atmospheric pressure difference to displacement
An increased pressure at the ocean/ice shelf surface will press the surface down, and a decreasedpressure will make the surface lift. The difference of two pressure images displays the pressure changebetween acquisitions, and will therefor be connected to a surface height change between acquisitions.
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The surface height change can be approximated by the IBE: +1hPa → −1cm which is assumed to ap-ply everywhere. The pressure difference is therefore multiplied by a factor of − 1
10000 , since:

+1hPa → −1cm ↔ (5.1)
+1Pa → −0.0001m (5.2)

5.2.4 Projecting vertical height on the LOS
The tidal and and mslp images show vertical displacement, and this is transformed into the correspond-ing satellite LOS geometry. Since it is assumed that the signals observed on the ice shelf primarily comefrom vertical movement in the T/Q-DInSAR image (see chapter 2.4), the vertical displacement is pro-jected onto the direction of LOS and forms proj ⃗LOS v⃗:

proj ⃗LOS v⃗ = v⃗ · cos(θ) (5.3)
Where v⃗ is the vertical vector with tides or mslp displacement, and θ is the SAR sensor incidence angle.See representation in Figure 5.5.

Figure 5.5: The projection of the vertical vector on the LOS.

The angle between the vertical and the LOS (incidence angle θ) is changing throughout the range of thesatellite images, see figure 5.6 which is showing the incidence angle grid.

Figure 5.6: Incidence angle grid with a range from 18°to 47°indicated by the colorbar.
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5.2.5 Converting displacement to phase

The LOS displacement is transformed into a complex image, Icomplex, with an amplitude of 1 and aphase transformed from the LOS induced displacement through equation 2.7:

Icomplex = ei·dLOS ·4π/λ (5.4)

An example of the phase of such an image is shown together with its corresponding LOS displacementin Figure 5.7.

Figure 5.7: The mslp LOS displacement in meters (left) and the corresponding phase image in radiansafter the displacement-to-phase conversion (right).

5.3 Correcting the T/Q-DInSAR images for tides and atmospheric
pressure

This section explains how the T/Q-DInSAR images are corrected for tides and atmospheric pressure. Anexample representation of this process, for a triple difference interferogram, is shown in Figure 5.8.
Firstly, tidal- and mslp triple and quadruple difference interferograms need to be generated from thetidal- and mslp interferograms. Since these are complex valued, this subtraction is done through mul-tiplication of the complex conjugate. For example, to generate the tidal triple difference interferogram
Itide1223 from timestamps 2019-01-04 20:25:13, 2019-01-10 20:24:31 and 2019-01-16 20:25:12, tidal in-terferogram 1 Itide12 (generated from epoch 2019-01-04 20:25:13 - 2019-01-10 20:24:31), is multipliedwith the complex conjugate of tidal interferogram 2 Itide23 (generated from epoch 2019-01-10 20:24:31- 2019-01-16 20:25:12):

Itide1223 = Itide12 · Itide23

28



Figure 5.8: The processing chain for correcting a T/Q-DInSAR image for tides and mslp, displaying anexample of a triple DInSAR image correction. The green boxes indicate input (can be from previoussteps), and the yellow boxes indicate output. The red rectangle box points to the resulting image.

The same holds for generating mslp triple or quadruple difference interferograms. To correct the aT/Q-DInSAR image for tides and atmospheric pressure, the corresponding tidal T/Q difference interfer-ogram and the corresponding mslp T/Q difference interferograms, are each are subtracted from theT/Q-DInSAR image through multiplication with the complex conjugate.

5.4 Plotting the components of the correction
Plots of the tidal- and mslp T/Q difference interferograms and their individual and combined effects onthe corrected T/Q-DInSAR image are made. The plots contain the following:

• the original T/Q-DInSAR image: uncorrected, containing all displacement signals
• the T/Q-DInSAR image corrected only for mslp: containing all displacement signals except theone from mslp
• the T/Q-DInSAR image, corrected only for tides: containing all displacement signals except theone from tides
• the T/Q-DInSAR image, corrected for mslp and tides: our resulting image. According to the hy-pothesis, this image should not contain any remaining displacement signals
• the T/Q difference mslp interferogram: containing only the mslp displacement signal (this inter-ferogram is masked with an ocean mask of DML for easier interpretation)
• the T/Q difference tidal interferogram: containing only the tide displacement signal
• the T/Q difference mslp+tidal interferogram: containing both the mslp and the tide displacementsignals

An example of a plot with the tidal and mslp-components can be found in Figure 5.9. They are dis-played in satellite geometry (range-azimuth). When analysing the tidal- and mslp components, the di-rection and number of fringes of these are referenced to as "ramps", since they display a height differ-ence across the image.
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Figure 5.9: The tidal and mslp (IBE) components and their effect on the correction of the triple interfer-ogram (tdifgm) from dates 20190215-20190221-20190227.
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Chapter 6

Results and discussion
In this Chapter, the results of the tidal- and atmospheric pressure corrections on the T/Q-DInSAR im-ages are presented, analyzed and discussed. In section 6.1, the overall remaining effects after the tidal-and atmospheric pressure correction of the T/Q-DInSAR images is shown. In section 6.2, three areason Fimbulisen with particular characteristics after the correction are distinguished. In section 6.3, anal-ysis of the roles of the tidal- and atmospheric pressure components in the correction is presented. Sec-tion 6.4 shows a possible link in the results to ocean eddies. Finally, section 6.5 mentions some limita-tions of the methods used.

6.1 Tidal- and atmospheric pressure correction
In total, 100 T/Q-DInSAR images (50 Triple combinations, 50 Quadruple combinations) were correctedfor tides and atmospheric pressure. Out of these, 58 had high enough coherence to use for the dataanalysis. September and April data were the months most affected by coherence loss. Coherence losscan be affected by for example snowfall or snow drift. Extended periods without coherent data limitsthe data analysis, since it creates gaps in the T/Q-DInSAR time series. This limitation is however inher-ent to interferometry, since SAR-sensors are sensitive to surface back-scattering properties, linked toi.e. target water content and surface roughness.
The remaining 58 images are used for the continued analysis. An example of a T/Q-DInSAR image isshown in in Figure 6.1. Note that the T/Q-DInSAR images are shown in satellite geometry (range-azimuth)in this chapter (if not labelled otherwise). The grounded ice is masked in the resulting images; hencewill show the grounded ice as a green area (value 0).

Figure 6.1: An example of T/Q-DInSAR data in satellite coordinates, with annotations pointing to theocean (green area), ice shelf (fringed area) and grounded ice (less fringed area).
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If the tidal and atmospheric pressure data can explain all the effects in the images, it is expected tohave no fringes left in the corrected T/Q-DInSAR data. Out of the 58 coherent corrected images, therewere no images that could be considered completely corrected in the entire scene. By well cor-rected, it is meant that the results show a "flat" interferogram with no visible coherent fringes left aftercorrection with both tidal and mslp data.
The images show a spread of how close they were of being completely corrected. There were espe-cially four images that were close to a completely corrected appearance; which displayed a few (1-4),geographically spread out fringes and therefore a visually "flat" appearance. Both their original andcorrected appearances are shown in Figure 6.2. Further analysis of these four images’ tidal- and mslpcomponents is presented in section 6.3.

Figure 6.2: Four images close to being completely corrected. The left column shows the original T/Q-DInSAR images, and the right column shows the corresponding T/Q-DInSAR images corrected for tidesand mslp.

The other 54 images of the corrected T/Q-DInSAR data had a less "flat appearance" than the ones shownin Figure 6.2. Four examples of these are found in Figure 6.3. Some of the corrections added, insteadof removed, fringes to the image, which is discussed in section 6.3.
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Figure 6.3: Four images far from complete correction. The left column shows the original T/Q-DInSARimages, and the right column shows the corresponding T/Q-DInSAR images corrected for tides andmslp.

A reason why no images were characterized as completely corrected, is due to the choice of thresh-old for this categorization. A threshold of no fringes in the entire scene is too strict; allowing no fringes(2.7cm height difference) in the entire 400km wide scene. Sun et al. (2022) showed that tide models inAntarctica disagree with each other with about 5 cm in the open ocean [22], so it can not be expectedthat CATS2008a have an accuracy higher than this in a complex ice shelf area. Moreover, the suffi-ciency of the correction relates to how close the fringes are together geographically, and how manyfringes there were in the original. For better categorization of the images’ correction in the future, itis suggested to instead base it on the amount of subtracted fringes from the original image, and howgeographically close the remaining fringes are.
No matter the categorization, an insufficient correction can be linked to one of the following reasons:

• Inaccuracies in the tide- and atmospheric pressure models, in line with the fact that the featurerich Antarctic coastline makes accurate tidal prediction is especially challenging [22][54].
• Other significant factors affecting the vertical movement of Fimbulisen, not linked to tides or at-
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mospheric pressure, e.g., cyclonic ocean eddies entering the main cavity of Fimbulisen, and af-fecting the surface elevation [68][101].
It is not trivial to distinguish between what remaining phase components come from errors in modeloutput, and what comes from other geophysical factors. The continued analysis of the images howeverled to the identification of three different areas of Fimbulisen which often have their own particularappearance after the correction. This is shown in the next section.

6.2 Geographically distinct areas on Fimbulisen with leftover phase
components

Three areas on Fimbulisen can be distinguished, each displaying particular appearances in the majorityof the corrected data. These are indicated in Figure 6.4, and are:
• A. The main/central cavity of Fimbulisen
• B. The eastern part of Fimbulisen
• C. Trolltunga

These three areas are chosen as the most interesting ones in this thesis because of their to the authormost intriguing appearances, and to limit the extent of the data analysis. There are other areas of Fim-bulisen not analysed here; the Western part of the main cavity and the whole grounding zone area up-stream of the ice shelf. These are areas that also might be interesting for analysis in the future.
When analysing the areas, a condition for being sufficiently corrected is established: meaning thatthere is zero to one coherent fringe left in the area after correction. All other appearances arecharacterized as insufficiently corrected.

Figure 6.4: The three areas of Fimbulisen with their own particular appearance after correction: A.Trolltunga, B. The main cavity of Fimbulisen, C. The eastern part of Fimbulisen. The underlying imageis the corrected T-DInSAR image from dates 20190215-20190221-20190227.

6.2.1 A. Main cavity of Fimbulisen
The main cavity of Fimbulisen (area A. in Figure 6.4) is distinguished since it is commonly the area with
least remaining phase components out of the three areas after correction. In 38 out of the coherent58 images, the area is sufficiently corrected. Also when the other areas are heavily fringed after correc-tion, this area can be free from fringes. This implies that the vertical movement of the main cavity ofFimbulisen is often well resolved by the tidal- and atmospheric pressure datasets. Explanations for thiscould be that this area is freely floating without being locally grounded by ice rises and rumples, and
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thus responds as expected to sea level fluctuations from the tidal- and atmospheric pressure forcing.See examples of the appearance in area A in Figure 6.5
In the remaining 20 images with more than 1 fringe left, the fringing is generally still more sparse thanin the two other areas. This further implies that this area’s vertical movement is best resolved by thetwo datasets. The direction of the remaining fringes does not seem to have a particular pattern, asthere is a spread among fringing in the North-South direction, the East-West direction and several rota-tions in between these directions. This could imply that the remaining phase component here relatesto small errors in the tidal and atmospheric pressure ramps, perhaps through interpolation errors (asthe methodology demands interpolation of the model data to fit the satellite data) or possible outputinaccuracies in the models. External oceanic forcing might show up with more consistent directions orstrengths in the remaining fringe patterns.

Figure 6.5: I.,II.,III: Three example images from the corrected T/Q-DInSAR data where the main cavity ofFimbulisen is sufficiently corrected, while the other areas remain insufficiently corrected.

The remaining phase components observed in area A implies that in ice shelf areas with ice in hydro-static balance, protected from other external forcing from the Southern Ocean, it can expected of themodels to adequately account for vertical movement. This is important to know when correcting fortidal and atmospheric pressure "noise" over ice shelves to retrieve smaller scale signals, when studyingfor example ice shelf thickness change, like in [21].
6.2.2 B. East side of Fimbulisen
The east side of Fimbulisen (area B in Figure 6.4) is distinguished as an area which is commonly heav-
ily fringed after correction. Out of the 58 coherent images, 16 are sufficiently corrected, 40 are insuf-ficiently corrected and two are discarded because the coherence was too low in this area. The insuffi-ciently corrected images have a range of number of remaining fringes, from a few fringes spread outover the entire area, to many dense fringes over the entire area. In Figure 6.6, three examples of com-mon appearances in the East side of Fimbulisen are shown.

Figure 6.6: I.,II.,III: Three example images from the corrected T/Q-DInSAR data where the East side ofFimbulisen is insufficiently corrected.

The direction of the remaining fringes are commonly in the North-South direction (33 out of 40 cases)
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and the rest has an East-West direction (7 out of 40 cases). This indicates that there is a pattern in theremaining fringe direction in the correction, which means that the tide- and mslp models are not suffi-ciently explaining the vertical movement going on in this area. A reason for this could be that the tide
model is not resolving ice flexure caused by ice rises and rumples which grounds the ice locally.Also, within the east side of Fimbulisen, the west side is commonly more fringed after correction thanthe right side of this area. This might be explained by the left side being a shear zone (mentioned inChapter 3.1.3). The shear zone divides the ice shelf in one fast flowing part (left) and one stagnant slowmoving part (right). These areas are physically bound together in the ice shelf, but will possibly havedifferent responses to oceanic forcing (one part could for example lift more than the other, leadingto flexure in between them). The models are again not resolving these complex behaviors, leading tomore remaining phase components in this area.

6.2.3 C. Trolltunga

Trolltunga (area C in Figure 6.4) is distinguished in the results as an area which commonly has remain-
ing fringes in distinct patterns after correction. In 43 out of the 58 coherent images, Trolltunga isnot sufficiently corrected for fringes, as it displays more than one fringe. There are two common ap-pearances on Trolltunga when it is not sufficiently corrected: a dense ramp of fringes (36/58 cases),most commonly in the North-South direction (31/58 cases), and/or an "eye" (15/58 cases) displaying a
round fringe pattern. Three examples of images displaying these appearances is shown in Figure 6.7.

Figure 6.7: Three example images from the corrected T/Q-DInSAR data where Trolltunga is displayingcommon appearances: I. A densely fringed ramp in the North-South direction. II. An "eye" on the Eastside of Trolltunga. III. A small "eye" together with a ramp on Trolltunga.

The insufficient correction here likely has to do with effects induced from other oceanic processes inthe Southern Ocean, as Trolltunga extends out into the Southern Ocean and overhanging the conti-nental shelf break, see Figure 3.6. Trolltunga is for example subject to interaction with the Antarcticslope current and its possible pathways across this area, as indicated by [68]. The remaining fringepatterns are either dense fringe ramps or round fringe patterns, which arguably are not inherent totidal or atmospheric pressure imprints, at least as they are known from their datasets (see later in sec-tion 6.3). In addition, Trolltunga is a more free floating area than the east side of Fimbulisen (locallygrounded on the sides by small ice rises or rumples), so it could be argued that it is not subject to thesame amount of flexure due to tides.
When further investigating North-South ramps on Trolltunga, the color-cycle is in different directionsfrom image to image. In several T/Q-combinations following one another in a time series, the ramp ap-parent at Trolltunga can be seen changing to the opposite direction in each acquisition following
the last. See an example of this in Figure 6.8.
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Figure 6.8: Three T-DInSAR combinations following one another, where the ramp at Trolltunga changesdirection in each image. The arrows indicate the direction of relative uplift (color-cycle green-purple-yellow). I. A ramp with a Northward relative uplift. II. A ramp with a Southward relative uplift. III. Aramp with a Northward relative uplift.

These ramps are likely associated with Trolltunga flexing up or down in any/several of the acquisitions.The reasons for the ramps to change direction in the combination following the last, is however nottrivial to distinguish, because of how the triple and quadruple differences are structured. The changeof direction could be due to the tongue being in a higher position in one of the acquisitions in onecombination, and then this high position acquisition is used in the next combination too, but shiftedto a term of the opposite sign in the difference, turning the direction around. Or, the tongue could bemoving up and down between each acquisition in the differences, causing the direction to shift. Thispoints to that double difference interferograms are not trivial to interpret, as there are three or fourcomponents in a specific order which make up the final image.
The ramps can also link to oceanic processes in the Southern Ocean. Trolltunga is exposed to the Antarc-tic Slope Current, which moves westward along and underneath it where it overhangs the continentalshelf break [68]. The presence of a current underneath Trolltunga could affect the height of it, sinceocean currents affect the sea surface height (SSH) [102], however it is not known by how much, and ifit would be significant enough. However, it is known that the strength of Antarctic Slope Current varyseasonally [103], so future work could include analysing the timing of the ramps appearing at Troll-tunga and connect them to the current strength seasonality.
Another factor that has the potential to alter the vertical movement of Trolltunga, is wind driven sur-face elevation. This is mentioned in Chapter 3.2.2 as a factor that can be significant enough to comparewith tidal effects [76]. If the wind strength is significant and the direction is towards Trolltunga, thewind could push water in under the ice tongue, raising it. To further investigate if wind driven elevationeffects could be present, it would be relevant to look into wind strength, wind direction and significantwave height data from the ocean around Fimbulisen. It would possibly be less likely to cause elevationin the austral winter months, because of the presence of sea ice and less such wind driven effects. Theramps on Trolltunga do however exist in the data all year round, which indicates that it could be multi-ple oceanic processes causing imprints in the data.
The results from the areas in this section, indicate that the characteristics of the different regions withinan ice shelf should be carefully considered when correcting data acquired over ice shelves for tidesand atmospheric pressure. The more it is known about ice shelf structures and their individual re-sponse to tides, atmospheric pressure and other factors affecting their vertical movement, the morethe correction can be optimized. With such knowledge, it is also possible to quantify the error mar-gins and uncertainties in tidal- and atmospheric pressure corrections in ice shelf areas. For example,an assessment and improvement of ’traditional tidal modelling’ output was made in a doctoral thesisby C. Wild (2018) over an Antarctic ice shelf using T/Q-DInSAR and in situ data [54], see Chapter 3.3.Through more extensive processing techniques on the T/Q-DInSAR data like [54], it can be possible tofind the uncertainty of tide model output, and also improve the prediction of the tidal movement of anice shelf. For further work with large swath T/Q-DInSAR data over Fimbulisen, similar processing tech-niques could be applied the data, to find the quality of, and improve, the tide model output.
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6.3 Role of the tidal- and atmospheric pressure components in
the correction

The tidal- and mslp components and their possible effects on the correction are analyzed for the 58coherent images in the dataset (triple and quadruple combinations) through plots displayed in Figure5.9.

6.3.1 Tidal component

The tidal component of the correction is the largest component. In the tidal T/Q-DInSAR combina-tions, there tidal T/Q-difference interferograms show 6 to 40+ fringes, in different directions. The direc-tion of these fringes is mostly homogeneous throughout the scene, creating a "striped" scene see Fig-ure 6.9. The striped scene indicates that the tidal height differences are similar in one direction acrossthe scene. The most common direction of the fringes is in the East-West direction with 30/58 cases, theNorth-South direction has 17/58 cases and 11/58 cases have any 45 degree angle direction betweenthese directions, see Table 6.1.
Table 6.1: The distribution of the tidal ramp direction among the 58 coherent images

Direction of tidal ramp East-West North-
South 45 degrees

Amount (percentage) of all tidal interferograms 30/58 (53%) 17/58 (29%) 17/58 (19%)
All investigated triple combinations except one (with 16 fringes) contain over 20 fringes, while only7 (out of 30) of the quadruple combinations contain over 20 fringes. As mentioned in Chapter 2.4, atriple combination takes the middle phase image into account twice, and can therefore enhance itscontribution, which explains the triple differenced tidal images having more dense fringe patterns.

Figure 6.9: A triple difference tidal interferogram in satellite geometry of track 60 from dates20190814-20190820-20190826. The tidal pattern is striped in the North-South-direction.

The tidal component removes fringes from the original T/Q-DInSAR images in all 58 cases but two,where it adds instead of removes fringes throughout the entire scene. In these two cases, the tidalramps are quite low (quadruple combinations with 10 and 12 fringes in the tidal image). These arepossibly tied to a tide model output where the sign of the output tidal heights is the opposite to thereal tide. This could likely occur at around zero tide, where even a small miscalculation of tidal outputcould change the sign of it. This could result in the tidal double difference interferogram having phasecomponents in the opposite direction than the real tidally induced effects in the T/Q-DInSAR imagery,hence adding instead of removing fringes in the scene.
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Correlation between the tidal component and the correction

Since the tidal component is the largest component of the correction, it is investigated if there is a cor-relation between a better correction and the tidal ramp’s direction and strength. This is done for thefour images close to being completely corrected T/Q-DInSAR images shown in Figure 6.2:
• 20190709-20190715-20190721-20190727: 20 fringes, East-West direction
• 20190802-20190808-20190814-20190820: 30 fringes, East-West direction
• 20191019-20191025-20191031-20191106: 15 fringes, East-West direction
• 20191025-20191031-20191106-20191112: 6 fringes, North-South direction

In the cases closest to complete correction, a wide range of tidal ramp strengths are represented. Dueto this, and the few cases investigated, no conclusion can be drawn on if the tidal ramp’s direction andstrength have affect on the sufficiency of the correction. If more data from other years would be anal-ysed, perhaps a possible link between tidal ramp and sufficient corrections could be found. However, ifno link is found, it could indicate that the remaining phase components might not have to do with thetide model output accuracy, but the atmospheric pressure model output accuracy or other geophysicalfactors affecting Fimbulisen’s vertical movement.
Each of the three areas are investigated for the sufficient/insufficient correction’s connection to thetidal ramps. The direction of the tidal ramps are investigated for the deviating ’correction trend’ (that is,the correction, insufficient or sufficient, that is the minority in each area), meaning:

• the 20 insufficiently corrected cases of area A
• the 15 sufficiently corrected cases of area B
• the 15 sufficiently corrected cases of area C

This is done to see if the tidal ramps of these images have a similar distribution of tidal directions andsizes as the entire set of tidal dd-interferograms. See Table 6.2 for this distribution of each area, withthe distribution of the entire set of tidal double difference interferograms (dd-interferograms) at thebottom.
Table 6.2: The tidal ramp directions, and range of number of fringes for T: Triple combinations and Q:Quadruple combinations, for the tidal ramps connected to the images with the ’deviating correctiontrend’ of each area.

East-West North-South 45 degrees No. of fringes
(range)

Area A 12/20 (60%) 5/20 (25%) 3/20 (15%) T: 16-30 Q: 7-30
Area B 10/15 (67%) 3/15 (20%) 2/15 (13%) T: 15-30 Q: 6-30
Area C 8/15 (53%) 4/15 (27%) 3/15 (20%) T: 20-40 Q: 6-20
All tidal dd-
interferograms 30/58 (53%) 17/58 (29%) 17/58 (19%) T: 11-40+ Q: 6-30

In Table 6.2, the distribution of the tidal directions is very similar to the total tidal interferogram dis-tribution in area C. There is a slight bias in area B towards the East-West correction, possibly implyingthat this direction of the tidal ramp would worsen the correction of the Eastern part of Fimbulisen. Aneven smaller such bias is found for area A. More data might be needed to see if this bias is significantenough to draw any conclusions about the tidal ramp’s direction’s effect on the resulting correction.
However, area C seems to be least affected by the tidal ramp’s direction for an insufficient correction -possibly implying that this area’s appearance after tidal correction might not have to do with tides, butperhaps other factors, mentioned in section 6.2.3 and 6.4.
For the tidal ramp’s strength, represented by "No. of fringes (range)" in Table 6.2, there is a distributionacross almost all tidal ramp strengths in area A and B, and a slightly higher number of fringes in areaC. However, the range of fringes is still large in each area and any links to low/high tidal ramps are notclear to find.
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From the data analysis made in this thesis, it is not clear if the tidal model performs better or worse atcertain tidal stages. The tidal component adds fringes to the whole scene in 2/58 cases, which indicatesthat the tidal model has the potential to worsen the correction, possibly tied to low tidal stages. How-ever, it is seen that the tidal model removes phase components in the rest of the data, and is especiallygood at resolving the free floating main cavity of Fimbulisen, as high tidal ramps can be completely re-moved in the correction of this area. The tidal model component is also performing better than theatmospheric pressure model component (when looking at the number of cases it worsens the correc-tion). This is expected, as the former is a regional model and the latter a global model.
By using CATS2008a, it is possible to remove many fringes from large ramps in the T/Q-DInSAR data(up to 40 fringes). This has enabled us to identify imprints from possible other geophysical factorsthroughout the dataset. Hence, CATS2008a can be used to remove a significant amount of the "tidalnoise" in T/Q-DInSAR data over ice shelves, and can create possibilities to tie some of the remainingsignals to geophysical processes of the ice shelf.
6.3.2 Atmospheric pressure component
The atmospheric pressure component is smaller than the tidal component; from 0 to 10 fringesover the scene. The fringing is less homogeneous over the scene compared to the tides, as it displaysramps which commonly change direction and fringe density across the scene, see an example in Fig-ure 6.10. This less homogeneous pattern can be explained by the nature of atmospheric pressure ver-sus tides: the tides are highly periodic in nature, in when and from which direction they move. Atmo-spheric pressure is connected by "less periodic" weather fronts, which come at inconsistent times,from different directions and with different speeds, and might deviate more in strength and directionacross the scene.

Figure 6.10: A masked triple difference mslp interferogram in satellite geometry of track 60 from dates20190703-20190709-20190715.

Correlation between the atmospheric pressure component and the correction

The mslp-component’s size is investigated for the cases closest to complete correction, and for caseswhere this component worsens the correction across the scene. For the mslp-component, it is not pos-sible to associate each correction with one direction of the ramp, since it often changes its directionacross the scene.
For the four cases closest to complete correction, the mslp component’s number of fringes is:

• 20190709-20190715-20190721-20190727: 0 fringes
• 20190802-20190808-20190814-20190820: 4 fringes
• 20191019-20191025-20191031-20191106: 1 fringes
• 20191025-20191031-20191106-20191112: 3 fringes
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This could possibly indicate that a small atmospheric pressure component from ERA5 can be a prereq-uisite of a well corrected image. However, more close to well corrected images in datasets from longertime series need to be analysed to strengthen this.
The mslp correction removes fringes from the entire scene in all 58 cases but 11; where it worsens theoverall correction (in all areas). These 11 cases have 2-8 fringes in their mslp-component, which meansit is unclear if a certain strength of the mslp ramp ties to a worsening of the correction.
Since a possible link between a small atmospheric pressure component and improved correction inimages was observed, and the fact that it worsens the correction in 11/58 cases, it indicates that theatmospheric pressure model is worse at correcting the images than the tidal component. This differ-ence is expected, as the global atmospheric pressure data has lower spatial resolution compared tothe regional tide model, and can therefore not resolve regional areas equally well. Moreover, a moreextensive interpolation is needed to fit this dataset to the resolution of the T/Q-DInSAR data. A possi-ble implication from this could be that one should be careful when choosing the atmospheric pressuredataset around the Antarctic coastlines. A more ideal dataset could be provided by for example multi-ple in-situ weather stations, continuously measuring atmospheric pressure, combined with GPS heightstations on ice shelves, which was used in previous work by C. Wild [54]. However, this work was con-ducted over a much smaller ice shelf, and might not be easily transferable to correcting S1 EW imageryover Fimbulisen, as the study area is much larger.
The T/Q-DInSAR data is composed of several snapshots in time at different tidal heights and atmo-spheric pressure anomalies, making it challenging to disentangle the influence that each componenthas on the resulting image. Even though an effort to relate the result to some of its components wasmade in this thesis, it is clear that more investigations would be beneficial, among the tidal- and mslpdouble difference interferograms, the tidal- and mslp single interferograms and the tidal- and mslpsingle snapshots. Such an analysis would be time consuming and depend on a lot of parameters. An-other way forward could be to use other regional tide models of Antarctica on the same images withthe same combination of ERA5, to decide which regional tide model is working most sufficiently overFimbulisen.
Finally, a limitation on the accuracy for the tidal- and atmospheric pressure data is that it is interpo-lated in time. The tide model output is subject to interpolation from 4km, to 1km, to InSAR geometry
≈100m, and this will lower the accuracy of the output across the scene. The accuracy of the ERA5 out-put will likely be even lower, since the interpolation is more extensive (about 30km to InSAR geometry
≈100m). In future similar work, a more high resolution atmospheric pressure model could be desired,i.e. the MAR model designed for polar regions [104].

6.4 Possible ocean eddy imprint in the images
In the analysis of the images, a hypothesis is that the round fringe patterns, or "eyes", at Trolltungacould possibly be linked to cyclonic ocean eddies underneath the ice shelf. Cyclonic ocean eddiesunder Fimbulisen have been linked to coincide with warm deep water intrusion [68]. Warm deep waterintrusion is associated to higher temperatures in the M1 mooring data (see Chapter 4.4 and Chapter3.1.3), and the temperature from M1 lower from 2019 are plotted in Figure 6.11. The plot is overlaidwith marks of the dates from T/Q-DInSAR combinations which display an eye at Trolltunga. The tem-perature data used has one daily average output each day, so only the dates from the S1 overpasses,and not the full timestamps, are associated with the temperature in the mooring data.
The dates with high temperatures chosen to be investigated, are involved in the following T/Q-DInSARimages displaying round fringe patterns:

• Triple combination 20190128-20190203-20190209
• Quadruple combination 20190128-2019020203-20190209-20190215
• Triple combination 20190203-20190209-20190215
• Triple combination 20190209-20190215-20190221
• Quadruple combination 20190323-20190329-20190404-20190410
• Triple combination 20191007-20191013-20191019
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Unfortunately, the T/Q-DInSAR combinations generated from the highest peaks in the plot in Figure6.11, in September, suffered from loss of coherence.

Figure 6.11: The temperature data from M1, together with the dates of the relevant available T/Q-DInSAR data. The circled points indicate the high temperature days, which also was included in anavailable T/Q-DInSAR image with a round fringe pattern, which were chosen to be investigated. Thesedates are: 2019-02-09 (purple), 2019-02-15 (pink), 2019-02-27(gray), 2019-03-29 (blue) and 2019-10-07(brown).

The geocoded versions of these T/Q-DInSAR combinations over Trolltunga, can be found in Figure 6.12.The diameter of one round fringe pattern in each image are manually measured in QGIS in randomlychosen direction across the round pattern. From this the size can be estimated, and the number ofoutside-to-center fringes of the imprints are also observed. The measurement lines on the patternsare displayed in Figure 6.13. Their diameters are in the range of 10-25 km, though they vary somewhatin size and shape, and also in the number of fringes.
Combinations Q20190128-2019020203-20190209-20190215 and T20190209-20190215-20190221 dis-play more than one, but less than two color cycles (i.e. purple-yellow-green-purple) from the outer partof the pattern to the centre of the pattern. The rest of the combinations show less than one fringe cy-cle. This means that the outside to centre surface change of these observed patterns is about 5 cmor less. The measured length of the lines in Figure 6.13, and each pattern’s outside to centre (inward)color cycle are shown in Table 6.3.

Combination Distance (km)T20190128-20190203-20190209 17.0Q20190128-2019020203-20190209-20190215 23.4T20190203-20190209-20190215 11.5T20190209-20190215-20190221 15.4Q20190323-20190329-20190404-20190410 17.3T20191007-20191013-20191019 13.3
Table 6.3: A distance across the investigated circular imprints in the T/Q-DInSAR combinations
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Figure 6.12: The geocoded versions of the combinations containing round fringe-patterns, over Troll-tunga (on EPSG:3031). The white arrow points to some of the round fringe patterns. The black dot inthe images indicates the location of mooring site M1. The interferogram coherence is overlaid the in-terferograms, and darkens the image where coherence is lower.
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Figure 6.13: The lines measured to represent a diameter of the round fringe pattern, on the combina-tions containing round fringe-patterns over Trolltunga (on EPSG:3031). The lengths of these lines arepresented below.

Relating the circular imprints to a surface expression, i.e. outside to center uplift or subsidence, is non-trivial since the T/Q-DInSAR imagery stem from three or four acquisitions, and are relative differences.The color cycle seen in the images are therefor not directly relatable to ocean surface uplift or subsi-dence by simply looking at them. The surface expression has to be disentangled to the acquisition dateit stems from and its position in the T/Q-DInSAR equations 2.8 or 2.9. This could possibly be done withassumptions of each circular surface expression stemming from only one date with high temperaturesin Figure 6.11, in its T/Q-DInSAR combination. If such a method would generate similar surface expres-sions, these could possibly be linked to theory about eddy surface expressions, as it is known that ed-dies can create uplift or subsidence of the ocean surface [101].
Also, more than one round fringe pattern can be observed in Figure 6.12, and this could be due to oneout of two things. 1) if there is only one of the single images in the combination containing eddies,there could be a chain of multiple eddies under the ice shelf. Alternatively, 2) if more than one of thesingle images in the combination containing eddies, it could be the same eddy observed in two succes-
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sive SAR acquisitions, possibly shifted across the ice shelf. This hypothesis would have to be alignedwith theory of how eddies move and the length of their lifetime.
To sum up the characteristics of the round fringe patterns, they have diameters of 10-25 km and arecharacterized by a surface expression (of unknown direction) of less than 5 cm from the outside to thecentre. In [68] the mean radius of a cyclonic ocean eddy connected to high mooring temperatures wasestimated to 8 km, something that can align with the measured diameters of the round fringe patterns.Further, the round fringe patterns were in all cases but one detected in imagery from months that typ-ically see more eddies [68]. These findings support the hypothesis of the circular imprint being associ-ated with the eddies observed in [68].
However, more investigations are needed to strengthen this hypothesis. Investigations using T/Q-DInSARcombinations with SAR imagery from the time of year associated with high mooring temperaturescould identify if the circular imprint are statistically more likely to occur then. If more combinations aremade, over extended epochs where the ’eddy’-date is differenced against dates in the months wherethese types of eddies typically are not present, perhaps clearer imprints could be found. Confirmingthese type of cyclonic eddies in the T/Q-DInSAR imagery, could lead to the possibility of monitor warmdeep water intrusion, connected to basal melt of Fimbulisen, from space.

6.5 Limitations of the methods
No atmospheric corrections, in the form of for example removing ionospheric distortions, are made inthe T/Q-DInSAR data, hence the images may contain remaining phase noise due to atmospheric condi-tions.
Another limitation of using T/Q-DInSAR over ice shelves, stems from the assumption of constant hor-izontal ice flow throughout the epochs. This is an idealization of ice shelf flow and might not be truein practice, so the contribution of horizontal LOS displacement might not be fully removed from theT/Q-DInSAR dataset. This could be especially true in the area of the fast flowing Jutulstraumen, whereice flow is more dynamic than in the eastern part of Fimbulisen, where it is more stagnant. This is notnoted in the data analysis, and the variability of the Jutulstraumen speed within a 6 day interval couldbe investigated further to estimate an error margin.
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Chapter 7

Conclusions and future work

The hypothesis of this thesis was that the tidal model CATS2008a and atmospheric pressure modelERA5 can explain all the displacement signals in the T/Q-DInSAR data over Fimbulisen. The first conclu-sion of this thesis is that the datasets could not completely do so. However, further investigation of iceshelf behavior, tide model output, and additional processes through these datasets, lead to the furtherconclusions and future work recommendations in this chapter.
Even though the CATS2008a and ERA5 datasets could not fully explain all displacement signals in theT/Q-DInSAR data over Fimbulisen, the combination of data did remove most of the tidal- and atmo-spheric "noise" in the T/Q-DInSAR imagery. To analyse the remaining phase components, the ice shelfwas divided into three distinctly different areas: the main cavity, the eastern side and Trolltunga.
Fimbulisen’s main cavity is well resolved by the tidal- and atmospheric pressure data, while its eastside is probably subject to ice flexure that is not resolved by either tidal- or pressure corrections, dueto local grounding of the ice and the presence of a large shear zone. Trolltunga displays two displace-ment signals, potentially connected to processes in the Southern Ocean: 1) vertical ramps, that couldtie to other oceanic effects, i.e. from the Antarctic Slope Current or more likely, wind-driven surface el-evation, and 2) circular imprints. These imprints were investigated for their connection to warm deepwater carrying ocean eddies, through high temperatures in a mooring dataset under Fimbulisen. Thecircular imprints in the T/Q-DInSAR data could be linked to the size and seasonal occurrence of the ed-dies in [68]. The connection needs further investigation, for example by creating different T/Q-DInSARcombinations from the dates tied to high temperatures and circular imprints. Moreover, extending thetime series of T/Q-DInSAR data to additional years could uncover further circular imprints in the datato be investigated. Also, linking what is observed to more theory on these types of eddies, like their ex-act surface expression, is needed.
The non-trivial interpretation of T/Q-DInSAR imagery made it difficult to conclusively tie remainingphase components to the exact reason they appeared, i.e. identifying fringes tied to tide model out-put errors. Exact knowledge about tide model accuracy was therefore not retrieved. However, it can beconcluded that CATS2008a corrects for tides in well known ice shelf cavities with freely floating ice, likethe main cavity of Fimbulisen. It has decreased performance over more complex ice shelf geometries,even if the bathymetry is relatively well known, as it is for Fimbulisen. ERA5 is performing worse thanthe tidal model, but can remove some atmospheric effects in most cases, however a high resolutionregional model would be of preferred use for future work.
Finally, the combination of these two datasets can remove a significant amount of the main effectsprevalent in the T/Q-DInSAR data, which made it possible to reveal other interferometric patterns, con-nected to bending of Trolltunga and possibly to warm water eddies under Fimbulisen. Such revealscould help us learn more about ice shelf behavior and what processes it might be subject to, which isimportant for expanding the knowledge about Antarctica as a key component in the climate system.
Future work includes:

• Combining T/Q-DInSAR data with other regional tidal models, and a higher resolution atmosphericpressure model, possibly along with in situ GPS height measurements like in [54], to get furtherto identify tide model flaws
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• Use wind- and significant wave height data from the ocean outside of Trolltunga, to possibly con-nect the ramps seen with wind-driven surface elevation
• Investigate more combinations of the current and extended time series of T/Q-DInSAR data overFimbulisen, to solidify a link between the circular imprints in the data and the observed oceaneddies in [68]
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Chapter 8

Appendix

8.1 S1-A/B timestamps
2019-01-04 20:25:13
2019-01-10 20:24:31
2019-01-16 20:25:12
2019-01-22 20:24:30
2019-01-28 20:25:12
2019-02-03 20:24:30
2019-02-09 20:25:11
2019-02-15 20:24:30
2019-02-21 20:25:11
2019-02-27 20:24:30
2019-03-05 20:25:11
2019-03-11 20:24:29
2019-03-17 20:25:11
2019-03-23 20:24:29
2019-03-29 20:25:12
2019-04-04 20:24:30
2019-04-10 20:25:12
2019-04-16 20:24:30
2019-04-22 20:25:12
2019-04-28 20:24:31
2019-05-04 20:25:13
2019-05-10 20:24:31
2019-06-15 20:24:33
2019-06-21 20:25:15
2019-06-27 20:24:34
2019-07-03 20:25:16
2019-07-09 20:24:35
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2019-07-15 20:25:17
2019-07-21 20:24:35
2019-07-27 20:25:18
2019-08-02 20:24:36
2019-08-08 20:25:18
2019-08-14 20:24:37
2019-08-20 20:25:19
2019-08-26 20:24:38
2019-09-01 20:25:20
2019-09-07 20:24:38
2019-09-13 20:25:20
2019-09-19 20:24:39
2019-09-25 20:25:21
2019-10-01 20:24:39
2019-10-07 20:25:21
2019-10-13 20:24:39
2019-10-19 20:25:21
2019-10-25 20:24:33
2019-10-31 20:25:15
2019-11-06 20:24:33
2019-11-06 20:24:39
2019-11-12 20:25:21
2019-11-18 20:24:39
2019-11-24 20:25:21
2019-11-30 20:24:38
2019-12-06 20:25:20
2019-12-12 20:24:38
2019-12-18 20:25:20
2019-12-24 20:24:38
2019-12-30 20:25:19
2020-01-05 20:24:37
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