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“Never attribute to high-level abilities that which can be adequately explained
by shortcut learning”
–Geirhos et al. [35]





Abstract
Shortcut learning, the tendency for models to rely on spurious correlations, is a
widespread issue in deep learning. Although being a known issue, uncovering
the shortcuts present in a dataset can be a difficult task. Over the last few
years, explainability methods have been leveraged to find previously unknown
shortcuts within mainstream datasets. However, how to best mitigate a model’s
reliance on shortcuts, is not a matter that is widely agreed on.

Recently, the concept of group robustness has appeared as a potential way for
mitigating shortcuts. In group robustness, the data in each class is divided
into subclasses where some contain the shortcut features while some other
subclass does not. By optimising a model to increase the worst group perfor-
mance, the model learns to perform well across groups, mitigating reliance on
shortcuts.

One notable limitation that exists for current group robustness methods is
their reliance on group labels to guarantee performance improvements. The
issue with this is that acquiring these additional labels is a difficult and time-
consuming task. Therefore we propose, eXplainability-based Feature Reweight-
ing (XFR), a group-unsupervised group robustness method. Our proposed
method leverages the clustering of explainability heatmaps to estimate pseudo-
labels for groups in a dataset and afterwards uses these labels to improve group
robustness.

In our results, we show that XFR clearly improves group robustness compared
to standardly trained models (ERM). We also show that performance is on
par with, and sometimes even surpasses, methods that partially or fully utilise
group labels.
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1
Introduction
1.1 Deep Learning Today

Deep learning (dl) is a subfield of machine learning (ml) and artificial intelli-
gence (ai), that has had a large surge in popularity lately. In dl, models are
designed and trained to tap into the wealth of information present in large
datasets. Through training, these models unveil and learn hidden patterns and
insights that can be leveraged to perform a variety of different tasks in both
ordinary and critical domains. As such, dl has played and will continue to
play, a role in reshaping the landscape of technological possibilities and appli-
cations.

Today, some ordinary everyday applications of dl are image and video filters,
speech recognition [98], automatic caption generation [10], machine transla-
tion [91], personalised advertising [126], music recommendation [126], chat-
bots [89], bots for playing games like chess [107], battery management of
your phone, weather prediction [101], etc. Generative technologies enable the
generation of images[79], sounds, videos [109], and text. These applications
enhance convenience, entertainment, and communication in daily life without
posing significant safety risks or high-stakes consequences.

Presently dl is also used in safety-critical, high-stakes, and socially-impactful
domains such as medical diagnostics [13], autonomous driving [50], energy
management [85], environmental monitoring [124] and conservation, eligibil-
ity for loans [41], fraud detection [75], automatic monitoring and removal of

1



2 chapter 1 introduction

harmful content [26], hiring [23], and much more. These applications of dl
play a crucial role in safeguarding lives, improving public safety, mitigating
global challenges, and addressing critical societal issues, where errors could
lead to substantial consequences on human well-being, the environment, and
the functioning of crucial systems.

As dl is utilised in more and more critical domains, it is imperative that the
models used can be trusted and relied on. Trust and reliability can be increased
by utilising models that perform well, and that are robust to differences from
its testing ground to the real world. A different approach for increasing trust
is to provide explanations for why a dl model made a certain decision. In this
way, wrong decisions may be pinpointed and dealt with. However, although
explanations are useful they are usually not provided since dl models are con-
sidered to be black box models - we have no knowledge of how its decisions are
made [83]. Considerable work [38] has been done over the last years to create
good and interpretable explanation methods for deep learning models.

1.2 Shortcut learning: An issue

A clear issue standing in the way of reliable and trustworthy deep learning
models is the concept of shortcut learning [35]. Shortcut learning describes a
model’s tendency of learning spurious correlations or superficial cues to solve
a problem in an unintended way. While resulting in models with high test
accuracies, these models fail in real-world applications where the shortcut
features may not be present.

In Figure 1.1, we showcase a simple example of shortcut learning, where we
see a classification model utilising the context or background in its decision-
making. The model is given images of cows in different contexts and reports
the top-5 most likely predictions, and we observe that the model only makes
the correct prediction in the normal context. From the dataset the model was
trained on, it learned that the detection of "grass" or "field" is a viable strategy
for achieving high accuracy in predicting the class "cow". Strategies like this
often go unnoticed if models are not extensively tested.

This example highlights the difficulty of dealing with shortcut learning. Super-
vised deep learning methods are trained to learn underlying patterns in the
dataset by simply using the information provided by a class label. The fact that
models are not taught what to focus on when learning from the data opens the
possibility for shortcut learning opportunities, such as the presence of grass for
classifying cows.
But to deal with this issue is not as simple as just improving our datasets. The
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Figure 1.1: Example from [12] showing how background and context are used as a
shortcut feature to classify the class "cow". (A) showcases an image of a
cow in a normal context, while (B) and (C) showcase images of cows in
unusual contexts. The top-5 predictions for each image are presented, and
only in (A) is "cow" predicted.

grass shortcut, for instance, emerged because probably a majority of training
images for the model featured cows in grassy environments — precisely where
cows are predominantly found. To construct more accurate datasets, we would
need to break free from the reliance on the existing distribution of images and
gather examples that showcase the varieties that exist in the real world. How-
ever despite our efforts, there is no guarantee that in our attempt to improve
datasets we will not inadvertently introduce some other shortcut opportunity
that can be exploited.

Despite its challenges, finding ways of overcoming shortcut learning is an im-
portant step towards robust, trustworthy and reliable dl models, as it directly
impacts their ability to generalize across diverse situations.

1.3 Group Robustness: A possible solution

Group robustness is a recent approach aimed at mitigating shortcut learning,
and it aims to balance a model’s performance across groups in the data to
remove the reliance on the shortcut features. This can e.g. be done by dividing
each class into 2 groups where one group contains the spurious correlations,
while the other does not. In the cow example, we would have a group that
contains cow images featuring grass, and another group with cow images and
no grass. By balancing the performance across the groups, i.e. making the
model do well in both groups, we would ideally guide the model to learn the
core feature and not utilise the spurious attribute.
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The key metrics used to quantify group robustness are the mean accuracy over
all observations and the Worst group accuracy (wga). Utilising the wga is
useful as it captures the performance difference that is often present between
groups, while the mean accuracy tells us how effective the model is in general.
For example, traditional models, trained using empirical riskminimization erm
often yield high mean accuracy, but low wga. The goal of group robustness
methods is to close the gap between wga and the mean accuracy while trying
to keep the mean accuracy as close as possible to that of the erm model. In
other words, we wish to improve robustness while giving up as little average
performance as possible.

1.3.1 Limitations with current group robustness methods

Several group robustness methods have been proposed [28], [58], [71], [86],
[87], [92], [99] and all have shown improvements in wga. However, despite
their improvements nearly all methods suffer from a common limitation - the
use of group labels. Some methods utilise group labels for the entire dataset to
both train and tune their hyperparameters [99]. Various other methods try to
reduce the number of required group labels, and e.g. use the group information
from just the validation set to tune their hyperparameters [28], [71], [86], [92],
or utilise the group labelled validation set to train [58] or estimate pseudo-
labels [87]. The only exception we could find that claims it does not utilise
group labels [111], performs quite poorly compared to the previously mentioned
approaches.

The reason why the need for group labels is a huge limitation is because labels
are expensive and time-consuming to get a hold of, and may sometimes even
be infeasible to acquire. Furthermore, the use of group labels also requires a
definition of sensible groups, a task that could be especially difficult to do for
large-scale datasets, as it necessitates underlying knowledge of the shortcut
opportunities in the dataset.

1.4 Contributions

In order to address the limitations above, we propose Explainability-based fea-
ture reweighting (xfr), an approach for improving group robustness without
the use of group labels. Our method builds on the hypothesis that models pro-
cess different groups differently, and that these underlying strategies can be
learned from the explanations of the models.

The core pipeline for our method is as follows: We apply an explainability
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method on a standardly trained model to acquire the heatmaps showcasing the
relevant regions for the model’s decision. By clustering these heatmaps we find
clusters with similar explanations (or decision rules), and we utilize these to
define sensible groups of the data. Once these sensible groups have been found,
we can perform optimisation to balance the performance across them.

We propose two different methods for defining sensible groups from the clus-
tering results, each with its own strengths and weaknesses. And we show that
the optimisation over these groups leads to group robustness improvements
when evaluating using the ground-truth groups.
One approach, named Global-XFR (g-xfr), clusters all explanations to find
global similarities across different classes and once the clusters are found, di-
vides them class-wise to acquire the groups. By leveraging global informa-
tion, this approach can capture shortcut opportunities present across different
classes, with the disadvantage being the need to cluster explanations from all
classes (might be many).
The other approach, named Local-XFR (l-xfr), performs class-wise clustering
of the explanations where the clusters can be directly viewed as the groups.
This approach is more efficient as it only requires clustering of explainabilities
from one class, and might better be able to capture within-class shortcuts than
the global approach. The disadvantage is the lack of global information which
can be useful in finding small groups within a class that have a large presence
globally.

1.5 Outline of thesis

The thesis is structured into parts. First is the background part which contains
chapters about Deep Learning (Chapter 2), Explainability in Deep learning
(Chapter 3), Clustering (Chapter 4), and finally Shortcut Learning in Deep
Learning (Chapter 5). This is followed by the method part where the Proposed
Method (Chapter 6) is presented. Next is the experiment part where first an
overview of the Experimental Setup (Chapter 7) is given, before the Main
Experiment (Chapter 8) and Ablations (Chapter 9) are presented. Lastly, in the
final part the Conclusion (Chapter 10) is given and potential ideas for Future
Work (Chapter 11) are presented.





Part I

Background

7





2
Deep Learning
This part covers fundamentals regarding the field of deep learning that are
relevant to the thesis. The first section gives a brief overview of deep learning,
while the later sections go into detail about fully-connected neural networks
and convolutional neural networks. Parts of this chapter were first presented
in my project thesis [110].

2.1 Overview of deep learning

Deep learning (dl) is a subfield of Machine learning (ml), which again is a
small subset of Artificial intelligence (ai). It is based on artificial neural net-
works, which is a rough model of the structure and function of the human
brain. Deep learning algorithms enable machines to learn from data, automati-
cally improving their performance through experience, without being explicitly
programmed [2].

Deep learning models leverage a hierarchical structure of multiple layers of
neurons to process and learn from the input data. Each layer receives input
from the previous layer, processes it, and passes it on to the next layer until the
final output is produced. The training process most often involves adjusting the
weights of these connections between neurons to minimize the error between
the predicted output and the actual output.

9
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In 2012 in the ILSVRC (ImageNet [24] Large Scale Visual Recognition Chal-
lenge), which is a large-scale image classification task, a deep neural network
[60] won the competition outperforming other handcrafted techniques for this
type of task. Ever since then, the use of dl in the field of computer vision has
exploded. Today dl has achieved state-of-the-art results in a wide range of
applications, not only in computer vision for tasks like classification [17], seg-
mentation [82] and object detection [7], but also in other applications like
speech recognition [98], machine translation [91], art [79], medical imaging
[13], robotics [112], bioinformatics [53], natural language processing [89], cy-
bersecurity [115], and many others [2].

Despite its impressive successes, deep learning still faces many challenges. One
such challenge is to understand and explain why models make certain choices,
and why they fail. Knowledge of this can help us alleviate the models’ shortcom-
ings and help us build better and more trustworthy ones. Another challenge is
to make the models more robust so that they handle the noise and messiness of
real-world data. Overcoming these challenges is increasingly important as dl
is steadily used in more safety-critical, high-stakes, and socially-impactful do-
mains, all meanwhile models become bigger and more complex, making their
decisions harder to comprehend.

2.1.1 Deep learning approaches

Deep learning can be divided into different approaches or learning paradigms.
Some of the relevant approaches to this thesis are described below.

Supervised learning is about learning from labelled data, or more specifically, it
concerns problems where the task is to learn a mapping from input to output
given a set of input-output examples (X, Y), also called labelled data. Most
problems can be said to be either classification or regression problems [3].
Classification is about learning class/group assignments, e.g. telling apart what
is present in an image, what kind of object something is, or even determining
if a person is eligible for a loan based on their personal and financial history
[41]. Regression is about being able to estimate function values. This can be
used to estimate coordinates of bounding boxes in object detection, estimate
lane geometry and drive path for self-driving cars [50], and so on.

In unsupervised learning [3] only unlabeled data is used. No supervisor has
instructed what the desired output should be. Hence, unsupervised learning is
often used to find and learn underlying patterns in the data, as seen in various
clustering and dimensionality reduction methods. These learned patterns can
then be used for new insights, classification, or for data generation [102].
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Semi-supervised learning is about using both labelled and unlabeled data [40].
Similarly to supervised learning, we may wish to learn a mapping from input
to output using the labelled data, but this mapping can now be guided by the
patterns present in the unlabeled data. This approach is especially useful in
cases where a lot of data is available, but where labels are difficult or expensive
to create [102].

Self-supervised learning (SSL) is a sub-field of unsupervised learning that has
an approach similar to supervised learning [40], [102]. The goal is to find a
mapping between input and output, and hence learn a good representation of
the data, using only unlabeled data. To do this, some simple labels are created
by e.g. exploiting the data structure. This process is often referred to as training
using a pretext task [1]. Examples of SSL are autoencoders where the label is
the input image itself, training of large language models by trying to predict
the next word [121] and several others. In computer vision, there are many
models that have been trained on such SSL pretext tasks where labels are easy
to generate [1]. Examples of such tasks are: rotating an image and predicting
its rotation, mixing an image like a puzzle and predicting its permutation, and
so on. Again to reiterate, the goal is not these tasks directly, but rather for the
models to extract some useful fundamental information from the unlabeled
data when solving them, which may be applicable in other tasks.

2.1.2 Main building blocks

The main building blocks of most dl methods today that are relevant for the
thesis (we will not be using the transformer architecture [117]), are fully con-
nected layers and convolutional layers. These are the main building blocks
that makeup Deep neural networks, which includes mlps [116] and cnns
[39].

The Multilayer perceptron, otherwise known as a feed-forward neural network,
is a deep hierarchical collection of neurons in layers, where the output of one
layer is given as input to the next. Each neuron is (fully) connected to all inputs
to that layer. In the neuron, a linear combination of the inputs is made and
then passed through a non-linear transformation. This very flexible architecture
allows Multilayer perceptron (mlp)s to do very complex tasks, and in fact,
it has been shown that they theoretically can be seen as universal function
approximators [49].

The Convolutional neural network (cnn), is a deep hierarchical collection of
convolution operations, down-sampling operations, and non-linear transforma-
tions. This architecture is specialised for grid-like data such as images and
videos. By exploiting the spatial structure of this type of data, Convolutional
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neural network (cnn)s are able to outperform mlps, being far faster and only
using a fraction of the resources.

2.2 Multilayer Perceptron

This section concerns Multilayer perceptrons (MLPs) [116], also known as feed-
forward neural networks, a building block used in most deep learning models
today. We start off by looking at a single perceptron, the building block of an
MLP, and how these can learn. We then go on to using multiple perceptrons
together and putting them into layers, and introduce activation functions that
make it all possible. We then go briefly through the mathematics involved in
a so-called forward pass, and how the input data flows through the network.
In the following sections common loss functions are introduced along with the
backward pass where gradients are computed. We also give a glimpse of how
optimisation algorithms use the gradients to update the model parameters.
Finally, the last section covers general training procedures.

2.2.1 Perceptron

The perceptron, also known as the McCulloch-Pitts neuron [78][43], is the
main building block in a multilayer perceptron (MLP). It is a simple linear
model that maps an input 𝑥𝑥𝑥 to an output 𝑦,

𝑦 = 𝑓 (𝑥𝑥𝑥) =𝑤𝑤𝑤𝑇𝑥𝑥𝑥 +𝑤0 =

𝑁∑︁
𝑖=1

𝑤𝑖𝑥𝑖 +𝑤0 (2.1)

Geometrically the perceptron can be interpreted as a hyperplane defined by
𝑓 (𝑥𝑥𝑥) = 0, where the value and sign of 𝑦 indicate the distance and side, re-
spectively, that the point 𝑥𝑥𝑥 is in regards to the hyperplane [3]. The hyperplane
divides the input space into two parts, and it is then obvious that a percep-
tron can be used to perform binary classification of two linearly separable
classes.

To perform this classification, one needs a method of fitting the parameters to
the given data belonging to two linearly separable classes, as it is infeasible
to do this for high dimensional input spaces due to the large number of pos-
sible combinations. The pocket algorithm [32] is a well-known way to do this,
where the problem is defined as a loss function that when minimised will give
parameters that completely separate the two classes. The loss function in this
algorithm is minimized iteratively using gradient descent, and (guaranteed) to
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Figure 2.1: Visualisation of the perceptron. Inputs are multiplied by weights and
added up to create output.

give a solution given that the classes are linearly separable. Note however that
this method does not guarantee a unique solution, as there may be an infinite
number of hyperplanes that separates the two classes.

Given data and corresponding labels {𝑥𝑥𝑥𝑖, 𝑦𝑖}𝑁𝑖=1 where𝑦𝑖 = ±1, and the model’s
prediction for each datapoint {𝑦𝑖}𝑁𝑖=1, the loss in the perceptron algorithm is
given by:

L =
∑︁

𝑖:𝑦𝑖≠𝑦𝑖

𝑦𝑖 · sign(𝑦𝑖) (2.2)

where the magnitude of each misclassification is added up. By minimising this
loss to 0, all data points are correctly classified. The hope is then that this
learned hyperplane can also be used to say something about other unseen
data.

Gradient descent is a method used to iteratively find a minimum of a function.
Given a starting point on the function, the gradient in regard to the function
parameters is calculated. The function is minimised by stepping in the negative
gradient direction, or in other words, using the negative gradient to update the
function parameters. Below are the update functions for the parameters used
in the perceptron algorithm:

𝑤𝑤𝑤𝑛𝑒𝑤 =𝑤𝑤𝑤𝑜𝑙𝑑 − [∇𝑤𝑤𝑤𝑜𝑙𝑑
L(𝑤𝑤𝑤𝑜𝑙𝑑 ) =𝑤𝑤𝑤𝑜𝑙𝑑 − [

∑︁
𝑖:𝑦𝑖≠𝑟𝑖

𝑥𝑥𝑥𝑖 · sign(𝑦𝑖) (2.3)

𝑤0,𝑛𝑒𝑤 = 𝑤0,𝑜𝑙𝑑 − [∇𝑤0,𝑜𝑙𝑑L(𝑤0,𝑜𝑙𝑑 ) = 𝑤0,𝑜𝑙𝑑 − [
∑︁

𝑖:𝑦𝑖≠𝑟𝑖

sign(𝑦𝑖) (2.4)
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By repeatedly alternating between performing prediction of the data points
and applying the update rules (until the loss is 0), a hyperplane that separates
the data is found.

2.2.2 From one to many layers

The perceptron works fine in cases where the data is linearly separable. Unfor-
tunately, this is usually not the case, as illustrated by the famously simple XOR
problem [81]. This problem requires two hyperplanes to correctly separate the
two classes. An intuitive way to deal with this would be to combine the output
of two perceptrons. Note however that directly combining the output of two
perceptrons in a new perceptron does not have the intended behaviour, and
results in only a single hyperplane. That is because a linear combination of
linear combinations is still linear as demonstrated in Equation 2.5.

Assume two perceptrons with outputs 𝑦1 and 𝑦2, that we wish to combine to
create output 𝑦.

𝑦 = 𝑤𝑎𝑦1 +𝑤𝑏𝑦2 +𝑤0 = 𝑤𝑎 (𝑤𝑤𝑤𝑇
1𝑥𝑥𝑥 +𝑤10) +𝑤𝑏 (𝑤𝑤𝑤𝑇

2𝑥𝑥𝑥 +𝑤20) +𝑤0

= (𝑤𝑎𝑤𝑤𝑤1 +𝑤𝑏𝑤𝑤𝑤2)𝑇𝑥𝑥𝑥 + (𝑤0 +𝑤𝑎𝑤10 +𝑤𝑏𝑤20)
=𝑤𝑤𝑤∗𝑇𝑥𝑥𝑥 +𝑤∗0 (2.5)

Note how the output of such an arrangement is also linear.

To solve this problem we introduce what is called an activation function, which
is tasked with bringing in non-linearities to our models. Activation functions
have turned out to be a vital discovery for deep learning enabling deep neural
networks (DNNs), where layers of neurons are connected one after the other
to approximate complex non-linear functions [116]. The most used activation
functions are presented in Subsection 2.2.4.

The layers in an MLP are usually divided into 3 classes. The input layer consists
of the input data to the model, while the output layer consists of the last neuron
layer and its output. Hidden layers is the name given to all layers between these
two. As an example, the perceptron has an input and an output layer, while
the model described in Equation 2.5 additionally has 1 hidden layer. An MLP
is usually considered shallow if it has 1 hidden layer, and deep if it has more
than that [54].

The Universal Approximation Theorem [49], states that a network with one
hidden layer with an infinite number of neurons can approximate any contin-
uous function to an arbitrary precision, as long as an activation function is
used. In reality, this is infeasible, and many problems are in fact not continuous.
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Figure 2.2: The forward pass. Illustration of the feed-forward process for layer 𝑟 of an
MLP.

However, it has also been shown that this network property can be attained by
using a finite number of neurons if multiple layers are used [77].

2.2.3 Forward pass

In this section, we cover some notation and use it to describe the forward pass
(forward propagation, feed-forward process) of an MLP. The forward pass is
an expression used to describe the process of the input moving through the
layers (neurons and activations) resulting in the model output. To describe
this process we will use a notation similar to that used in [116].

• We have a dataset containing 𝑁 data points 𝑥𝑥𝑥 (𝑖), where 𝑖 ranges from 1
to 𝑁 . Each data point is of dimensionality 𝑛0.

• The neural network has layers labeled as 𝑟 = 1, 2, . . . , 𝐿. The initial layer,
𝑟 = 0, serves as the input layer.

• For each layer 𝑟 , there are 𝑛𝑟−1 inputs and 𝑛𝑟 outputs. The number of
neurons in a layer is the number of outputs.

• The inputs to the network are defined as 𝑥 𝑗 (𝑖) = 𝑦0
𝑗 (𝑖), where 𝑗 ranges
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from 1 to 𝑛0.

• The 𝑗 outputs from the previous layer 𝑦𝑟−1𝑗 (𝑖), together with a bias term
𝑦𝑟0(𝑖) = 1, serve as inputs for layer 𝑟 .

• We let𝑤𝑟
𝑘 𝑗

describe the weight connecting the input 𝑗 to the neuron 𝑘 in
layer 𝑟 .

• The pre-activation output of neuron 𝑗 in layer 𝑟 is denoted as 𝑧𝑟𝑗 (𝑖), where
𝑗 ranges from 1 to 𝑛𝑟 .

• The post-activation output of neuron 𝑗 in layer 𝑟 is represented as𝑦𝑟𝑗 (𝑖) =
𝑓 (𝑧𝑟𝑗 (𝑖)) for 𝑗 from 1 to 𝑛𝑟 , where 𝑓 is the activation function.

• The network’s final output or prediction is indicated using the notation
𝑦 𝑗 (𝑖) = 𝑦𝐿𝑗 (𝑖), where the output neurons are denoted by 𝑗 ranging from
1 to 𝑛𝐿.

• If available, the actual data labels are represented as 𝑦 𝑗 (𝑖).

Note that these expressions may be converted to vectors and matrices repre-
senting each layer.

𝑧𝑧𝑧𝑟 (𝑖) =

𝑧𝑟1(𝑖)
...

𝑧𝑟𝑛𝑟 (𝑖)

 ,𝑦𝑦𝑦𝑟 (𝑖) =


1
𝑦𝑟1(𝑖)
...

𝑦𝑟𝑛𝑟 (𝑖)

 ,𝑤𝑤𝑤
𝑟
𝑘
=


𝑤𝑟
𝑘0

𝑤𝑟
𝑘1
...

𝑤𝑟
0𝑛𝑟


,𝑊 𝑟 =


(𝑤𝑤𝑤𝑟

1)𝑇
(𝑤𝑤𝑤𝑟

2)𝑇
...

(𝑤𝑤𝑤𝑟
𝑛𝑟
)𝑇

 (2.6)

Using these vectorised representations the forward pass through a hidden layer
can be described in the following way

𝑦𝑦𝑦𝑟 (𝑖) =
[

1
𝑓𝑟 (𝑧𝑧𝑧𝑟 (𝑖))

]
=

[
1

𝑓𝑟
(
𝑊 𝑟𝑦𝑦𝑦𝑟−1(𝑖)

) ] (2.7)

where 𝑓𝑟 is the activation function for layer 𝑟 . For the output layer, the 1 is not
needed:

𝑦𝑦𝑦 (𝑖) = 𝑓𝐿

(
𝑧𝑧𝑧𝐿 (𝑖)

)
= 𝑓𝐿

(
𝑊 𝐿𝑦𝑦𝑦𝐿−1(𝑖)

)
(2.8)

2.2.4 Activation functions

The importance of activation functions was discussed in Subsection 2.2.2. Here
we chose to present the most commonly used activations; their qualities, ad-
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vantages and disadvantages, along with their derivatives which are used in the
backward pass to update model parameters.

Linear

Linear activation, otherwise known as the identity activation, is the same as not
using an activation. As previously discussed, not having an activation between
layers of the network is counterproductive and equivalent to just using the final
layer. Then, why even address linear activation? Because this type of activation
is useful for the output layer of models used for regression where the output
can take any value.

𝑓 (𝑥) = 𝑥, 𝑓 ′(𝑥) = 1 (2.9)

ReLU

The rectified linear unit (ReLU) [84][52] is the go-to activation function for
hidden layers in most deep learning models. It is a piece-wise function often
denoted by max(0, 𝑥), which is linear for positive values and 0 for negative
values. The ReLU is a simple and resource-efficient function and has been
shown to increase the effectiveness of training deep models.

𝑓 (𝑥) =
{
𝑥, if 𝑥 > 0
0, else , 𝑓 ′(𝑥) =

{
1, if 𝑥 > 0
0, else (2.10)

Note that for negative values the output and gradient are 0. This is a problem for
learning because if a neuron is only capable of outputting negative values it will
never fire and will thereby never be updated. This problem has been dubbed
the dying ReLU problem [73], and caused the emergence of many variations
of the ReLU with non-zero value outputs for negative values (e.g. Leaky ReLU
[76], ELU [19], GeLU [46], Swish [93], ...).

Sigmoid

The sigmoid [20], a type of logistic function, is a continuous monotonically
increasing function with horizontal asymptotes at {0, 1} for inputs 𝑥 → ±∞.
It can be seen as a smooth, and hence differentiable, version of the standard
step function. Hence it maps input onto the range 0 to 1. The Sigmoid is used
as an activation function in hidden layers (if the network has few layers), as
an output layer if a value between 0 and 1 is required, and in recurrent neural
networks (GRU and LSTM).

𝑓 (𝑥) = 1
1 + 𝑒−𝑥 , 𝑓 ′(𝑥) = 𝑓 (𝑥) (1 − 𝑓 (𝑥)) (2.11)
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Figure 2.3: The sigmoid function and its derivative.

Note in Figure 2.3, that the derivative of the sigmoid is positive and has a
maximum value of 0.25. This causes the so-called vanishing gradient problem
[11] when using the sigmoid since DNNs require repeatedmultiplications by the
gradient of the activation function to update model parameters. If the sigmoid
is used as the activation function in a deep model only the last layers will
be updated, as the gradients will be too small in the earlier layers to make
significant updates.

Hyperbolic tangent

The hyperbolic tangent [40], usually just denoted tanh, is a logistic function
similar to the sigmoid function (in fact it can be defined in terms of the sigmoid).
The tanh is similarly s-shaped but has horizontal asymptotes at {-1,1} for inputs
𝑥 → ±∞.

𝑓 (𝑥) = 2 · sigmoid(x) − 1 =
𝑒𝑥 − 𝑒−𝑥
𝑒𝑥 + 𝑒−𝑥 , 𝑓 ′(𝑥) = 1 − 𝑓 (𝑥)2 (2.12)

Note that the derivatives of the tanh are in the range (0, 1), which also causes
vanishing gradients.

Softmax

The softmax activation function [15] is used to normalise the outputs of a
layer so that they are all positive and sum to 1. In this way, the outputs of the
layer may be interpreted as a probability distribution, a useful property for
e.g. the output layer of models used for classification where the outputs can
be interpreted as the confidence of the model.

𝑓 (𝑥𝑥𝑥)𝑘 =
𝑒𝑥𝑘∑
𝑗 𝑒

𝑥 𝑗
,

𝜕𝑓 (𝑥𝑥𝑥𝑘 )
𝜕𝑥𝑚

= 𝑓 (𝑥𝑥𝑥𝑘 ) (1[𝑚 = 𝑘] − 𝑓 (𝑥𝑥𝑥𝑚)) (2.13)
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where 1[𝑚 = 𝑘] is 1 if𝑚 = 𝑘 and 0 otherwise. Note that the post-activation
output of a neuron is affected by all neurons in that layer.

2.2.5 Loss functions

A loss function is a function used during the training of DL models to measure
the deviation between the model’s current prediction and an ideal solution
[40]. The goal of training is to minimize this loss (for the model to learn),
and hence make the predictions more like the ideal solutions. Loss functions
are task-specific, and within tasks, there exist many variations [119]. Their
definitions obviously influence what the model learns, but they also influence
how the model learns and may introduce some extra constraints (e.g. small or
sparse parameters).

The basic setup is usually a differentiable function of this form

L =

𝑁∑︁
𝑖=1

Y (𝑖) (2.14)

where each datapoint 𝑖 gives rise to an error term Y, which are then added
together.

Here are listed some of the most basic loss functions used when labels for the
data are available.

The binary cross-entropy loss is used in binary classification, usually when MLP
has one neuron in the last layer. It is derived from the negative log-likelihood
function and has therefore desirable properties [40]. Using labels𝑦1(𝑖) ∈ {0, 1}
the expression for binary cross-entropy loss is given as:

L = −
𝑁∑︁
𝑖=1
((1 − 𝑦1(𝑖)) log(1 − 𝑦1(𝑖)) + 𝑦1(𝑖) log(𝑦1(𝑖))) (2.15)

The cross-entropy loss is a generalisation of the binary cross-entropy to more
classes and is used in classification when an MLP has more than one neuron in
the last layer. Using labels in a one-hot encoding (𝑦𝑦𝑦 (𝑖) has one entry of 1 and
is otherwise 0), the expression for the cross-entropy loss is given by:

L = −
𝑁∑︁
𝑖=1

𝐶∑︁
𝑗=1
[𝑦 𝑗 (𝑖) = 1] log(𝑦 𝑗 (𝑖)) (2.16)

The Mean absolute error loss is often used for regression problems since it
penalises the absolute difference between the predicted values and the true



20 chapter 2 deep learning

values. Its expression is simply given by

L =
1
𝑛

𝑁∑︁
𝑖=1

𝐶∑︁
𝑗=1
|𝑦 𝑗 (𝑖) − 𝑦 𝑗 (𝑖) | (2.17)

The Mean squared error loss is also used for regression problems as it punishes
differences between predicted values and true values. However, in contrast
to mean absolute error, mean squared error penalises large deviations more
than small ones since it uses the squared deviation. The expression for this loss
is:

L =
1
𝑛

𝑁∑︁
𝑖=1

𝐶∑︁
𝑗=1
(𝑦 𝑗 (𝑖) − 𝑦 𝑗 (𝑖))2 (2.18)

These are just a few common loss functions. Many variants exist, reflecting the
desired properties. Some loss functions include regularisation terms to better
control the learning process. An example of such a regularisation method is the
addition of a weight decay term, which encourages the model to learn smaller
weights. This can be achieved by adding an L1 term _

∑
𝑘 |𝑤𝑘 |, or an L2 term

_
2
∑

𝑘 𝑤
2
𝑘
, where the weight decay hyperparameter _ governs the strength of

the regularisation. L2 regularisation is the most commonly used type of weight
decay and has been shown to be effective in many different types of models
[61].

2.2.6 Backward pass

After a forward pass through a network, a prediction is acquired𝑦𝑦𝑦 (𝑖) for each
datapoint 𝑖. Depending on the task, this prediction may be combined with
the data label𝑦𝑦𝑦 (𝑖) to calculate a loss value. Then similar to the case with the
perceptron, gradients with regard to the different network parameters can be
calculated. These can then be used through gradient descent to update the
network weights to decrease the loss, and hence improve the network. This
process of moving backwards from the loss value to calculate gradients and
update parameters is called back-propagation [97], or the backward pass of
the model. Below is the mathematics describing the process of calculating the
gradients.

To calculate the gradient of the loss function with regards to the weights of a
neuron 𝑘 in the last layer 𝐿 we utilise the chain rule:

∇𝑤𝑤𝑤𝐿
𝑘
L =

𝜕L
𝜕𝑤𝑤𝑤𝐿

𝑘

=
∑︁
𝑖

𝜕Y (𝑖)
𝜕𝑤𝑤𝑤𝐿

𝑘

=
∑︁
𝑖

𝜕Y (𝑖)
𝜕𝑦𝑘 (𝑖)

𝜕𝑦𝑘 (𝑖)
𝜕𝑧𝐿

𝑘
(𝑖)

𝜕𝑧𝐿
𝑘
(𝑖)

𝜕𝑤𝑤𝑤𝐿
𝑘

(2.19)
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In the final expression, the first term depends on the choice of the loss func-
tion, the second term on the choice of activation function, and the third term
is:

𝜕𝑧𝐿
𝑘
(𝑖)

𝜕𝑤𝑤𝑤𝐿
𝑘

=
𝜕
[
(𝑤𝑤𝑤𝐿

𝑘
)𝑇𝑦𝑦𝑦𝐿−1(𝑖)

]
𝜕𝑤𝑤𝑤𝐿

𝑘

= 𝑦𝑦𝑦𝐿−1(𝑖) (2.20)

By combining Equation 2.19 and Equation 2.20, and introducing 𝛿 to simplify
notation, the gradient is given by:

∇𝑤𝑤𝑤𝐿
𝑘
L =

∑︁
𝑖

𝜕Y (𝑖)
𝜕𝑦𝑘 (𝑖)

𝜕𝑦𝑘 (𝑖)
𝜕𝑧𝐿

𝑘
(𝑖)

𝑦𝑦𝑦𝐿−1(𝑖) =
∑︁
𝑖

𝛿𝐿
𝑘
(𝑖)𝑦𝑦𝑦𝐿−1(𝑖) (2.21)

To be able to calculate the gradient of the loss for earlier layers we need to
utilise the following:

𝜕𝑧𝑟
𝑘
(𝑖)

𝜕𝑦𝑟−1
𝑗
(𝑖)

= 𝑤𝑟
𝑘 𝑗
. (2.22)

Note that the neuron 𝑗 in layer 𝐿 − 1 affects all neurons in the following layers
so when calculating the gradient need to put together the effects of all these
neurons. Following a process similar to Equation 2.19, can show that:

∇𝑤𝑤𝑤𝐿−1
𝑗
L =

∑︁
𝑖

(
𝑛𝐿∑︁
𝑘=1

𝛿𝐿
𝑘
(𝑖)𝑤𝐿

𝑘 𝑗

)
𝜕𝑦𝐿−1𝑗 (𝑖)
𝜕𝑧𝐿−1

𝑗
(𝑖)

𝑦𝑦𝑦𝐿−2(𝑖) (2.23)

=
∑︁
𝑖

𝛿𝐿−1𝑗 (𝑖)𝑦𝑦𝑦𝐿−2(𝑖) (2.24)

This process for finding gradients can be generalised for any layer and is de-
scribed below.

Gradient calculation

The gradients for parameters in any layer can be found with:

∇𝑤𝑤𝑤𝑟
𝑗
L =

𝑁∑︁
𝑖=1

𝛿𝑟𝑗 (𝑖)𝑦𝑦𝑦𝑟−1(𝑖) (2.25)

starting from

𝛿𝐿𝑗 (𝑖) =
𝜕Y (𝑖)
𝜕𝑦 𝑗 (𝑖)

𝜕𝑦 𝑗 (𝑖)
𝜕𝑧𝐿

𝑗
(𝑖)

(2.26)

and then using the following recursive formula:

𝛿𝑟−1𝑗 (𝑖) =
(
𝑛𝑟∑︁
𝑘=1

𝛿𝑟
𝑘
(𝑖)𝑤𝑟

𝑘 𝑗

)
𝜕𝑦𝑟−1𝑗 (𝑖)
𝜕𝑧𝑟−1

𝑗
(𝑖)

, for 𝑟 = 𝐿, 𝐿 − 1, ..., 2 (2.27)
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Once the gradients have been found the model parameters can be updated
through gradient descent:

𝑤𝑤𝑤𝑟
𝑗 (𝑛𝑒𝑤) =𝑤𝑤𝑤𝑟

𝑗 (𝑛𝑒𝑤) + [∇𝑤𝑤𝑤𝑟
𝑗
L (2.28)

2.2.7 Gradient descent variants and optimisation
algorithms

The gradient descent method in Equation 2.28 requires the use of all available
training data, an entire batch. This is known as batch learning [66]. This can
be a problem in cases where there is a lot of data, or where the size of each
data point is large, as there might not be enough memory to process it all. A
natural solution to this problem is to randomly divide the data into chunks, or
mini-batches, and pass these individually through the network and update the
network weights through so-called stochastic learning. This allows the model
to be updated multiple times per complete pass of the training set, known as
epoch, which apart from reducing memory demands also has been linked to
increased performance [66][14].

The technique mentioned above is usually referred to as mini-batch Stochastic
gradient descent (sgd), and is the most widely used gradient descent method,
and is performed by doing Equation 2.28 for each mini-batch. The mini-batch
size governs the trade-off between doing many noisy steps with approxima-
tions of the true gradient and doing fewer larger steps with more accurate
approximations. The exact size of the mini-batches is different for different
applications, and in many cases is often set as high as the memory capacity
allows.

Several ways of optimising sgd to find the local minimum of the loss function
faster and more efficiently have been proposed [95]. Here we present two of
these methods.

SGD with momentum

Gradient descent with momentum was introduced to decrease the number of
oscillations experienced by vanilla sgd. This method accelerates sgd conver-
gence by adding part from the previous gradient to the current update, so as
to keep momentum, or steps moving in the same direction. In this way, pa-
rameters whose gradients point in the same direction receive large updates,
while parameters whose gradient change direction receive smaller updates
[95].
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The update function is performed in two steps. First, a momentum term 𝑣 is
updated for each parameter using the current gradients, then this term is used
to update the model parameters.

𝑣𝑡 = 𝛾𝑣𝑡−1 + [∇\L (2.29)
\𝑡 = \𝑡−1 − 𝑣𝑡 (2.30)

The momentum term 𝛾 is usually set to 0.9.

Adam

Adaptive moment estimation [56], or simply Adam, is a method that computes
adaptive learning rates for each parameter. In Adam, the current gradient for
each parameter 𝑔𝑡 is used to calculate exponentially decaying averages, of both
previous gradients𝑚𝑡 and squared previous gradients 𝑣𝑡 . These are estimates
of the first and second moment respectively (hence the name "Adam").

𝑚𝑡 = 𝛽1𝑚𝑡−1 + (1 − 𝛽1)𝑔𝑡 (2.31)
𝑣𝑡 = 𝛽2𝑣𝑡−1 + (1 − 𝛽2)𝑔2𝑡 (2.32)

The authors of [56] argue that since 𝑚𝑡 and 𝑣𝑡 are initialised as vectors of
0s, this causes the moment estimates to be biased, especially during initial
timesteps and when the decay rates are small, meaning the 𝛽-values are close
to 1. Therefore they do a bias correction of the moments.

�̂�𝑡 =
𝑚𝑡

1 − (𝛽1)𝑡
(2.33)

𝑣𝑡 =
𝑣𝑡

1 − (𝛽2)𝑡
(2.34)

Then using these values the update function is given by:

\𝑡+1 = \𝑡 −
[

√
𝑣𝑡 + 𝜖

�̂�𝑡 (2.35)

The authors of [56] propose to use the following hyperparameters: 𝛽1 = 0.9,
𝛽2 = 0.999, 𝜖 = 10−8.

2.2.8 General training procedure

To train a deep learning model, we need data we wish to learn from. For
supervised learning the data ought to be divided into 3 non-overlapping sets:
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training, validation and test set, for example consisting of 75-15-15 percent of
the entire dataset respectively. The training set will be used by the model to
learn. The validation set is used to check the performance of the model during
training and to choose hyperparameters, and can also be used to stop training
when the model’s performance starts decreasing. Meanwhile, the test set is
used only for the final evaluation of the model.

To build a model, we need to specify the task and choose the architecture,
including the number of layers, neurons per layer, and activation functions. We
also need to select the loss function, optimiser, how weights are initiated, in
addition to selecting several hyperparameters like mini-batch size, the number
of epochs, optimisation parameters, loss parameters, and so on. These decisions
are critical to themodel’s performance and should be carefully considered based
on the problem’s complexity and the available data.

Once all the model parameters have been set, training can begin. The train-
ing process involves iterating over the entire training dataset for the specified
number of epochs. During each epoch, the training dataset is split into ran-
dom mini-batches of the chosen size. For each mini-batch, the following steps
are performed: do a forward pass, calculate loss, do a backward pass to find
gradients, and finally update the model weights using the chosen optimisation
method.

Loss on the training set should go down over time. To combat the model over-
fitting or memorising the training set, performance on the validation set should
also be tracked. This can be done at the end of every epoch or every few epochs
by doing a forward pass with the validation set and calculating its loss. The
validation loss indicates what the model is actually learning. Usually during
training themodelweights that achieved the lowest validation loss are stored, so
even if the model trains for too long the best performing version is kept.

Once the model has finished training, the best weights are selected based on
the validation set performance. Note that earlier it was mentioned that the
validation set can be used to select hyperparameters, this is done by repeating
the training procedure for a different selection of hyperparameters and finally
choosing the best model among them with regard to the validation set perfor-
mance. The final model’s performance is then evaluated by doing a forward
pass using the test set. This is the model’s true performance on this task since
both the training and validation sets affected the final model.
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2.3 Convolutional neural networks

MLPs are not perfect, one shortcoming is that when inputs are very large they
require many weights (easier to overfit). Examples of such inputs are images.
Images are also grid-like data structures, something that is not exploited by
MLPs, as they will take in all the images as input. Natural to think that pixels
are most related to what is immediately around them compared to all pixels
in the image. The use of convolutional layers connects only close pixels in
regions together, and solves the many weights issue by using weight sharing
between the "neurons". Convolutional neural networks (CNNs) are networks
that use convolutions in at least one of its layers instead of the usual matrix
multiplication [40]. Usually divided into two parts, a feature extractor and a
head. The feature extractor is usually made up of convolutional layers, pool-
ing and activations, while the head can be anything like e.g. a classification
network.

In this section, we will focus on the feature extractor part of CNNs. The first
subsection introduces convolutions, then the next ones look into the main build-
ing blocks of the feature extractors, convolutional layers and pooling layers,
and how forward pass is done for these. Then we present an existing CNN
architecture.

2.3.1 Convolution operation

A convolution is a mathematical function that takes in two functions. The
functions can in principle be discrete or continuous, but will here focus on
discrete signals. The usual setup is a 1D, 2D or 3D discrete signal𝑥𝑥𝑥 and a (small)
filter or kernel signal𝑤𝑤𝑤 . The convolution can be thought of as sliding the filter
across the signal, computing the element-wise multiplication of the elements
and returning a value. Doing this process for all possible positions in the signal
will give the result, a filtered version of the signal (see Figure 2.4).

The 1D discrete convolution can be described as a weighted moving aver-
age,

𝑦𝑦𝑦𝑖 = (𝑤𝑤𝑤 ∗ 𝑥𝑥𝑥)𝑖 =
∑︁
𝑙

𝑤𝑙𝑥𝑖−𝑙 (2.36)

The 2D discrete convolution can be thought of as a sweepingwindow [39],

𝑦𝑦𝑦𝑖, 𝑗 = (𝑤𝑤𝑤 ∗ 𝑥𝑥𝑥)𝑖, 𝑗 =
∑︁
𝑙

∑︁
ℎ

𝑤𝑙,ℎ𝑥𝑖−𝑙, 𝑗−ℎ (2.37)

The 3D convolution can be thought of as a moving cuboid. What is usually used
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Figure 2.4: 2D convolution. Can be interpreted as sliding the kernel over all the pos-
sible positions of the image.

in CNNs are cuboids with a selected height and width and the same depth as
the input. Hence the relevant 3D convolutions are akin to stacking several 2D.
An example of a 3D signal is RGB images which have 3 channels one for each
color (red, green, blue). In this case, the filter is as deep (has as many channels)
as the signal.

𝑦𝑦𝑦𝑖, 𝑗 = (𝑤𝑤𝑤 ∗ 𝑥𝑥𝑥)𝑖, 𝑗 =
∑︁
𝑙

∑︁
ℎ

∑︁
𝑐

𝑤𝑙,ℎ,𝑐𝑥𝑖−𝑙, 𝑗−ℎ,𝑐 (2.38)

Note that the input to the convolution is 3D but that the output is 2D. By
parallelizing the convolutions the output can be made into 3D. For example,
if 𝑘 convolutions are done in parallel, their output can be concatenated so as
to create a multi-channelled output. This concept is key to the convolutional
layers in a CNN.

Note that in Figure 2.4 the filter is never centred over the edge values and that
the output is of a different size than the input. The size difference depends on
the kernel width 𝐹 , and ⌊𝐹/2⌋ of each edge is lost when doing a convolution.
The fact that the output shrinks in size can sometimes be troublesome, espe-
cially when building cnns since we wish to stack many convolutions after one
another.

We introduce padding, adding extra values of width ⌊𝐹/2⌋ around each edge
so that the resulting output is of the same size as the input. Different types of
padding exist varying in what values are used for the extensions. Zero-padding
is quite common, or padding by some other constant values, duplication of
edges, and wrapping of edges (pad with a copy of the opposite edge).
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2.3.2 The convolutional layer

A convolutional layer receives input𝑥𝑥𝑥 , e.g. a RGB image, consisting of elements
𝑥𝑖, 𝑗,𝑘 . The layer has weights𝑊 , in the shape of a cuboid. The cuboid is often
called a kernel, and has usually equal and odd-sized sides for the two first
dimensions, while the depth is the same as that of the input. The forward pass
in a convolutional layer, where 𝑥𝑥𝑥∗ denotes the padded version of the input, is
given by:

𝑧𝑖, 𝑗 =
∑︁
𝑙

∑︁
ℎ

∑︁
𝑐

𝑤𝑙,ℎ,𝑐𝑥
∗
𝑖−𝑙, 𝑗−ℎ,𝑐 + 𝑏 (2.39)

Note that in the first part, we are doing element wise-multiplication between
the kernel and a part of the input (a cuboid of the same size as the kernel) and
that these are then added together with a bias. Notice that if the cuboids in the
first part are flattened out, this expression can be expressed as an inner product.
With a little more work this calculation can look just like Equation 2.7.

If the 0-th element is the bias and 𝐹 = 𝐿𝑥𝐻𝑥𝐶 is the number of elements in
the kernel, then a flattened kernel can be expressed as such

𝑤𝑤𝑤1 = [𝑤10,𝑤11, ...,𝑤1𝐹 ]𝑇 (2.40)

We can also flatten out each cuboid for each input 𝑛. The cuboids, those that
will be multiplied with the sliding window, can be given index 𝑟 = 1, 2, ..., 𝑖 · 𝑗 .
A flattened cuboid with index 𝑟 belonging to input 𝑛 can be flattened out as
such:

𝑥𝑥𝑥𝑟 (𝑛) = [1, 𝑥𝑟1(𝑛), 𝑥𝑟2(𝑛), ..., 𝑥𝑟𝐹 (𝑛)]𝑇 (2.41)

Observe then that the convolution from Equation 2.38 can be expressed as:

𝑦1𝑟 (𝑛) =𝑤𝑤𝑤𝑇
1𝑥𝑥𝑥𝑟 (𝑛) (2.42)

And that the convolution of the whole input 𝑛 can be written as:

𝑦𝑦𝑦1(𝑛)𝑇 =𝑤𝑤𝑤𝑇
1𝑋 =𝑤𝑤𝑤𝑇

1 [𝑥𝑥𝑥1(𝑛),𝑥𝑥𝑥2(𝑛), ...,𝑥𝑥𝑥𝑖 · 𝑗 (𝑛)] (2.43)

Bear in mind that the output vector must be reshaped back into the appropriate
shape (we must undo the reshaping made to the input) once the calculation is
completed. Note that we can easily generalise from this example to see how
multiple kernels can be added. If a matrix𝑊 is created with each kernel as a
column, then the final expression for a forward pass in a convolutional layer
may be written as:

𝐼 (𝑛) = reshape(𝑌 (𝑛)) = reshape(𝑊𝑇𝑋 (𝑛)) (2.44)

Here the output 𝐼 (𝑛), if padded appropriately, has the same height and width as
the input, and a number of channels equal to the number of kernels used.
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Figure 2.5: 2D pooling. Pooling performed with window size 2x2 and stride 2.

With this new expression, we can see that the backward pass for convolutional
layers can be found in a similar way as those for the fully connected layers, just
requiring some reshaping before and after each layer. The first reshape is to
undo the last forward pass reshape, and hence create the matrices𝑊 , 𝑋 and
Δ (the equivalent of 𝛿). The second reshape is to get these matrices into the
correct shape. The𝑊 matrix can simply be reshaped to match the dimension
of the kernel, while the gradients that will be passed to earlier layers will need
to be uncubed (undo sliding window cubification) and reshaped to the size
of the input to this layer. Note that the cuboids from the forward pass were
overlapping, so the gradient cuboids now also will be. This is dealt with by
adding together their contributions.

2.3.3 Pooling

Pooling is a downsampling operation used in cnns performed as a sliding
window for each channel. The most used pooling setup halves the input’s width
and height by utilising a window of size 2x2 and a stride of 2, which essentially
divides the image into non-overlapping 2x2 windows (see Figure 2.5). Stride
defines the amount the sliding windows move, for example in Figure 2.4 the
stride was 1, since the windows slides 1 unit at the time.

There are different types of pooling, differentiated by what mathematical op-
eration they implement. The two most common types are max-pooling, which
returns the maximum value in the window, and average-pooling, which returns
the average of the window.

Pooling is usually applied after one convolutional layer or a block of convolution
layers. An activation function, such as the ReLU, is usually also applied after
the pooling layer.

Pooling has become common to use as the last operation when going from
convolution layers to fully connected ones. Known as global average pooling,
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the kernel size is set to be the input size, so that each channel gets averaged
down to a single number. What we are left with is a vector that can be given as
input to amlp. The advantage of using global average pooling is that the input
to the cnn does not need to be of a fixed size, just above a certain minimum
size.

2.3.4 Example of simple CNN architecture

In Figure 2.6 is shown an example of a simple cnn architecture, the VGG-16
network [108]. The figure illustrates how CNNs are usually structured and how
the data is transformed throughout the network. The network is divided into a
feature extractor part (blue and red) and a classification head (green). In the
feature extractor, there are several convolution layers with ReLU activation, that
are sometimes followed by pooling layers to reduce the spatial resolution. Note
that 64 parallel convolutions are performed in each of the first two layers and
that the number of convolutions increases as the spatial resolution decreases.
In the classification head, the output of the feature extractor is flattened and
passed through several fully connected layers to ultimately result in the model
output, a vector of size 1000. Each of the values in this output represents a class
of the dataset the model is trained on (in this case the 1000 classes of ImageNet
[24]), and the index of the largest value represents the model prediction.

To summarize, Figure 2.6 illustrates the process of how an RGB image of size
224x224 can be made into a prediction by a CNN. Obviously, for this to perform
well the many weights of the network (approx. 138 million of them) must first
be adjusted through training.

Figure 2.6: Simple deep CNN example: the standard VGG-16 network architecture
[108].





3
Explainability in Deep
Learning

In this chapter, we will present the concept of explainability within deep learn-
ing. We first lay some groundwork for why we need explainability, and why it
is important. We then give some overview of different types of explainability
methods before closely explaining Layer-wise relevance propagation (lrp) [8],
which we will use later in our proposed method.

3.1 Deep learning models are blackboxes

Imagine you are using the CNN presented in the previous chapter (Figure 2.6)
to classify images of cats and dogs. After the model has made its prediction,
consider the challenge of explaining why the model arrived at this particular
decision. This task is not trivial, as it was a collection ofmathematical operations
that were performed in series that lead to the prediction. This is a problem that
affects not only our simple example but most deep learning applications. For
this reason, deep learning models are often referred to as "black box" models,
as we have no insight into what is happening within them [38].

Not understanding or being able to explain why a decision was made can be an
issue in certain fields [4], [55]. Imagine for a second that the task is no longer

31
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"tell apart cats from dogs", but instead by looking at some medical imaging
to determine if a person suffers from some deadly disease. It is obvious that
before assigning the patient to some treatment, the doctor would want to be
sure that what the model is saying is true. Deep learning by itself lacks this form
of explainability and traceability, which makes it hard to rely on and trust [123].
This lack of grounding for decisions has led to slower adoption of deep learning
algorithms in safety-critical, high-stakes, and socially-impactful domains [37],
[45], [106]. It is also noteworthy to mention, that some governments have put
in place regulations to limit the scope of AI and require some explainability
when it is used for decision-making (see e.g. GDPR [30] Art. 22, Art. 15 (1) h.,
and art.13 (2) f.).

3.2 XAI

To address the shortcomings related to "black box" models, the concept of
EXplainable AI (xai) has emerged. xai aims to make decisions made by ml
anddl algorithms transparent, interpretable and comprehensible,with the goal
of elevating a user’s trust, confidence and understanding when interacting with
ai models [38].

Explainability can be divided into two categories: local and global. Local ex-
plainability [70] entails explaining individual decisions, providing insight into
the reasoning behind a prediction or action. Meanwhile, global explainability
[100] considers the overall behaviour of the models and how it behaves across
all instances. Both of these categories are important and have given rise to
several methods [48].

Usually, a different categorisation of explainabilitymethods is used. Rather than
categorising based on the scope of the explanations, we instead categorise by
how the explanations are created. In the following subsections we will describe
these: transparent and post-hoc methods.

3.2.1 Transparent methods

Transparent methods refer to the use of ML methods that are straightforward,
simple, and easily interpretable. These methods, such as logistic regression,
decision trees, and k-nearest neighbours, are explainable due to their simple
nature [3]. While they might not match the performance of complex deep
learningmodels, they provide insights into their decision-making. In some cases
where explainability is a priority, transparent methods are used despite having
worse accuracy than deep learning models in the same task [96]. Because of
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this trade-off, some recent effort has been put into the creation of transparent
deep learning models. Some examples of such models are ProtoPNet [18] and
ProtoVAE [33].

3.2.2 Post-hoc methods

Post-hoc methods are used with black box models to explain the complex re-
lationship between features that have been learned. These methods start off
with a trained model and create explanations for it. Such methods are usually
divided into model-agnostic and model-specific methods.

Model-agnostic methods provide explanations that are not tied to a specific
model type. These methods usually rely purely on input-output pairs to create
explanations, meaning they assume the model to be a black box - allowing
them to be used with any model. Some well-known methods that fall within
this category are Local Interpretable Model-Agnostic Explanations (LIME) [94],
and SHapley Additive exPlanations (SHAP) [74].

In contrast,model-specific methods are designed to explain the decisions of a
specificmodel architecture. These methods utilise the specific internal structure
and architecture of the model to generate explanations. Intuitively, by utilising
the internal information of the models it should be easier to create explanations.
The drawback of such methods is their reduced flexibility as they must be
created for specific models. An example of such a method is lrp [8], which
we will cover in the following section.

3.3 Layer-wise Relevance Propagation

Layer-wise relevance propagation (lrp) [8] is a technique aimed at explaining
the importance of each input to the final output 𝑓 (𝑥). The method begins from
the output layer assigning relevance to the part of the output we wish to explain,
e.g. the model’s prediction. This relevance is then backpropagated using some
special propagation rules until the input is reached. The result from this is a
heatmap that showcases the importance of each input value to the result in
the last layer. This heatmap, therefore, serves as an explanation of the model’s
decision, a local explanation (see example in Figure 3.1).

In the next subsection, we present the core principle in lrp and the relation-
ships between the relevances of different layers. In the following subsection,
we showcase a selection of popular propagation rules that we will utilise later
in the thesis. Finally, we comment on how these rules are being used in prac-
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tice.

Figure 3.1: Example of an LRP heatmap from a VGG-16 model showcasing the parts
of the input that are relevant for the prediction "golden retriever". Red
and blue represent positive and negative relevance respectively. Here we
have utilised the following propagation rules: LRP-𝛼𝛽 with 𝛼 = 2 for the
convolutional layers, and LRP-𝜖 for the fully-connected layers.

3.3.1 Propagation mechanisms

The core principle of lrp is the layer-wise conservation rule which states that
the total relevance throughout each layer remains constant:

𝑓 (𝑥) = . . . =
∑︁
𝑖∈𝑙+1

𝑅
(𝑙+1)
𝑖

=
∑︁
𝑖∈𝑙

𝑅
(𝑙 )
𝑖

= . . . =
∑︁
𝑖

𝑅
(1)
𝑖

(3.1)

where we use the notation 𝑅
(𝑙 )
𝑖

to denote the relevance of neuron 𝑖 in layer 𝑙 .
This rule ensures that the resulting heatmap is consistent with regard to the
output we are trying to explain.

Following from the conservation rule, and the fact that lrp is performed layer-
wise, the relevance 𝑅 (𝑙 )

𝑖
must be describable by the relevances in the subsequent

layer 𝑅 (𝑙+1)
𝑗

. This relationship, which is integral for backpropagation, can be
expressed as

𝑅
(𝑙 )
𝑖

=
∑︁
𝑗

𝑅
(𝑙,𝑙+1)
𝑖←𝑗

, (3.2)

where the notation 𝑅
(𝑙,𝑙+1)
𝑖←𝑗

denotes the relevance messages sent from neuron
𝑗 in layer 𝑙 + 1 to neuron 𝑖 in layer 𝑙 . Naturally, a corresponding relationship
exists in the reverse direction:

𝑅
(𝑙+1)
𝑗

=
∑︁
𝑖

𝑅
(𝑙,𝑙+1)
𝑖←𝑗

. (3.3)
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3.3.2 Different propagation rules

A variety of lrp propagation rules exists [83], and we will here present some
of the most popular ones. These rules essentially govern how the relevance
messages 𝑅 (𝑙,𝑙+1)

𝑖←𝑗
in Equation 3.2 are calculated.

The simplest of the propagation rules referred to as LRP-0, is defined as the
ratio between local and global pre-activations:

𝑅
(𝑙,𝑙+1)
𝑖←𝑗

=
𝑧𝑖 𝑗

𝑧 𝑗
· 𝑅 (𝑙+1)

𝑗
(3.4)

where 𝑧𝑖 𝑗 is the contribution from neuron 𝑖 to the activation of neuron 𝑗 (for
a linear layer this would e.g. be 𝑧𝑖 𝑗 = 𝑤𝑖 𝑗𝑥𝑖), and 𝑧 𝑗 =

∑
𝑖 𝑧𝑖 𝑗 represents the

pre-activation value of neuron 𝑗 .

A problem exists with Equation 3.4: If 𝑧 𝑗 is small, then 𝑅
(𝑙,𝑙+1)
𝑖←𝑗

will be numeri-
cally unstable. Tomitigate this issue, a small and positive stabilizer is introduced
with a value close to 0:

𝑅
(𝑙,𝑙+1)
𝑖←𝑗

=

{
𝑧𝑖 𝑗

𝑧 𝑗+Y · 𝑅
(𝑙+1)
𝑗

𝑧 𝑗 ≥ 0
𝑧𝑖 𝑗

𝑧 𝑗−Y · 𝑅
(𝑙+1)
𝑗

𝑧 𝑗 < 0
(3.5)

This propagation rule is referred to as LRP-𝜖. Note that utilising this rule for
stabilization leads to the breaking of the conservation rule since some of the
relevance will be absorbed by 𝜖.

An alternative stabilization approach is the LRP-𝛼𝛽 rule. This approach man-
ages positive (controlled by 𝛼) and negative (controlled by 𝛽) pre-activations
separately. Using the constraint 𝛼 +𝛽 = 1 to satisfy the conservation rule (since
𝑧 𝑗 = 𝑧−𝑗 + 𝑧+𝑗 ), the propagation rule is given as follows:

𝑅
(𝑙,𝑙+1)
𝑖←𝑗

= 𝑅
(𝑙+1)
𝑗
·
(
𝛼 ·

𝑧+𝑖 𝑗
𝑧+
𝑗

+ 𝛽 ·
𝑧−𝑖 𝑗
𝑧−
𝑗

)
(3.6)

where

𝑧+𝑖 𝑗 =

{
𝑧𝑖 𝑗 , 𝑧𝑖 𝑗 ≥ 0
0, else

, 𝑧−𝑖 𝑗 =

{
0, else
𝑧𝑖 𝑗 , 𝑧𝑖 𝑗 < 0

, 𝑧±𝑗 =
∑︁
𝑖

𝑧±𝑖 𝑗 .

Often a small stabiliser is also introduced for this rule.

3.3.3 Best practice

It has been observed that applying a single rule for all layers in a model often
yields suboptimal explanations of model behaviour [83]. It has been observed
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that LRP-0 and LRP-𝜖 work well on shallow networks [63], [114], but struggle
on deeper ones [5]. LRP-𝛼𝛽 on the other hand, appears to do well but yields
similar explanations independent of class [42], [83].

Recent implementations have therefore switched over to using a composite of
the rules [64], [65], [83], resulting in closer to optimal explanations. Common
guidelines ([59], [83]) recommend the use of LRP-𝜖 for the dense layers near
the output of models with small epsilon (𝜖 ≪ 1), followed by LRP-𝛼𝛽 with
𝛼 ∈ {1, 2} for the convolutional layers. Some implementations also use a
different rule for the first layer only [9], [65], usually referred to as LRP-flat
(LRP-0 with 𝑧𝑖 𝑗 = 1), that results in more granular heatmaps as the relevance
is distributed equally to the input.



4
Clustering
In this chapter, we present clustering and provide a high-level overview of
several popular directions within clustering, both classic and deep ones. Finally,
we present spectral clustering, the clustering algorithm which is considered in
Chapter 6.

4.1 Uncovering underlying structures in the data

Clustering is a fundamental technique in unsupervised machine learning that
is utilised to uncover underlying patterns and structures within data [3]. The
main goal of clustering is to divide the available data points into different
clusters (groups). Unlike supervised learning, where labels are used, clustering
operates without labels relying purely on the structure of the dataset. There are
various definitions of clustering that exist, however, the core concept is usually
the same: Data points in the same cluster should have high similarity and be
dissimilar to data points in other clusters [122].

The foundation of clustering heavily relies on the idea of distance (dissimilarity)
and similarity measures. These measures quantify the relationships between
data points, forming the basis for grouping them into meaningful clusters. An

37
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Figure 4.1: Overview of clustering methods described. The visualisation is based on
[51].

example of a distance metric is the Minkowski distance

𝑑𝑝 (𝒙,𝒚) =
(

𝑙∑︁
𝑖=1
|𝑥𝑖 − 𝑦𝑖 |𝑝

)1/𝑝
(4.1)

where for 𝑝 = 1 we get the Manhattan distance, and for 𝑝 = 2 we get the
Euclidean distance. An example of a similaritymetric is the Pearson’s correlation
coefficient [57]

𝑟𝑃𝑒𝑎𝑟𝑠𝑜𝑛 (𝒙,𝒚) =
𝒙𝑇
𝑑
𝒚𝑑

| |𝒙𝑑 | | | |𝒚𝑑 | |
(4.2)

where 𝒙𝑑 = [𝑥1 − 𝑥, ..., 𝑥𝑙 − 𝑥]𝑇 and 𝑥 = 1
𝑙

∑𝑙
𝑖=1 𝑥𝑖 . Note that this metric

takes the value −1 and 1 when the vectors are perfectly negatively and posi-
tively correlated respectively, and values close to zero when the vectors are not
correlated.

4.2 Clustering algorithms

Throughout the years a large variety of clustering algorithms have been pro-
posed, each with its strengths and weaknesses depending on the data and the
desired use case. Our purpose is not to give a thorough survey of these, but
rather to look at some core and classic algorithms (shown in Figure 4.1). For a
more complete survey of clustering approaches the interested reader is referred
to [51], [122], [128].
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4.2.1 Hierarchical clustering

Hierarchical clustering [116] is a valuable technique as it both clusters and
organises the data in an intuitive and hierarchical manner. It is usually divided
into two different approaches: agglomerative (bottom-up) and divisive (top-
down). In agglomerative, each data point starts as an individual cluster. As
we move up the hierarchy we merge the closest clusters into a new cluster - a
process that is repeated iteratively until a single cluster remains. On the other
hand, divisive clustering begins with all data points in one cluster, which is
then successionally divided into subclusters as we move down the hierarchy.
The result of hierarchical clustering is a tree-like structure, a dendrogram, that
visualises the complex relationships between all the data points. Note that this
structure allows us to easily change the number of desired clusters, without
needing to recompute the clustering.

The choices that are most influential for the structure of the dendrogram are
the choice of distance metric between two data points, and the strategy for
comparing two clusters that consist of several data points. There are several
strategies, usually referred to as linkage methods, for comparing 2 clusters.
Some of these are:

• Single-link: The smallest distance between clusters. Finds the closest
pair of points (one from each cluster), and uses the distance between
them as the distance measure between the clusters. This link type often
results in elongated clusters.

• Average-link: The average distance between clusters. Find the pairwise
distance between all points (one from each cluster), and use the average
of this as the distance between the clusters. This link type often leads to
compact and evenly distributed clusters.

• Complete-link: The largest distance between clusters. Similar to single-
link but use the pair of points (one from each cluster) that are farthest
apart as the cluster distance. This link-type results in spherical clusters.

4.2.2 K-means

K-means is one of the most popular clustering methods, as it is simple, fast,
efficient and easily interpretable [43]. In K-means, each cluster is characterised
by its centre (the centroid), and data points are assigned to the cluster whose
centroid is closest. Because of this definition, which is essentially to minimise
the within-cluster distance (or the squared-error in regards to the centroids),
the clusters found by K-means are spherical in nature.
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The standard algorithm is quite simple: given a number of clusters𝑁 , first make
some initial guess for the cluster centroids, this could e.g. be𝑁 randomly chosen
data points from the dataset [31]. Step 1) is to assign data points to the centroid
they are closest to in Euclidean distance, and Step 2) is to recalculate the cluster
centroid based on the currently estimated cluster arrangement. These two
steps are repeated until some criteria are met, e.g. convergence or a maximum
number of repeats has been done.

4.2.3 Deep clustering

Deep clustering involves the application of deep learning techniques to learn
and identify meaningful clusters in the data [21]. While some approaches com-
bine classical clustering methods with deep learning, others utilise solely deep
learning techniques to both learn representation and cluster [128]. Utilising
deep learning allows us to discover more complex patterns and to better ex-
plore high-dimensional data, compared to classical clustering methods [113].
If applied correctly, deep clustering can help boost and improve performance
compared to classical methods.

As it is outside the scope of the thesis we will not focus on various deep cluster-
ing methods, but rather just acknowledge their existence and potential useful-
ness. We leave the exploration of whether these methods can be utilised with
the work presented in this thesis as future work.

4.2.4 Spectral clustering

Spectral clustering is a graph-based technique that significantly stands out
from methods such as K-means where the clusters are usually forced to have a
certain shape. Clusters found by spectral clustering can have any shape, as the
main goal of the method is to conserve the local structures (often denoted as
neighbourhoods) present in the data.

Core procedure

There exists a variety of ways of doing spectral clustering. Below we present
the common procedure used by many of these methods:

1. Create a symmetric similarity matrix: 𝑆 = {𝑠𝑖 𝑗 } where 𝑠𝑖 𝑗 denotes the
similarity between data points 𝒙𝑖 and 𝒙 𝑗 .

2. Construct the Laplacian matrix: 𝐿 = 𝐷−𝑆 where𝐷 is the diagonal degree
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matrix with elements 𝑑𝑖𝑖 =
∑

𝑗 𝑠𝑖 𝑗 .

3. create the normalized graph Laplacian matrix 𝐿∗ = 𝐷−1/2𝐿𝐷−1/2, which
is symmetric and semi-definite. This is a useful transformation as this
matrix has nonnegative eigenvalues and orthogonal eigenvectors.

4. Perform eigenvalue decomposition: 𝐿∗𝒗 = _𝒗, to acquire the pairs
{(_1, 𝒗1), (_2, 𝒗2), . . . } where _1 ≤ _2 ≤ . . . . Not all pairs need to be
found just the 𝑘 ones with the smallest eigenvalues. This is for when we
cluster into 𝑘 clusters.

Different implementations use different similarity measures. A commonly used
approach is the Gaussian kernelwith Euclidean distance,𝑠𝑖 𝑗 = exp (−||𝒙𝑖 − 𝒙 𝑗 | |2/2𝜎2)
for 𝑖 ≠ 𝑗 and otherwise 0. A different approach that may lead to a sparser simi-
larity matrix is to utilise the graph of the k-nearest neighbours𝑊 with elements
𝑤𝑖 𝑗 = 1 if 𝒙𝒋 is one of the k-nearest neighbours of 𝒙𝑖 . This matrix can then be
made into the symmetric similarity matrix like so: 𝑆 = 1

2 (𝑊 +𝑊
𝑇 ).

Assigning cluster labels

In one common formulation of spectral clustering (SM [105], or discretization
method), we can imagine clustering being done by finding a way of cutting the
graph in 2 in such a way that the sum of the edges that need to be removed is
the minimum. This (semi-)optimal cut is performed as such: let each element of
the next smallest eigenvector represent a data point, use thresholding on these
values, and assign elements larger than the threshold to one cluster and the rest
to the other. This method can be applied recursively using larger eigenvectors,
to find the 𝑘 clusters we are after.

In a different formulation (NJW [88]), we utilise the core procedure to acquire
some of the smallest eigenvectors that we then use to project the data down into
a lower dimensional space. This transformation preserves local neighbourhoods
allowing traditional clustering algorithms such as K-means to perform quite
well. The clusters found by K-means in the lower dimensional space are utilised
as the spectral clustering results in the original space.

A recent alternative to the mentioned approaches, known as cluster-QR [22], is
to extract the cluster assignments from the eigenvectors using column-pivoted
QR-factorization [29]. This method has no tuning parameters and runs no iter-
ations, yet may outperform both the K-means and the discretization approach
in terms of both quality and speed.
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(a) (b)

Figure 4.2: Here (a) shows an instance of a Blob dataset with 5 blobs, and (b) shows
the 10 smallest eigenvalues of the Laplacian matrix. There is a gap in the
eigenvalues after the fourth one, which suggests 4 clusters. However, note
that the largest eigengap is after the fifth eigenvalue. This reflects our
prior knowledge of the data that there are 5 blobs.

4.2.5 Deciding the number of clusters

Choosing the number of clusters 𝑘 for spectral clustering is not a trivial task,
similar to other clustering methods. Various approaches have been proposed,
but perhaps the most popular is the eigengap heuristic [118]. This heuristic
looks for the largest gap between the consecutive smallest eigenvalues, using
the number of eigenvalues before the gap as the estimate for the number of
clusters 𝑘. An intuition behind this heuristic in the graph-cutting mindset is that
the eigenvalues represent the amount of connectivity lost in the graph by cutting
it. Hence a significant drop in connectivity is a good place to stop partitioning
the data. See Figure 4.2 for an example of this heuristic in action.



5
Shortcuts in deep learning
Here, we present an introduction to shortcut learning, and its effect on the field.
We will look at what shortcuts are through a simple example, see that shortcut
learning seems to be a common feature present in all learning systems, and
then try to understand where they come from. Next, we will give some more
examples of shortcut learning in computer vision tasks, before finally going
into group robustness, an approach to mitigate shortcuts. Note that large parts
of this chapter were first presented in my project thesis [110].

5.1 What are shortcuts?

Shortcuts, sometimes also referred to as spurious correlations or superficial
cues, are often seen as unintended ways of solving a task that makes the model
perform well on specific tests but not general ones. Some feature in the data
is spuriously correlated to the concept we are actually trying to learn, and
the model learns to take advantage of this correlation, perhaps because it is
easier (a shortcut) than to learn the core feature we intend the model to find
[35].

Shortcut learning thereby usually materialises in the form of the model learning
the wrong decision rule. This concept may be referred to as generalisation
failure which does not mean failure to generalise, but instead generalisation
in an unintended direction [35].
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Figure 5.1: Simple shortcut learning example. Classification task of cats and dogs with
the provided training set and labels (black font). For the test sets blue font
indicates the label a human would give, while red font is the label given by
a model trained on the given training set. The i.i.d test set contains similar
examples to the training set, while the o.o.d test set contains different
examples. Testing on different data shows that the model uses a different
decision rule than expected.

5.2 A simple example

Perhaps it’s easy to understand this process through a simple example. In
Figure 5.1 weprovidea simpleexample of shortcut learning for a deep neural
network. The task concerns classifying images of cats and dogs given a limited
training set. When humans and the model classify images from a test set that
has similar images to the training set (i.i.d.), they behave the same. However
when the test data is different from the training set (o.o.d.), the human and
model behaviour is different. Had we only used the i.i.d. test it would have
seemed like the model learned the intended strategy, classifying cats and dogs,
however by also testing on o.o.d. data we reveal that the model learned a far
easier strategy, to classify based on colour.

In this simple example, it is straightforward to notice what the shortcut feature
is, but this is not usually the case. The shortcut features tend to be much more
deceptive, and the dataset and problem are much larger and more complex,
leading to the shortcuts going unnoticed.
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5.3 Shortcuts are present in all learning systems

In the previous section, it seems perhaps obvious to us what the model should
have done, and what the "intended" solution should be. The model however,
knows nothing about what the intended solution should be, it lacks the human
bias we have. Having said that, it is not just artificial learning systems that
make use of shortcuts, as there are countless examples of even humans making
use of shortcuts. Think of how many students use memorisation to pass tests,
instead of taking time to actually learn and understand the subject. The goal of
the tests is to get a measure of how much the students understand the subject,
but memorisation has proven to be an effective shortcut strategy to do well on
the tests but has fewer benefits for the students in the long run.

A well-known example of shortcut learning in the animal world is the Clever
Hans example [47]. Hans was a horse from the early 1900s who was famous
for his intellectual abilities and was able to do things like simple arithmetic, tell
the time, and remember peoples’ names. The usual process would be that Hans’
handler would ask him a question, which Hans would answer by tapping his
hooves a certain number of times or in a certain way (the handler had taught
him a simple hoof language to communicate). It turned out however, that Hans
was not as intelligent as it seemed, or perhaps it is better to say, that he was
not intelligent in the way people thought he was intelligent. Through various
experiments, it was shown that while answering questions Hans’ handler, or
others around him, were giving him cues as to what they wanted him to answer.
For example, if asked to add numbers Hans would continue to tap his hoof until
he noticed subtle visual cues in his handler’s body language or face, which
indicated that it was time to stop tapping his hoof. Hans was not able to answer
correctly to questions if the people asking were hidden away, or if they did not
know the correct answer [90].

These are just a few examples showing that biological learning systems also
utilise shortcuts during learning. The examples shown so far indicate that
shortcuts seem to be prevalent in both biological and modern deep learning
systems and that it is something we must be aware of during the learning
processes. The last example also demonstrates that shortcuts are not always
necessarily bad. Hans was not displaying the abilities he was thought to have,
but his actual ability of noticing near imperceptible, and often involuntary,
changes in people is quite an impressive ability.
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5.4 The origin of shortcuts

Some ([35]) argue that learning systems follow the so-called "principle of least
effort", where they learn what is easiest to achieve their goal. The problem
is that there are often easier ways available apart from the intended way to
achieve the goal. Learning systems making use of these easier unintended ways
is what we characterise as shortcut learning. But what exactly makes one way
easier than another? What creates these easier ways? We will refer to these
easier ways as shortcut opportunities from here on out.

5.4.1 Ambiguity and lack of constraints

One reason why shortcut opportunities might be created is due to our inability
to accurately enough formulate and constrain the problem we wish to solve. An
example of this is shown in Figure 5.1 where the task is not accurately enough
formulated, and the solution found by the model could objectively be seen as
a valid solution.

Across deep learning, problems are formulated as the minimisation of loss func-
tions. This is an ambiguous way of framing a problem allowing for possible
shortcut opportunities because there is no guarantee that the model will ac-
tually learn what we intend it to learn. However, we are required to continue
to use loss functions since we are unable to formulate the highly complex
problems we wish to solve in a more precise manner. We might be able to intro-
duce changes to the currently used loss functions to improve their behaviour.
However, it seems unlikely that we will be able to completely get rid of the
ambiguities. Therefore it might be that there is no absolute solution to shortcut
learning.

5.4.2 Biases

Different types of biases may create shortcut opportunities when solving a
problem. There may be some dataset bias, some correlations or imbalance
present in the data that is taken advantage of. The act of simply scaling up
the dataset might not be sufficient to get rid of the shortcut opportunities.
Shortcut opportunities may be created by some sort of systematic bias/error
from data collection or data annotation. Lastly, we mention inductive bias,
which is the collection of all the assumptions incorporated by a model such as
architecture, training data, loss function and optimisation (see many examples
of such assumptions in Chapter 2). It is clear that the selection of these, and
the assumptions made in their selection will have a great effect on the types of
shortcut opportunities available for models to find and rely on. Great work has
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been done in regards to try and minimise the shortcut opportunities created
by these biases (see Section 5.6).

5.5 Shortcuts in computer vision tasks

There are many examples of shortcut learning all across deep learning [16],
[23], [68]. However, we will here focus on computer vision-related examples
since these are the most relevant for this thesis. In the following subsections,
we present some examples of shortcut learning where the solution found by
the models deviated from the expectations.

5.5.1 Artefacts

Sometimes models learn to take advantage of other features or objects than
what we want them to find. This is often what is thought of as shortcuts, and
the field of explainable AI has been able to uncover several such shortcuts as
we will see below.

In the paper "Unmasking Clever Hans predictors and assessing what machines
really learn" [65] by Lapuschkin et. al, the authors show an example of an image
classification task where a majority of the images belonging to the class ’horse’
contained a watermark in the bottom left corner. Through their investigation
(see Figure 5.2) they showed that the model learned this spurious correlation
and that if the watermark was inserted on a different image, the model would
still classify it as ’horse’. The same paper also discovered that even a synthetic
artefact like padding, which is used all across computer vision tasks, can be
used by a model as a shortcut feature.

Another example is the classification of pneumonia, where the dataset contains
x-rays of healthy and sick patients’ chests. Some models learn to differentiate
between images from different hospitals, by looking for identification tags, or by
telling how different hospitals process their images, and use that information for
classification [125]. Some hospitals may have contributed with many positive,
or negative cases, so simply classifying based on the hospital is a viable and
easier method to perform well on tests. This is obviously not what we wish the
model to learn.
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Figure 5.2: Shortcut learning example from [65]. Shows that the model has learned
to rely on the presence of a watermark to classify an image as class ’horse’.

5.5.2 Context and background reliance

There are many examples where models have been shown to rely on the back-
ground or context of images to make predictions. This may lead to strange
results, like the one shown in Figure 5.3, where a model is asked to create
a caption for the image. The model has picked up a spurious correlation be-
tween ’greenhill’ and ’sheep’, and imagines the presence of sheep in the im-
age.[104]

5.5.3 Texture-shape cue conflicts

In the paper [36] a dataset (GST) is introduced which contains texture-shape
cue conflict, meaning that the shape and texture of the images come from
different classes of objects (see figure Figure 5.4). The point of this dataset was
to study if humans and ImageNet-trained CNN models are shape or texture
biased by allowing them to classify these images. If the shape is more often
predicted correctly, one is called shape-biased, while if the texture is more
correctly classified one is called texture-biased. Using this dataset it was shown
that humans are shape-biased, while CNNs are texture biased, which went
against previous assumptions that CNNs worked similarly to the human visual
system. Thereby this can be seen as a shortcut.

5.6 Mitigation of shortcuts

Numerous works ([34]–[36], [67], [80],...) have been put forward to try to
mitigate the various shortcuts presented in Section 5.5. One such work is the
promising new approach of group robustness [99].
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Figure 5.3: Example of background reliance in caption generation task. The presence
of a green hillside is spuriously correlated with the class sheep.[104]

Figure 5.4: Model predictions for 3 types of images. (a) shows only texture, (b) shows
only the content, and (c) is a combination of the two images. Note how
the model still classifies (c) by texture.[36]
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5.6.1 Group robustness

Models that rely on learned shortcuts often underperform when those shortcuts
are not present [35]. To address this issue, the concept of group robustness has
emerged. Group robustness [99] refers to a model’s ability to generalise and
maintain consistently high performance across different groups of data points
[27].

The fundamental principle behind group robustness is simple. First, the dataset
is categorized into groups that either include or exclude the shortcut features.
Then, using the group information the model is trained to perform well across
the groups. By performing the optimization in this way, the model is steered
towards learning the core features present across the groups, instead of relying
purely on the shortcut features [99].

Group definition

The group robustness setting [99] assumes that the data distribution consists
of several groups 𝑔 ∈ G which form a disjoint set. Typically, these groups are
defined as a collection of the class label 𝑦 ∈ Y and some spurious attribute
label 𝑠 ∈ S - that is 𝑔 = (𝑦, 𝑠). The spurious attribute label operates simi-
larly to the class label, indicating the presence of some feature that may be
learned as a shortcut. Examples of such features could be: the presence of some
artefact, the background type, gender, or the colour used (see Section 7.1 for
examples).

Optimising using groups

Once the groups have been defined and acquired for the different observations
𝑥 ∈ X, we need to utilise them to increase group robustness. Here we will
present what is done by group DRO [99], the method that kick-started the
pursuit of group robustness.

We start off by recapping the standard training (erm) loss,

L𝐸𝑅𝑀 (\ ) = 1
𝑁

𝑁∑︁
𝑖=1

𝑙 (𝑥𝑖, 𝑦𝑖 ;\ ) (5.1)

which simply averages the loss from each observation. By minimising this loss
we ensure that the average accuracy of the model increases. Note that there
is no guarantee that the models trained with this loss will perform similarly
across different groupings of this data.
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GroupDRO [99] is pitched as amethod formaking performance across different
groupings of the data more similar. Its loss function is defined as such,

L𝐺𝐷𝑅𝑂 (\ ) = max
𝑔∈G

1
𝑁𝑔

∑︁
𝑖:𝑔𝑖=𝑔

𝑙 (𝑥𝑖, 𝑦𝑖 ;\ ) (5.2)

where 𝑁𝑔 is the number of observations with group 𝑔𝑖 = 𝑔. By continuously op-
timising with regard to the worst group we ensure that the loss or performance
across the groups becomes uniform.

Issues

The main issues for group robustness are 1) defining sensible groups and 2)
acquiring group annotations for real-world datasets.

The first issue revolves around defining meaningful groups. To deal with this
issue we need to answer several questions, one of them being: "What exactly is
the model learning as a shortcut?", something we have seen in earlier sections
is not a question we can provide a simple answer to. Another question is "How
should we deal with cases where multiple shortcut features exist in a dataset?",
as nearly all of the research on group robustness has concentrated on situations
featuring a sole shortcut feature. The only exception to this is [69], where it
was shown that current group robustness methods do not do well in cases
where there are multiple shortcuts, and in fact, a dynamic akin to a whac-a-
mole game was observed, where decreased reliance on one shortcut feature
amplified the reliance on a different shortcut feature.

The second issue, assuming some sensible group definition was found, is the
non-trivial task of creating the group labels for the dataset which is required
by nearly all currently proposed group robustness methods. This is a task that
costs both time and money, and that may require special knowledge or the
use of a specialist. Labelling large datasets is already a momentous task, and
now needing to label other features as well may prove difficult or even impos-
sible.

Although group DRO requires that the entire dataset is group labelled, several
recent works have proposed methods that require orders of magnitude less
group labels [58], [71], [86], [87]. One proposed method [111] also improves
on group robustness without needing group labels, although its performance
is lacking compared to other methods.
There is therefore a need for a group robustnessmethod that is group-unsupervised
and that performs comparably to methods that utilise group labels.
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6
Proposed method
The goal of this chapter is to present, Explainability-based feature reweighting
(xfr), our proposed group-unsupervised method for improving group robust-
ness. We start off by introducing the core ideas of our proposed method, before
diving into its two main components: unsupervised group discovery and group
balanced training. We then present two variations of Explainability-based fea-
ture reweighting (xfr) differentiated by how the unsupervised group discov-
ery is performed. Lastly, we put forward an instance of our approach that uses
spray [65] and dfr [58] as its components.

6.1 Explainability-based feature reweighting
(XFR)

In Subsection 5.6.1 we brought to light several issues that currently plague
group robustness methods, these issues mainly being the definition of mean-
ingful groups and the acquisition of group labels using these definitions.
As a possible solution to these issues, we hypothesise that explainabilities can
help uncover a model’s underlying strategies for processing different groups.
More specifically, that groupings of similar explanations may serve as prox-
ies to the group labels, and that these may then be utilised to improve group
robustness without the use of group labels.
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Building upon these ideas we propose our approach, Explainability-based
feature reweighting (xfr), which leverages explainabilities to improve group
robustness without the use of group labels.

Similar to existing group robustness methods [71], [86], [87], [111], our ap-
proach leverages a two-step approach: 1) unsupervised group discovery, where
we estimate pseudo-labels for the groups, and 2) group balanced training, where
we optimise for group robustness using the acquired pseudo-labels.

In the following subsections, we give an overview of the two main components
of XFR, before presenting the two variants, local-XFR and global-XFR, that do
the group discovery in slightly different manners.

6.1.1 Unsupervised Group Discovery

Unsupervised group discovery is the first component of XFR and is performed
over two steps. Given a traditionally trained model (ERM) we first find the
heatmap explanations for the data. Next,we perform clustering of the heatmaps
in a particular way (see Subsection 6.1.3) to find the groupings in the data
which represent the underlying strategies.

A large number of possible configurations exist for this component of XFR
due to its general nature. One could in principle use any explanation method
that yields a heatmap with it, and also any type of clustering algorithm. This
generality makes this component of xfr quite flexible.

6.1.2 Group Balanced Training

The second component of XFR is to utilise the group labels found by the first
component to train a group robust model. In principle, any existing group
robustness method that uses group labels can be used for this component.

The choice of the method used here will determine what data we need to
estimate group labels for. As an example, group DRO [99], a well-known group
robustness method, requires group labels for both the training and validation
set. Meanwhile, a method like JTT [71], requires only group labels for the
validation set.
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6.1.3 Variants

An important question we must answer is: "How should the clustering results
be used to create pseudo-labels for groups?". Here we propose two variations
of xfr that are differentiated by how this question is answered. These methods
are in part based on the definition of groups from Subsection 5.6.1, and attempt
to solve the core issue of defining sensible groups.

Some important differences that xfr introduces compared to existing methods
that ought to be mentioned, is the allowance of an arbitrary number of groups,
and that different classes are not required to have the same number of groups.
These properties are easy to introduce by utilising clustering and should ideally
allow for more flexibility in capturing multiple shortcuts - a possible limitation
holding back existing methods that utilise these assumptions (e.g. methods
that use the labels or assume a certain number of groups).

Global-XFR: Clusters as pseudo-labels for the spurious attributes

This first variant of XFR follows the typical group definition, where a group
is characterised by the class label and spurious attribute label, 𝑔 = (𝑦, 𝑠). In
this definition, all combinations of 𝑦 ∈ Y and 𝑠 ∈ S are possible defining the
space G = Y ×S. In other words, this means that the same spurious attribute
might be present across all classes in the dataset. As we assume access to the
class labels, we require a way of estimating the spurious attributes so that these
properties are maintained.

A possible way of finding similar attributes across different classes is to per-
form the clustering of explanations in a global sense, that is, to cluster all
explanations of the dataset. The resulting clusters from this process will have
the properties we are looking for, and we therefore, assume that they can serve
as pseudo-labels for the spurious attributes present in the data.

Ideally using this approach, if a model is using e.g. some artefacts as a shortcut
to perform classification, then this artefact ought to be present in the expla-
nation. By performing the clustering as described above, we should find all
explanations in the dataset that utilise the artefact. Following this, by creat-
ing the groups using the class labels and the clustering labels, we should end
up with groups for each class that do and do not contain the artefact. Train-
ing a model using these groups should hence, following the reasoning behind
group robustness, guide the model to learn the core features present across the
groups.

The advantage of this variant of xfr is that it should perform well in cases
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where different classes utilise the same spurious attribute, since the global
information about this attribute can be used to find and locate observations
that have similar explanations. The drawback is the potential difficulty of clus-
tering observations from all classes, especially when the number of classes is
large.

Local-XFR: Class-wise clusters as pseudo-labels for groups

The second variant of XFR deviates from the assumption G = Y × S - that
the same spurious attribute exists across classes. For this approach, clustering
is performed independently for each class (locally), and the clusters found
are used as pseudo-labels for the groups directly. Performing clustering class-
wise has the benefit of decreasing the complexities related to clustering all
explanations at once.

The reasoning behind l-xfr is the following observation: a model that has
learned to utilise shortcut features will perform differently across different
groupings within a class; performance on a group containing the shortcut
feature will be high, and on the rest, it will be low. Additionally, one ought to
expect there to be different explanations for observations that use shortcuts
and observations that do not. By optimising over these different groupings, we
again should expect the model to learn the core features present across the
groups, instead of relying on the shortcut features.

Naturally, the pseudo-groupings derived using this approach are not guaranteed
to be similar across classes (unlike in G-XFR), although it is possible. Performing
the pseudo-labelling in this manner should be more efficient, and flexible to
variations between explanations in a class. In a sense, it can be said that this
approach helps with class-specific shortcuts. However, it might struggle in cases
where the same spurious attribute is utilised across classes and the global
information is helpful for e.g. finding groups with a small number of samples
(as we will later see in Figure 8.8).

6.2 Building blocks of XFR for experiments

In the previous section, the conceptual groundwork was laid for XFR. In this
section, we will describe conceptually the XFR setup used for our experiments,
and in particular, the methods chosen as the building blocks of XFR.

To do the unsupervised group discovery we leverage the methodology proposed
by Spectral Relevance Analysis (spray) [65] where spectral clustering is used
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to cluster LRP heatmaps. This method is chosen because it has already proven
its capability to find clusters that contain different strategies (also shortcut
strategies). Thus we do not need (for now) to explore different combinations
of explainability methods and clustering methods.
To do the group balanced training we will utilise Deep feature reweighting
(dfr) [58], which performs retraining of the last layer using the validation set.
We choose this method because it requires only pseudo-labels for the validation
set, and it is fast and efficient while still performing well. We note that in
principle, any group robustness method can be used.

6.2.1 Spectral Relevance Analysis

Spectral Relevance Analysis (spray) [65] is an explanation technique that al-
lows for efficient investigation of classifier behaviour on large datasets. spray
applies spectral clustering on a dataset of lrp explanations to identify the de-
cision rules of a model and presents these results in a concise and interpretable
manner. The results can then be inspected to uncover shortcuts present in the
dataset that the model has learned to utilise.

To perform spray we require a dataset, a model trained on this dataset, and
some data wewish to analyse (can also be the dataset or some subset of it). Once
these are acquired,spray is performed through these 5 steps, where the fifth
is an optional step. Step 1 consists of acquiring the relevance maps for the data
we wish to analyse. The relevance maps are lrp heatmaps that show which
part of the data the model sees as important for its decision. Step 2 consists of
downsizing the heatmaps and making them uniform in shape and size to speed
up the following steps. Step 3 is to do spectral clustering of the heatmaps, which
uses structures in the heatmaps to find clusters. Step 4 is to identify interesting
clusters by using the eigengap heuristic. This allows us to select the best number
of clusters so that we are left with the most separable ones. Thus ideally if done
correctly, each cluster should contain a single decision rule that should be
distinguishable from that present in other clusters. Step 5, which is optional,
is to visualise the clustering using t-Stochastic Neighbourhood Embedding (t-
sne) to show how spray is working.

6.2.2 Deep feature reweighting

Deep feature reweighting (dfr) [58], is a group robustness method that re-
volves around retraining the last layer of a network using a group-balanced
set (often the validation set). The authors of the paper that proposed dfr,
Kirichenko et al., argue that the feature extractor trained with erm learns both
core and shortcut features but that the shortcut features are overly weighted
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in the last layer. By doing last layer retraining on a balanced set they show that
the model can learn to use the core features, resulting in improved worst group
accuracy sometimes rivalling oracle methods such as group DRO [99].

Assume we have a dataset D = {𝑥𝑖, 𝑦𝑖}, and another (usually smaller) dataset
D̂ where the groups are balanced. We will refer to D as the training dataset
and D̂ as the reweighting dataset. Note here that the reweighting dataset can
be a subset of the training dataset or some different dataset. Bear in mind, that
when we say that retraining is done on e.g. the validation set, we do not mean
that the whole set is used, but rather that a group-balanced version of it is. The
group balancing is performed by subsampling all groups to be the size of the
smallest group.

To do dfr we first need a base model. If we do not already have a model,
we train one in the usual way (erm) using the training dataset. Assuming
our model is made up of a feature extractor and a final classification layer, we
proceed by keeping the feature extractor and training a new classification layer
using the reweighting dataset. Finally, we use this new model to classify the
test data.

6.2.3 XFR setup

Since DFR is used, we will need pseudo-group labels for the validation set. We
start off with a model we want to improve, which could be a model that was
trained with standard Empirical risk minimisation (erm) on the training set.
Images are then made to the same size. Next, we acquire the LRP heatmaps
for all the validation set images. Then, we perform local and global clustering
using spectral clustering. Here we leverage the eigengap heuristic to determine
the number of clusters. After this step, the pseudo-labels for the groups are
acquired and DFR can be run.

Note that we partly do not utilise "step 2" in spray, since allowing downsiz-
ing introduces a parameter, which might need to be optimized. We have not
mentioned "step 5" here, but it will be used later to analyse the clusters.
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7
Experimental setup
In this chapter, we present the overall experimental setup used. First, the
group robustness datasets are presented, followed by the metrics we will use
in the experiments. Next, the models used, and their implementation is pre-
sented.

7.1 Group robustness datasets

There are 3 datasets used in this thesis. The first is a synthetic dataset based
on the MNIST dataset [25]. The second and third are natural image-based
datasets that are commonly used within group robustness. Each dataset has
three splits for training, validation and testing. The amount of images for each
split, along with example images, is given in Table 7.1, Table 7.2 and Table 7.3
for each dataset.

The general setup for the datasets used in this thesis is that each of the datasets
has 2 classes given by 𝑦 = {0, 1} and 2 spurious attributes 𝑠 = {0, 1}. Com-
bining the classes and the spurious attributes we end up with 4 groups 𝑔 =

{0, 1, 2, 3}. In each dataset the frequency of each group is different, but in all
cases, at least one of the groups can be considered a minority group, as they
only make up a small fraction of the total. We will henceforth denote the fre-
quency of groups as the group distribution of the data. Note that the group
distribution may vary across the dataset splits (see Table 7.2).
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Note that the only difference between 𝑔0 = (𝑦 = 0, 𝑠 = 0) and 𝑔1 = (𝑦 =

0, 𝑠 = 1) is the spurious attribute. Our goal is for our models to not be reliant
on spurious attributes, hence our goal is for the model to perform equally well
across the groups.

Split Total Data (y=0, s=0)
Group 0

(y=0, s=1)
Group 1

(y=1, s=0)
Group 2

(y=1, s=1)
Group 3

Train 50,000 254 25,284 24,231 231
Val 10,000 45 5,013 4,893 49
Test 10,000 48 5,091 4,815 46

Examples:

Table 7.1: Data splits in the Colored-MNIST dataset.

Split Total Data (y=0, s=0)
Group 0

(y=0, s=1)
Group 1

(y=1, s=0)
Group 2

(y=1, s=1)
Group 3

Train 4,795 3,498 184 56 1,057
Val 1,199 467 466 133 133
Test 5,794 2,255 2,255 642 642

Examples:

Table 7.2: Data splits in the Waterbirds dataset.

7.1.1 Colored-MNIST

We create a dataset where we have control of the number of elements in each
group and what the spurious attribute is.

The Colored-MNIST dataset is a synthetic dataset based on the well-known
MNIST [25] dataset. The MNIST dataset is a collection of several thousands of
examples of handwritten digits (0-9). The images are single-channelled (black
and white) and have a size of 28x28 pixels, and are accompanied by a label
giving the ground truth.
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Split Total Data (y=0, s=0)
Group 0

(y=0, s=1)
Group 1

(y=1, s=0)
Group 2

(y=1, s=1)
Group 3

Train 162,770 71,629 66,874 22,880 1,387
Val 19,867 8,535 8,276 2,874 182
Test 19,962 9,767 7,535 2,480 180

Examples:

Table 7.3: Data splits in the CelebA dataset.

We use the original data split, 60000 train and 10000 test. Since the original
dataset does not have a validation set, we use the last 10000 images of the
training set as the validation set.

We convert the dataset into a 2 class problem by modifying the task. This is
done by simply going over to classify the numbers as smaller or equal to 4
(𝑦 = 0 : value <= 4), and larger than 4 (𝑦 = 1 : value > 4). To create
the spurious attributes we make use of colors. Red is used as the first spurious
attribute (𝑠 = 0 : RGB = (255, 0, 0)), and green is used as the second spurious
attribute (𝑠 = 1 : RGB = (0, 255, 0)). Naturally, the images will need to be
made 3-channeled to account for this change.

As we are interested in combating spurious correlations we create the dataset
in a way such that there are correlations between the classes and spurious
attributes. We use 99% correlation. That means that 99% of images from one
class will have the same colour, while the remaining 1% will have the other
colour. The amount of correlation was deliberately chosen so that erm worst
group accuracy is low. Table 7.1 shows the number of images in each group for
each split, as well as example images from each of the 4 groups.

The goal of creating this dataset was to have control of the number of images
in each group, and to be able to set the spurious attributes ourselves. As an
unexpected consequence, C-MNIST highlights the strength of G-XFR and its
clustering of all data points since the spurious attribute are more easily found
by it.
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7.1.2 Waterbirds

Waterbirds [99] is a synthetic dataset created with the purpose of testing a
model’s reliance on background. The dataset consists of RGB images depicting
different types of birds on different types of backgrounds. The different types
of birds are divided into 2 classes, landbirds (𝑦 = 0) and waterbirds (𝑦 = 1).
The different backgrounds are also divided into 2 and represent the spurious
attributes of this dataset: land background (𝑠 = 0) and water background
(𝑠 = 1). The group distributions across the different splits are presented in
Table 7.2.

The Waterbirds dataset is created by using 2 other datasets, the Caltech-UCSD
Birds-200-2011 (CUB) dataset [120] and the Places dataset [127]. The CUB
dataset contains images of birds labelled by species and their segmentation
masks. To construct the Waterbirds dataset the labels in the CUB dataset are
split into 2 groups, where waterbirds are made up of seabirds (albatross, auklet,
cormorant, frigatebird, fulmar, gull, jaeger, kittiwake, pelican, puffin, or tern)
and waterfowls (gadwall, grebe, mallard, merganser, guillemot, or Pacific loon),
while the remaining classes are labelled as landbirds. The birds are cropped
using the pixel-level segmentation masks and pasted onto a water background
(categories: ocean or natural lake) or land background (categories: bamboo
forest or broadleaf forest) from the Places dataset.

The official train-test split of the CUB dataset is used, and 20% of the training
set is used to create the validation set. The group distribution for the train-
ing set is such that most images (95%) depict bird types with corresponding
backgrounds, to represent a distribution that may arise from real-world data.
This distribution turns the background into a spurious feature. Take note that
there is a distribution shift from the training split to the validation and test
splits which are both more balanced, and include many more elements for the
minority group. The creators of the dataset argue that they do this to more ac-
curately gauge the performance of the minority groups, something that might
be difficult if there are too few examples. They also do this to allow for easier
hyperparameter tuning.

7.1.3 CelebA

CelebA here is a reference to a part of the CelebA celebrity face dataset [72]
that was introduced by [99] as a group robustness dataset. From the original
dataset, the feature Blond_Hair is used as the class,meaning that the images are
divided into people who are not blonde (𝑦 = 0) and blonde (𝑦 = 1). Meanwhile,
as a spurious attribute, we use the featureMale from the original dataset, which
divides into female (𝑠 = 0) and male (𝑠 = 1). The official train-val-test split of
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the CelebA dataset is used. Note in Table 7.3, that the splits are likely randomly
created, which results in equally group-distributed splits. Across all splits the
group (blonde, male) is the smallest.

This dataset tests for model reliance on strongly correlated features in a real-
world dataset. Observe in Table 7.3 that 𝑔3 = (𝑦 = 1, 𝑠 = 1) which repre-
sents blonde males is severely underrepresented compared to the other groups,
hence we expect the model to learn gender as a spurious feature for the class
blonde.

7.2 Metrics

As in previous group robustness work ([58], [71], [99]), we will utilise the
metrics, worst group accuracy (wga) and mean accuracy, to evaluate group
robustness.

The wga is given by

WGA = min
𝑔

1
𝑁𝑔

∑︁
𝑖:𝑔=𝑔𝑖

(𝑓 (𝑥𝑖) = 𝑦𝑖) (7.1)

the smallest of the group accuracies.

Like previous work [99], we report mean accuracy by weighting the group
accuracies according to their prevalence in the training data. This ensures that
the mean accuracies are correct in regard to the training distribution, and is
therefore not affected by the distribution shift that might be present in the test
set (see Table 7.2).

7.3 Models

In this section, we present all models used in the experiment section. We give
an overview of what each model does and how they utilise group labels. For
the models we run ourselves, we additionally provide some implementation
details.

7.3.1 External Methods

These are the group robustness methods whose results were gathered from
their respective papers.
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Oracle

Group distributionally robust optimisation (group dro) [99] is regarded as an
oracle method since it utilises group labels for both the training and validation
set. This method uses the training group labels to minimise the worst group loss
during training, and tunes its hyperparameters using the validation set group
labels. Theoretically, this method should perform best among all methods since
it fully exploits the group labels.

Group labels for finetuning

Just Train Twice (jtt) [71] is a 2-stage method. In the first stage, a traditional
model is trained for a few epochs on the training set, and then it is evaluated
on the training set. In the second stage the misclassifications from the first
stage are upsampled, and a new model is trained using the original data and
the upsampled data points. Group labels from the validation set are used to
tune how early to stop the training of the first model, and to determine how
much upsampling to do. The intuition behind Just Train Twice (jtt) is that
models that are trained for a short period will learn the easy cases first, and
struggle with the hard ones (the minority groups).

Learn from Failure (lff) [86] is also a 2-stage method. In the first stage, a
model is trained using a special loss that intentionally biases it to do well on
the easy cases. In the second stage, the performance from both the first and
the second stage models are used to automatically upweight difficult examples.
Also here the group labels of the validation set are used to tune hyperparame-
ters.

No group labels

george [111], is an unsupervisedmethod that clusters the output of the feature
extractor to estimate pseudo-labels for groups, and then uses group dro on
these.

7.3.2 Implemented Methods

Here we present the methods that were implemented by us. The base erm
model is utilised for both dfr and xfr.
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No group labels: base model

Empirical risk minimisation (erm) is conventional training without group in-
formation. In our experiments we have finetuned ResNet-50 [44] models pre-
trained on ImageNet-1k [24] on theWaterbirds and CelebA dataset, and trained
a ResNet-18 [44] on the C-MNIST dataset.

For ERM training/finetuning, we use default hyperparameters from dfr im-
plementation: learning rate 10−3, weight decay 10−4, and use of augmentation
(horizontal flip, and random crop). The only change was the batch size used,
which was set to as large a value as possible.

The models are trained for 100 epochs, and the checkpoint that yielded the
best mean accuracy is used throughout.

Group labels on validation set

Deep feature reweighting (dfr), retrains the last layer using a group-balanced
validation set. The group-balanced validation set is obtained by subsampling
the groups to be the same size as the smallest group.

dfr is performed as follows: From a base model, the outputs of the feature
extractor (the penultimate layer) are acquired for the entire validation set,
and normalised. Retraining is then performed using logistic regression with L1-
regularization. The strength of the regularization is chosen among the values
𝐶 ∈ {1, 0.7, 0.3, 0.1, 0.07, 0.03, 0.01}.

For the retraining step, we need to fit some hyperparameters. Therefore we
split the retraining step into a finetuning step and an evaluation step.
During the finetuning step, we randomly split the reweighting set in half, and
perform a sweep of the hyperparameters while training on the first half and
evaluating on the second half. The hyperparameter that yields the bestwga is
chosen.
For the evaluation step, the whole reweighting set is used along with the se-
lected hyperparameter to retrain for a final time. This final retrained layer is
then evaluated using the test set.

Note that due to the subsampling to create a group-balanced reweighting set,
the performance values for dfr may vary a lot. Therefore in the experiments,
we rerun the finetuning step 5 times, choosing the overall best hyperparameter
across these runs. In the evaluation step we also repeat the subsampling, this
time 20 times. The weights for the logistic regression are aggregated over these
20 runs just like in [58], before the model is finally evaluated on the test set.



70 chapter 7 experimental setup

For our results that utilise last layer retraining we report mean±std of 5 runs
of the evaluations step (that is, using the same hyperparameter we do the 20
runs 5 times).

Unsupervised group discovery

Here we report the steps taken to perform the first part of xfr, as steps for the
second part were given above.

We utilise a composite of LRP rules to get the explainability heatmaps as recom-
mended by [59], [83]. Following their recommendations we use LRP-𝜖 for the
dense layers near the output of the model with small epsilon (𝜖 ≪ 1), followed
by LRP-𝛼𝛽 with 𝛼 = 2 for the convolutional layers.

For the spectral clustering, we use the affinity matrix created from the k-nearest
neighbours with the estimate of 𝑘 = ⌊log(𝑁 )⌋ [118] where N is the number of
points being clustered. As it was explained in Chapter 4 we utilise cluster-QR
[22] to perform the clustering.

The eigengap heuristic is applied to the 10 smallest eigenvalues of the Laplacian
matrix to select the number of significant clusters to use.



8
Main experiment and
analysis

In this chapter, we present the main results of this thesis and analyse the results
from our proposed method. Using the datasets in Section 7.1, we present the
metrics from Section 7.2, for the models in Section 7.3. These results are com-
pared and discussed. Next, we analyse the behaviour of Explainability-based
feature reweighting (xfr) to better understand what it is doing.

8.1 Results

In Table 8.1 our main results are given. Note that for the reported xfr results
we use full-sized heatmaps (28x28) for C-MIST, while Waterbirds and CelebA
use half-sized heatmaps (112x112) due to memory limitations.

From the main results, we make the following observations:

• ERM has the largest mean accuracy across the board. This is a common
phenomenon reported in many places [58], [99], etc.: Some average
accuracy must be traded to improve robust accuracy. This is why our
main enfaces will be on the wga.

71



72 chapter 8 main experiment and analysis

Methods Group Info C-MNIST Waterbirds CelebA

Train/Val WGA(%) mean(%) WGA(%) mean(%) WGA(%) mean(%)

Group DRO ✓/✓ - - 91.4 93.5 88.9 92.9
JTT ✗/✓ - - 86.7 93.3 81.1 88.0
LfF ✗/✓ - - 78.0 91.2 77.2 85.1
GEORGE ✗/✗ - - 76.2±2.0 95.7±0.6 53.7±1.3 94.6±0.2
Base (ERM) ✗/✗ 39.6 99.3 76.8 98.1 41.1 95.9
DFR ✗/✓✓ 74.2±2.1 93.7±0.2 92.1±0.2 94.6±0.1 86.9±0.4 91.1±0.1
L-XFR (ours) ✗/✗✗ 24.8±1.2 99.2±0.0 92.6±0.3 94.3±0.3 83.1±0.2 89.6±0.4
G-XFR (ours) ✗/✗✗ 63.3±1.0 96.8±0.2 84.7±1.0 88.5±1.3 77.8±0.9 92.8±0.0

Table 8.1: Worst group and mean accuracy on the test sets of the different datasets.
The Group Info column showcases for each method whether group labels
are used for that split of the data (✗= does not use group labels, ✓= uses
group labels, ✓✓= validation set group labels is used for training and fine-
tuning, and ✗✗= validation set without group labels is used for training and
finetuning). The results for JTT, LfF, and Group DRO were gathered from
[71], GEORGE results are from [111], while the ones below the separation
line are our own results. For our results that use last layer retraining we
report mean±std over 5 runs after selecting the hyperparameter.

• XFR improves wga compared to erm by a large amount (the exception
case will be discussed later). On C-MNIST we see awga improvement of
approx. 23%, on Waterbirds we see an improvement of 8% or more, and
in CelebA we see an improvement of 36% or more. These results show
XFR’s viability as a method for improving group robustness.

• XFR vastly outperforms GEORGE [111], the other group-unsupervised
method, by improvingwga by 8% or more in the Waterbirds dataset and
24% or more on the CelebA dataset.

• XFR’s performance is comparable with existing methods that use group
labels, and in one place even performs better than group dro.

• XFR has performance similar to or worse than dfr. In cases where XFR
is worse, it is still significantly closing the gap between erm and dfr.
This behaviour makes sense since dfr is essentially an oracle version of
XFR since it utilises the group labels.

L-XFR performance on C-MNIST highlights a failure case for this variation
of the proposed method, as it performs even worse than ERM. We will look
more closely at this later, but for now, we can explain this performance from
the dataset distribution: the classes have a very high (99%) correlation with
the spurious attributes, so clustering purely by class makes it very difficult to
capture the minority groups. On the other hand, G-XFR performs quite well as
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it can leverage the global information to capture the global spurious attributes
(see Figure 8.8).

8.1.1 Explainability improvements from XFR

In Table 8.2, we compare the LRP heatmaps from ERM and G-XFR. As can be
seen from the heatmap examples, G-XFR has made the model focus on the core
features of the images.

Table 8.2: Examples showcasing the improvements in the explainabilities. Images
on the left are the original images, in the middle are the LRP heatmaps
for ERM, and on the right are the LRP heatmaps for G-XFR. All images
showcase "waterbirds on land background" that were misclassified by ERM,
but classified correctly by G-XFR.
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8.2 Exploring the group estimation method

In this section, we take a closer look at the group estimation part of XFR. 1 We
provide examples of LRP heatmaps and showcase the eigenvalues onto which
we apply the eigengap heuristic to estimate the number of clusters. Next, we
look at the clusters for CelebA in particular, to figure out what kind of explana-
tions the clusters are capturing. We will find that the clusters can be divided
into clusters that focus on the core features and clusters that capture shortcut
strategies. We then showcase examples from these two types of clusters and
try to give an explanation of what the shortcut features leveraged are.

LRP heatmaps

We utilise the LRP heatmaps with 3 channels, one for each channel in the
original image, because it led to better performance during testing than using
the aggregated relevance of each pixel. Doing this provides heatmaps that not
only show the important regions (positions) for the explanation but also the
important colours. In Table 8.3, we show some heatmap examples and the
additional information present in the RGB channels.

Eigenvalues and the eigengap heuristic

In Figure 8.1 we present the smallest eigenvalues of the Laplacian matrices
in the spectral clustering runs. The eigengap heuristic is applied to these to
determine the ideal number of clusters in each setting. For CelebA, 2 clusters
are chosen for the clustering of images with class 𝑦 = 0, 9 clusters are chosen
for clustering class 𝑦 = 1, and 3 clusters are chosen to cluster all data points.
For C-MNIST the numbers selected are 6 for class 𝑦 = 0, 2 for class 𝑦 = 1, and
8 for clustering all points.

What are the clusters capturing?

In Figure 8.2, Figure 8.3 and Figure 8.4 are showcased the average relevances
for each of the clusters for CelebA, and the number of data points in each cluster.
In all the 3 cases, there is one cluster which contains a majority of the data
points and whose relevance appears to focus on various facial features like the
eyes and hair region. These clusters seem to be capturing the core features we

1. we will not look too deeply into Waterbirds in this section due to some technical difficulties
in acquiring its results. Also because of the difficulty, we will be presenting a different run
of CelebA than that showcased in Table 8.1 with slightly degraded performance.
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Table 8.3: LRP example from the different datasets. The 1st column showcases the
original image, the 2nd column showcases the aggregated LRP heatmaps,
and the remaining 3 columns showcase each of the RGB components of
the heatmap. This example clearly illustrates the additional information
gained by utilising the RGB heatmap.

are after. Meanwhile, the remaining clusters all focus on the top-left corner of
the images, most likely a shortcut feature.

To support or claim about the clusters we provide some examples from each
of the types. In Table 8.4 are examples of image-and-explanation pairs picked
from the largest clusters. As can be clearly seen from these examples, the expla-
nations are pointing at the expected locations in the image, since the relevances
are on the hair or face.
Meanwhile, in Table 8.5 we see several image-and-explanation pairs picked
from the smaller clusters whose heatmaps light up in the top-left corner only.
From the provided examples and our own examination, it seems like the ex-
planations are focused on this corner only in cases where it is a single colour -
usually black, and in a few cases white or grey. In most of the examined cases,
the single colour seems to be caused by either cropping or extension of the
image, or from cutting out the background and replacing it with black (like in
the bottom-left example in Table 8.5).
Although we can use the clusters to find the shortcuts utilised, we cannot think
of a reasonable explanation as to how using this shortcut can be useful for
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(a) CelebA (b) C-MNIST

Figure 8.1: The first 12 eigenvalues of the Laplacian matrix when performing the 3
runs of spectral clustering needed to perform L-XFR (y0 and y1) and G-XFR
(all). The eigengap heuristic uses the biggest gap among the 10 smallest
eigenvalues as an estimate for the best number of clusters to use.

doing classification. Perhaps a deeper exploration of the dataset is required for
further understanding.

Cluster similarity

We look into if the different types of clusters, clusters that contain core fea-
tures and clusters that contain shortcut features, can be found using a similarity
metric. We utilise Pearson’s correlation coefficient (see Equation 4.1) to deter-
mine the similarity between the averages of each cluster - an estimate of the
actual similarity between the clusters. We present the similarities of CelebA
in Figure 8.5, and the similarities of C-MNIST in Figure 8.6. For CelebA we
do in fact observe that the last cluster is the least similar to the other clusters,
which supports our division of different types of clusters. For C-MNIST we see
an equivalent separation only for the global clustering (clusters 5 and 7 are
different from the rest). The fact that the similarities of the clusters found by
local clustering in C-MNIST are not separable into two types is yet another
hint for why L-XFR performs badly in Table 8.1.

Are the clusters capturing the original groups?

To explore if the clusters are capturing the original groups we leverage t-SNE
visualisations. As t-SNE and spectral clustering leverage similar concepts, the
clusters found by spectral clustering should be reasonably separable in the t-
SNE plot. Hence, since it is impossible to cluster the t-SNE projections of the
CelebA heatmaps in Figure 8.7 in a way that captures the original group labels,
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it means that our group estimation method is not necessarily retrieving the
original group labels. An explanation for why our group estimation helps im-
prove group robustness can perhaps be explained by the fact that the clusters
we find can be divided into ones that use shortcut and core features.
In the simple case of the C-MNIST dataset, we see that the original groups are
separable in the t-SNE projections, which makes it possible for our group esti-
mation method to retrieve the original groups. This is precisely what happens
for G-XFR and explains its good performance in Table 8.1.

Exploration summary

In this section, we have seen that when our group estimation method leads
to improvements in group robustness it is because either the original minority
groups have been retrieved, or because the estimated groups are separable into
two types, one type that utilises core features and another that utilises some
shortcut feature. We have shown that the existence of the different types of clus-
ters can be found by human inspection, and that it can also be estimated from
a similarity measure between the clusters. By leveraging the original labels,
we have utilised t-SNE plots to analyse what our proposed group estimation
method is doing compared to the ground truth. This has granted us insights
regarding the inner workings of our proposed method, and some of its failure
modes.
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Figure 8.2: The average relevance for each cluster of 𝑦 = 0.

Figure 8.3: The average relevance for each cluster of 𝑦 = 1.

Figure 8.4: The average relevance for each cluster of all observations.
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Table 8.4: Image and heatmap examples from largest clusters. For these images, the
explanations are focused on the core features needed to perform the clas-
sification task.

Table 8.5: Image and heatmap examples from the smaller clusters. The explanations
for these images all focus on the top-left corner of the image. The poten-
tial shortcut feature that the model is utilising in the corner could be the
presence of a single colour there (in most cases the colour is black). The
single colour might come from segmentation of the original image, or from
cropping or extending the original image.
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Figure 8.5: Similarities using Pearson’s correlation coefficient (see Equation 4.1), be-
tween the average heatmaps from each cluster in the 3 clustering runs of
CelebA. A reminder that -1 or 1 indicates a complete negative or positive
correlation, while 0 indicates no correlation. Values close to 0 thereby
indicate little similarity.

Figure 8.6: Similarities using Pearson’s correlation coefficient (see Equation 4.1), be-
tween the average heatmaps from each cluster in the 3 clustering runs of
C-MNIST. A reminder that -1 or 1 indicates a complete negative or positive
correlation, while 0 indicates no correlation. Values close to 0 thereby
indicate little similarity.
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(a) class 𝑦 = 0 (b) class 𝑦 = 1

Figure 8.7: t-SNE plot of CelebA heatmaps in 2D coloured with ground truth groups.
It is impossible to recover the ground truth labels here.

(a) For class 𝑦 = 0 in C-MNIST: Ground truth, L-XFR, and G-XFR groups.

(b) For class 𝑦 = 0 in C-MNIST: Ground truth, L-XFR, and G-XFR groups.

Figure 8.8: t-SNE plot of C-MNIST heatmaps projected down to 2D. G-XFR is able to
capture the ground truth minority groups in both cases - the reason for
its good performance inTable 8.1. Colours are consistent in the columns,
meaning that pink (and also grey) was found as part of the same cluster.





9
Ablation studies
In this chapter we present a variety of different ablation studies. This is to
explore several different ideas. These are sometimes only performed on some
of the datasets.

9.1 Changing the downsampling size

In our method, we have utilised the heatmaps with as close to the initial res-
olution as we could (sometimes needed to use half-size for memory reasons).
Here we will explore varying the resolution of the heatmaps to see their ef-
fect on xfr. The results for fractions of the initial resolution are presented in
Table 9.1.

Performance swings a lot depending on the resolution, need a way of finding a
good resolution to use. Ideally would want a smaller size to speed up clustering.
G-XFR already performs well for smaller resolutions. The problem is L-XFR,
whose performance on Waterbirds decreases a lot, even going lower than wga
of erm, when smaller heatmaps are utilised.
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G-XFR Waterbirds CelebA

Resolutions WGA(%) mean(%) WGA(%) mean(%)

112x112 84.7±1.0 88.5±1.3 77.8±0.9 92.8±0.0
56x56 86.4±1.1 90.9±0.8 73.3±2.6 83.0±1.6
28x28 88.2±0.6 91.7±0.5 77.0±1.0 83.6±0.7
14x14 86.3±0.5 91.6±0.3 81.1±1.0 91.7±0.2
7x7 90.6±0.3 93.8±0.2 75.4±0.4 93.4±0.0
ERM 76.8 98.1 41.1 95.9
DFR 92.1±0.2 94.6±0.1 86.9±0.4 91.1±0.1

L-XFR Waterbirds CelebA

Resolutions WGA(%) mean(%) WGA(%) mean(%)

112x112 92.6±0.3 94.3±0.4 83.1±0.2 89.6±0.4
56x56 90.8±0.3 94.0±0.2 72.4±1.9 83.4±1.1
28x28 91.1±0.6 93.9±0.3 81.4±0.4 87.6±0.3
14x14 76.9±0.5 84.4±0.3 82.5±0.3 88.6±0.2
7x7 73.4±0.5 80.0±0.6 76.8±0.4 93.3±0.0
ERM 76.8 98.1 41.1 95.9
DFR 92.1±0.2 94.6±0.1 86.9±0.4 91.1±0.1

Table 9.1: Results for G-XFR and L-XFR for different downsizing of the heatmaps com-
pared to ERM and DFR baselines. Best results across the resolutions are
bolded.

9.1.1 Effect of eigengap heuristic on L-XFR performance

It’s possible that it is not the downsampling size by itself that causes the large
dip for L-XFR, but instead the eigengap heuristic. Therefore we look at the
performance of L-XFR for the waterbirds dataset for the resolution 7x7 (where
the wga was worse than erm) without using the eigengap heuristic. Instead,
we sweep over different numbers of clusters. For simplicity, we utilise the same
number of clusters for both classes.

We observe that the eigengap which ended up choosing 2 clusters for class 0,
and 9 clusters for class 1, underperforms compared to any fixed size. This might
indicate that eigengap might not be the best measure to be used, at least not
for downsized waterbirds explanations.
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L-XFR Waterbirds (7x7)

nr. clusters WGA(%) w. mean(%)

2 86.3±0.8 94.5±0.6
3 88.0±1.3 95.0±1.0
4 85.5±1.2 93.7±1.2
5 87.1±0.3 95.1±0.2
6 86.5±0.5 95.2±0.3
7 87.3±1.0 95.0±0.8
8 90.4±0.6 95.6±0.3
9 91.1±0.2 96.2±0.2
10 91.0±0.5 96.6±0.2
(2,9) eigengap 73.4±0.5 80.0±0.6

Table 9.2: Comparing the performances when using a fixed number of clusters vs.
the eigengap heuristic that gave 2 clusters for 𝑦 = 0, and 9 clusters for
𝑦 = 1. Here we have presented the weighted (to the group distribution of
the training set) mean instead of the normal mean over the test set.

9.2 The effect of eigengap on the main results

Following the results in Table 9.2 where the eigengap heuristic underperforms
for a certain resolution of heatmaps, we now explore how the main results are
affected by it. Similarly to before, we sweep over different numbers of clusters
and compare these results with the ones utilising the eigengap. Our results are
presented in Table 9.3.

Eigengap seems to be a nice guess for the best number of clusters (Waterbirds
L-XFR and C-MNIST G-XFR), but does not always perform the best (C-MNIST
L-XFR and Waterbirds G-XFR). Exploring other methods for choosing the best
number of clusters without utilising group labels should definitely be done in
follow-up work.

Before moving on, we would like to comment on the jump in wga seen for
L-XFR on C-MNIST. As discussed earlier, we hypothesise that the class-wise
clustering has difficulty finding the differently coloured examples in C-MNIST
since there are few examples of the minority groups present. We speculate
that the performance improvement for L-XFR when using many clusters finally
enables these observations to be in their own cluster.
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L-XFR Waterbirds (112x112) C-MNIST (28x28)

nr. clusters WGA(%) mean(%) WGA(%) mean(%)

2 86.6±1.1 91.7±0.8 - -
3 89.4±0.6 92.8±0.7 20.0±1.0 99.3±0.0
4 90.8±0.5 94.8±0.4 18.3±0.8 99.3±0.0
5 86.4±1.3 88.6±1.0 19.6±1.0 99.2±0.0
6 86.5±1.5 89.1±1.6 17.5±1.7 98.8±0.0
7 88.9±0.3 91.2±0.5 16.7±0.0 98.9±0.0
8 85.5±0.5 90.9±0.6 15.8±1.7 98.9±0.0
9 87.1±0.6 92.0±0.9 50.4±1.6 98.3±0.0
10 88.1±0.6 94.0±0.8 49.2±1.7 98.8±0.0
eigengap 92.6±0.3 94.3±0.3 24.8±1.2 99.2±0.0
G-XFR Waterbirds (112x112) C-MNIST (28x28)

nr. clusters WGA(%) mean(%) WGA(%) mean(%)

2 77.2±1.2 83.5±1.7 - -
3 84.7±1.0 88.5±1.3 65.0±2.4 95.7±0.5
4 87.4±0.9 91.1±1.5 55.4±2.8 97.4±0.2
5 89.1±0.9 91.2±1.0 60.4±1.9 96.4±0.1
6 89.5±0.4 91.5±0.7 63.3±1.7 97.3±0.2
7 87.9±2.2 90.2±1.9 63.3±1.0 96.8±0.1
8 88.6±1.5 90.8±1.5 63.3±1.0 96.8±0.2
9 90.3±0.4 93.4±0.5 62.5±2.3 95.9±0.2
10 89.5±0.6 91.8±1.1 57.9±2.4 96.2±0.2
eigengap 84.7±1.0 88.5±1.3 63.3±1.0 96.8±0.2

Table 9.3: Eigengap heuristic C-MNIST: (6,2), 8. Eigengap heuristic for Waterbird:
(3,2), 3

9.3 Using 1 cluster

Following the work on the effect of the eigengap, we thought of exploring what
happens when only one cluster is used, i.e. clustering is not performed and
we use the classes directly as labels. We denote this method as "DFR (class)".
The result is presented in Table 9.4, and it shows that retraining using classes
as groups improves group robustness. This is an interesting behaviour that
has also been pointed out in a concurrent work [62]. The improvement of
wga seen for the Waterbirds dataset is thought to be attributed to the class
imbalance. Note that some of the improvements by XFR can probably partially
be explained by "DFR (class)".
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Methods C-MNIST Waterbirds CelebA

WGA(%) w. mean(%) WGA(%) w. mean(%) WGA(%) w. mean(%)

ERM 39.6 99.3 76.8 98.1 41.1 95.9

L-XFR 24.8±1.2 99.2±0.0 92.6±0.3 94.3±0.3 83.1±0.2 89.6±0.4
G-XFR 63.3±1.0 96.8±0.2 84.7±1.0 88.5±1.3 77.8±0.9 92.8±0.0
DFR 74.2±2.1 93.7±0.2 92.1±0.2 94.6±0.1 86.9±0.4 91.1±0.1
DFR (class) 31.2±0.0 99.3±0.0 91.8±0.1 94.5±0.1 70.9±0.3 93.9±0.0

Table 9.4: Here we compare "DFR (class)" that uses the classes directly as groups, with
other methods.

9.4 Retraining on the training set instead of the
validation set

In our approach, we followed the process done by dfr [58], where retraining
is done on the validation set. Here we will explore what happens if retraining
is performed on utilising the training set. Due to the large size of the training
set for CelebA, we will utilise a subsample of it (10 000 images, approx. 6% of
the training set).

Methods C-MNIST Waterbirds CelebA

WGA(%) w. mean(%) WGA(%) w. mean(%) WGA(%) w. mean(%)

ERM 39.6 99.3 76.8 98.1 41.1 95.9

DFR (val) 74.2±2.1 93.7±0.2 92.1±0.2 94.6±0.1 86.9±0.4 91.1±0.1
L-XFR (val) 24.8±1.2 99.2±0.0 92.6±0.3 94.3±0.3 83.1±0.2 89.6±0.4
G-XFR (val) 63.3±1.0 96.8±0.2 84.7±1.0 88.5±1.3 77.8±0.9 92.8±0.0
DFR (train) 54.2±1.3 99.0±0.0 89.2±0.3 97.6±0.0 88.3±0.3 90.7±0.2
L-XFR (train) 45.8±1.3 99.3±0.0 85.3±0.3 93.5±0.0 74.1±0.8 92.0±0.2
G-XFR (train) 56.7±3.1 98.8±0.0 85.8±0.4 93.2±0.1 74.0±2.4 91.8±0.2

Table 9.5: Comparing the difference from using the validation vs the training set to
improve group robustness.

In general, we observe a decrease inwgawhen utilising the training set. There-
fore we would recommend XFR to be applied on the validation set. It is possible
that the reduced performance is caused by the fact that the data used for re-
training was already used to train the base model. Some possible future work
could be to explore splitting the training set (similar to what is done in [92])
to use one part for training the base model and the other part to perform
retraining.
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9.5 Removing minority groups

In our exploration of the clusters found, we observed that some were quite
small. In fact, often there was one large cluster containing most instances and
several smaller clusters containing only a few instances. It is possible that these
small clusters are outliers and are affecting the performance in a negative way,
so we explore what happens when they are removed. To get the results in
Table 9.6 we do the standard XFR procedure, but do retraining of the last layer
only on the largest group for each class, ignoring the minority groups.

In general, we see that removing the minority groups worsens the perfor-
mance, indicating that they are more than outliers and hold important infor-
mation.

Methods Waterbirds CelebA

WGA(%) mean(%) WGA(%) mean(%)

L-XFR 92.6±0.3 94.3±0.3 83.1±0.2 89.6±0.4
L-XFR (major) 91.8±0.2 94.1±0.1 76.9±0.9 93.4±0.0
G-XFR 84.7±1.0 88.5±1.3 77.8±0.9 92.8±0.0
G-XFR (major) 92.5±0.1 94.8±0.1 71.2±0.2 93.9±0.0

Table 9.6: Comparison of main results with majority cluster results. Here we perform
retraining only utilising the largest group for each class. Bolded values are
the overall best results.

9.6 Merging of clusters

Motivated by the high similarity between some of the clusters in Figure 8.5 and
Figure 8.6,we will try to combine the most similar clusters so that there are only
2 clusters for each class. We denote these as the "superclusters". We explore
this to try to conform to the knowledge that there are 2 groups per class. The
intuition is that similar clusters might have similar shortcuts, and the merging
into superclusters might create a group with shortcuts and a group without.
In Table 9.7 we observe only marginal changes when using superclusters, and
sometimes big drops in wga.

The merging of clusters was performed by using agglomerative clustering with
average-link on the absolute value of the correlation between cluster centres
(Figure 8.5 and Figure 8.6). By using the absolute value we merge clusters that
are highly positive or negatively correlated. It is possible that a better merging
algorithm can be used that yields better results, but we will leave it as potential
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future work.

Methods C-MNIST Waterbirds CelebA

WGA(%) mean(%) WGA(%) mean(%) WGA(%) mean(%)

L-XFR 24.8±1.2 99.2±0.0 92.6±0.3 94.3±0.3 83.1±0.2 89.6±0.4
L-XFR (super) 31.2±0.0 99.3±0.0 92.6±0.3 94.3±0.4 72.2±0.4 93.7±0.0
G-XFR 63.3±1.0 96.8±0.2 84.7±1.0 88.5±1.3 77.8±0.9 92.8±0.0
G-XFR (super) 21.7±2.8 99.3±0.0 86.6±0.4 91.6±0.3 78.6±0.9 92.6±0.2

Table 9.7: Comparison of main results with supercluster results
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Conclusion
Shortcut learning, the tendency for models to rely on spurious correlations, is
a major issue standing in the way of reliable and trustworthy Deep Learning
models. This is because they utilise the principle of least effort, and focus on
features that are not relevant to the learning task.
Group robustness has emerged as one of the recent proposed approaches to mit-
igating shortcut learning and have proven to be useful. However, they require
group labels to have good performance. Unfortunately, the acquisition of group
labels is a daunting task, requiring time, money, and a deep understanding of
the underlying features of the dataset we are interested in.
To solve this issue we proposed a new group-unsupervised group robustness
method, Explainability-based feature reweighting (xfr), which consists of two
steps: "unsupervised group discovery" and "group balanced training". In the
first step, the method finds underlying strategies used by a trained model (by
finding groups of its explainability heatmaps), and uses these strategies as
pseudo-labels for groups which can be used in the second step to increase
group robustness.

The main results show that group robustness was increased by xfr compared
to the base model (erm), and that the proposed method performs better than
certain baselines that utilize group labels. Performance sometimes even ap-
proaches that of a method using the full group labels. We highlight that despite
xfr outperforming other methods it is still outperformed by standard dfr,
which may be regarded as an oracle version of our method. This is an expected
result, as we are not using any group labels.
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94 chapter 10 conclusion

In the analysis section, we look into the pseudo-groups found by the unsuper-
vised group estimation. We show that our improved group robustness results
are not necessarily caused by capturing the underlying (labelled) group struc-
ture. We find that the presence of dissimilar pseudo-groups seems to indicate
improvements in group robustness performance, although this would need to
be explored further.
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Future work
In this thesis, we have presented the first steps towards an unsupervised group
robustness method that performs comparably to existing methods that use
group labels. The proposed framework due to its general nature, opens up
several future directions which can be explored. Below are some possible future
directions divided into three groups.

Exploring the unsupervised group discovery component

• Assess the performance of different clustering algorithms, such as k-means
and deep clustering methods.

• Explore the use of a different method for producing heatmaps, such as
Grad-CAM [103].

• Explore the use of different measures to determine the number of clusters,
e.g. like in [6] that use the Fisher Discriminant Analysis (FDA), or like
in [111] where the Silhouette (SIL) criterion is used.

• Explore if clusters need to be able to be divided into dissimilar groups
for there to be robustness improvements.
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Exploring the group balanced training

• Explore the effectiveness of the pseudo-labels for other group robustness
methods.

Expanding assessment

• Test performance in the presence of multiple shortcuts. Assess if the
proposed method suffers from the whac-a-mole dynamic [69].

• In this thesis we focused on image data, however, group robustness is
also usually evaluated on text datasets. Explainability heatmaps can also
be acquired for text data, where performance can also be assessed.

• Explore the observation efficiency - How many observations are needed
to run the process? The ablation where training is done on a portion of
the training set showed good performance using 5% of the training set.
What proportions are helpful?

• Develop a way to optimally tune parameters, e.g. number of clusters and
resolution of heatmaps, to gain further improvement.

• Find limitations of the framework. One possible limitation is in regard
to the positions of features in images. Conceptually, it seems like XFR
should cluster similar observations based on the spacial position of the
shortcut. This could be better studied with e.g. a synthetic dataset where
a shortcut artefact is placed in different positions of the image.
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