
1

Modeling and Stability Analysis of Fuel Cell-Based
Marine Hybrid Power Systems

Nastaran Shakeri, Student member, IEEE, Wenjie Chen, Student member, IEEE, Mehdi Zadeh, Senior
Member, IEEE, Ahmed Abdelhakim, Senior Member, IEEE, Asgeir J. Sørensen, Senior Member, IEEE, and

Kang Tai

Abstract—This article proposes a framework for stability
analysis of hydrogen fuel cell-based hybrid power systems (HPS)
for zero-emission propulsion. An analytical model is developed
and a comprehensive modal analysis is performed to address the
HPS dynamic interactions. Sensitivity analysis assesses the impact
of operating conditions, control parameters of the governor and
converter controllers, and different control strategies. The case
studies focus on how the parameters of the HPS state variables
are coupled with the HPS modes through participation factors
(PFs), thereby emphasizing which system state participates in
determining the system’s dynamics. The modal analysis charac-
terizes the influence of control parameters on poorly damped
modes, and enables expanding the stable operating region of
the HPS by appropriate control parameter selection. The results
indicate a notable impact of the voltage control loop parameters
on the system stability, a strong coupling between the subsystems’
current state variables and dc bus voltage dynamics, and a strong
coupling between the governor dynamics and the FC current
state. Additionally, the study demonstrates a PF of 0.9 between
the dc bus voltage and the HPS’s critical modes within 15%
deviation by changes in the voltage controller’s proportional
gain. Finally, analytical analysis and time-domain simulations
are validated with a real-time hardware-in-the-loop (HIL) test
setup.

Index Terms—Batteries, fuel cells, hydrogen, marine power
systems, modeling, onboard power systems, propulsion, stability.

I. INTRODUCTION

ELECTRIFICATION is a key enabler for the realization of
a sustainable transformation in the maritime sector and

the integration of autonomous systems. Maritime transporta-
tion contributes nearly 3% of annual global greenhouse gas
(GHG) emissions, which is predicted to increase to 17% by
2050 if no changes are adapted [1]. The maritime industry
is undergoing a significant transition towards utilization of
low- and zero-emission reliable energy sources, and smart
integration schemes to comply with the international mar-
itime organization’s (IMO) regulations [2]. Hydrogen fuel
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cells (FCs) and batteries are considered as a solution to
achieve zero-emission shipping [3]. Already today, small to
medium-sized ships operating over shorter distances and with
predictable routes can run purely on electricity from batteries
and FCs. However, due to the limited energy density of the
batteries, they can function as the main power supply for
vessels in short-distance shipping segments [4]. The high-
power proton exchange membrane fuel cell unit (PEMFC) is a
flexible solution that can support the energy needs of a diverse
range of vessels and is being considered for installation on
larger ships [1], [5].

FCs and batteries are dc power sources whose nonlinear
output voltage is different to that of traditional diesel gen-
erators, which is inherently ac. The integration of such dc
sources together is a challenge that can be met by utilizing
several integration schemes [1], [5]. dc distribution systems
consisting of a network interconnection of power electronics
(PEs) are becoming increasingly common for FC and battery-
powered vessels. dc distribution power systems offer several
advantages, including increased power interface flexibility
through the feedback control, increased efficiency due to the
reduced number of required power conversion stages, and the
capability to meet various control objectives.

On the downside, PE-based dc power distribution systems
have low inertia, which causes challenges in maintaining
stability and mitigating oscillations [6]–[8]. The potential
stability degradation is more significant when converters are
connected to a common dc switchboard [6]. This is due to the
interactions among the feedback loops of the interconnected
converters. Another stability-related challenge is caused by the
constant power load (CPL) behaviour of the tightly regulated
high-power drives, which will cause decreases in the stability
margin or even system-wide destabilization [9].

In such shipboard hybrid power system (HPS), the system
dynamics are changed instantaneously by the interaction of
the system dynamics and the control system parameters in-
cluding governor and converter control which are normally
developed by energy management system (EMS), and power
management system (PMS). Although each subsystem is in-
dependently designed to be standalone stable, the subsystem
interactions may substantially alter the control bandwidth from
the standalone case. Both issues may compromise control
stability at the system-level, and require detailed system-level
stability studies during an early design phase.

Several approaches for determining the HPS stability exist.
Impedance-based stability has been used in [8], [10] to analyze
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the source-load interactions based on the component parame-
ters. According to the DNV class rules (DNV-RP-0043) [11],
the power system stability is more focused on the system
frequency stability because inertia is needed in the traditional
ac power system to counteract grid frequency fluctuations.
However, in dc power system, especially for the FC and battery
hybrid power network, no frequency fluctuations exists. The
system stability study turns towards the dc voltage in dc power
distribution HPS. The voltage stability in marine systems
against CPL for the design stage assessment is studied in [12],
[13], and the impact of design parameters on the HPS stability
is evaluated in [14]. These works highlight the suitability of
the stability analysis with small perturbations and eigenvalue
analysis of the state-space matrix to assess the stability of
ships and discuss how to predict if a system is either stable
or unstable. However, the eigenvalues need to be calculated
repetitively with varying the control parameters. It is difficult
to identify the specific parameter that contributes most to the
system instability, in particular for a high-dimension system.
The modal analysis method is an efficient tool to identify the
physical nature of modes and measure the coupling between
the states of a dynamical system and its modes (eigenval-
ues) [15]. In terms of eigenvalue sensitivities, participation
factors (PFs) represent the sensitivity of an eigenvalue to
variations of an element of the state matrix. Sensitivity analysis
predicts the movement of the modes and reduces the modes
computation burden, especially in a large-scale power system.
Thus, it provides an efficient tool during the design of control
systems and has wide applications in power system modeling
and stability analysis. The authors in [7], [16] perform the
sensitivity analysis with respect to the parameter’s variation of
the power-sharing controllers to tune the control parameters,
which are applied on an islanded microgrid, and on an electric
aircraft respectively.

Due to the FC’s lack of inertia compared to the combustion
engines, a delay exists between the adjustment of the load
current and the fuel flow rates [17], [18]. The mass balance
dynamic in FC refers to the enough fuel/air be present in
pipelines to sustain the reaction, which depends on the injected
fuel/air flow rate and the fuel/air consumption [19]. Such a
dynamic response may lead the FC current to exceed the
fuel/air flow rate during the fast load transients, resulting to the
fuel starvation phenomena. The combination of the control and
monitoring system (i.e., PMS), fuel supply system (governor),
thermal management, water management, and power condi-
tioning systems, is often referred to the balance of plant (BoP).
The governor ensures that enough fuel and air are available
to sustain the reaction under the load variations. The output
electric characteristics such as voltage and current depend on
the the injected fuel/air, hence, for a stable BoP, FC’s governor
should be considered in the stability analysis. In this work, the
electrical and electrochemical interactive dynamics of the FC
system have been analyzed within considering FC governor.

So far, there are few published reports dealing with compre-
hensive modal analysis using eigenvalue sensitivity and PF for
the HPS, especially for the potential FC and battery-fed vessels
with highly dynamic and case-dependant marine load profiles.
A systematic analysis and design framework are required to
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Fig. 1. The methodology flowchart depicting the research framework.

ensure HPS stability, and desired performance.
In this work the modal analysis of a large scale FC-powered

marine PE-based system is done to assess the system stability
under small perturbations. Fig. 1 presents the flowchart de-
picting the methodology employed in this study. The HPS’s
circuit model includes FC, battery and load subsystem [19].
The FC subsystem includes the mass balance dynamics, FC’s
fuel supply system (governor), and different control strategies
for the FC converter control. Sensitivity analysis allows the
investigation of how the parameters of the state variables
are coupled with the system modes (eigenvalues), with the
separation of modes into groups based on HPS sources and
the propulsion load through a full state-space model. Then, the
impact of operating points, control parameters of the governor
and converter controllers on the HPS stability is investigated.
This allows the influences on poorly damped modes to be
explored and to devise a stability enhancement to push the
limits and expand the stable operating region of the HPS.
The time-domain hybrid shipboard power plant is modelled
to verify the control parameters design for the governor and
converter control. In addition, a hardware-in-the-loop (HIL)
simulator is set up to verify the system’s permanence by
introducing the communication delay and to perform discrete
real-time running states, and validates the HPS model against
dynamic ship load profile. The main contributions of this study
are listed as follows:

• A modal analysis is conducted which indicates how
the parameters of the HPS affect the system modes.
The system modes are grouped based on the considered
HPS sub-models, particularly FC, battery, and propulsion
load. Then the dynamic interactions between sub-models
are investigated to find the relative contribution of a
system’s state to a selected mode. The modal analysis is a
systematic and efficient approach applicable to large-scale
PE-based power systems. A strong coupling between the
subsystems’ current state variables and the dc bus volt-
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Fig. 2. Single line diagram (SLD) of the shipboard dc hybrid power system
in this study, in which the output powers of both fuel cells and batteries are
controlled by the dc-dc converters.

age dynamics, and also between the governor dynamics
and the FC current state are observed. Their controllers
therefore need coordination.

• The system coupling with the control parameters’ vari-
ation is presented in an illustrative form, which in turn
simplifies the choice of control parameters. This approach
results in reduced computational burden as repetitive
calculation of eigenvalues is not needed. By employing
modal analysis, a notable impact of the proportional gain
of the voltage control loop on the system stability is
observed.

• The HPS’s analytical model includes the interactive elec-
trical and electrochemical dynamics of the FC, gover-
nor, and PEs. Hence, the impact of the FC governor
and converter control parameters under different control
strategies are investigated, providing valuable insights
into the expected FC dynamic interactions in HPS.

The rest of the article is organized as follows. Section II
outlines the HPS model, including the subsystems, associated
controllers, and the load-sharing strategy. The state-space
model based on subsystems is developed in Section III. In
Section IV, the stability analysis and eigenvalue sensitivity
are successfully applied for the controller tuning, and the
performance comparison with the time-domain simulation
results is performed in Section V. Section VI evaluates the
system plant model in an HIL setup, where the validation tests
are performed as well. Finally, conclusion are drawn in Section
VII.

II. DYNAMIC PROPERTIES AND MODELING OF THE FUEL
CELL-BASED ONBOARD HYBRID POWER SYSTEM (HPS)

A possible, simplified architecture of a typical electrical dis-
tribution system for a vessel with FC and battery is illustrated
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Fig. 3. (a) The full-bridge bidirectional dc-dc converter topology, and (b)
back-to-back connected unidirectional buck-boost converter topology.

in Fig. 2. According to the class rules, the shipboard power
plant distribution is usually redundant to avoid single-point
failure. If there is any loss of power on either side of the HPS,
the bus-tie will be closed, and the live power sources can feed
the propulsion and hotel loads on both the port and starboard
sides. Each side of the dc distribution system supplies the
propulsion motor and hotel loads with a FC and a battery
which are integrated into the main dc switchboard via dc-
dc converters. These converters are used for dc voltage level
shifting and voltage regulation, power flow control, isolation,
and protection. Propulsion and hotel loads are commonly fed
through the two-level voltage source inverters (VSIs), used
as dc-ac converters. All parts of the HPS are briefly described
below. In order to analyze the dynamic interactions, reasonable
simplifications are made to the complex system model.

A. dc-dc Converter Model

A dc-dc converter is a two-way PEs unit set up between the
dc power/energy sources and the dc bus. The dc-dc converter
uses two operation modes referred to as buck and boost. The
buck mode is used when energy is transferred from the higher
voltage level to the lower one, e.g. charging the battery, while
the boost mode is used when energy is transferred from the
lower to the higher voltage level. The full-bridge bidirectional
dc-dc converter topology is illustrated in Fig. 3(a). A Back-
to-back connected buck and boost dc-dc converter can also be
used for FC applications [20]. One converter phase is sufficient
in buck mode at low FC loading, while three interleaved phases
are utilized in boost mode at high FC loading. The latter
converter topology is illustrated in Fig. 3(b). The switching
frequency of the dc/dc converter is generally 4-5kHz.
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There are two methods to model the PE converters, switch-
ing detailed models and dynamic average models. The latter
is often based on the assumption of the piecewise-linear
waveforms of the circuit variables. Detailed switching models
consider the impact of parasitic elements, that introduces
waveform nonlinearity and complicates the model derivation,
that makes them too slow for analysis of rather large power
electronic-based systems [21]. Dynamic averaging methods
may be used to make the simulation faster when exact
switching behavior is not required. However, limitations of the
dynamic average model is that although it can correctly predict
dc and low frequency behaviour of pulse width modulation
(PWM) converters, at high frequencies, it is unable to capture
the dynamics of the converter.

Here, the focus of the system-level modeling and stability
analysis is to investigate the interactions of the low-level
controllers with the HPS subsystems under different con-
trol scenarios with the small perturbations. Therefore, the
high-frequency switching behavior of the dc-dc converters
is neglected, and the converters are modelled based on the
average instead of the switching detailed model. Averaging and
linearization are the most common approach for modelling and
analysis of switching PEs converters in dc shipboard power
systems. In several studies the good dynamic and steady-
state behavior of averaging methods have been compared with
the detailed switching models, validating their effectiveness
for system-level studies [21], [22]. The resulting average
models are valid for frequencies of up to around half of the
switching frequency [22], which is 1-2 kHZ on high power
ratings marine applications. The low-frequency variations in
the converter’s duty cycle induce low-frequency variations in
the converter voltages and currents. In this case, the system
dynamics are formed mainly by linear dynamics, and hence,
the eigenvalues can be used safely for stability analysis. Hence,
the average model is selected to configure the HPS here, which
is shown in Fig. 4, where dfc and dBatt are the dc-dc converter
duty cycles for Fc and battery (saturated between 0 and 1).
This model can be used as unified model for both buck and
boost mode, where dfc = dbuck = 1− dboost.

The dc-dc converter is operated either with voltage or
current control, illustrated in Fig. 5. The control of the dc-
dc converter is mostly done by the proportional-integral (PI)
controllers with kp and ki as the proportional and integral
gains. In this work, the fixed dc bus voltage level set-point is
implemented to maintain the dc bus voltage constant. A fixed
dc bus voltage in HPS refers to a constant voltage level with
an allowable continuous voltage variation, i.e., +/-10% of the
rating dc bus voltage. Such dc bus voltage range is maintained
throughout the HPS for powering the propulsion loads [10],
[23]. The converter control scheme in Fig. 5(a) is voltage mode
control to ensure the dc bus voltage stability and to maintain
the fixed dc bus voltage level. This control scheme contains a
dual control loop with the inner current control loop, and the
outer voltage control loop. The inner controller’s parameters
are sufficiently large positive constants to ensure that the inner
current loop responds faster than the outer voltage loop. The
regulated dc bus voltage level is required to keep the power
system stability and persistent load supply, which is the input
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Fig. 5. dc-dc converter (a) voltage mode, and (b) current mode control
schemes. Note that measured signals are shown in red, and black signals
illustrate the control signals.

signal to the voltage control loop as v∗dc. The converter current
mode control with a single current control loop is shown in
Fig. 5(b), where the current reference is given by the quotient
of reference power and dc voltage. The reference power is
generated by PMS.

B. Fuel Cell System Model

1) Fuel cell model: The commonly used FC models include
detailed electrochemical models, analytical models, empirical
models, and electric equivalent circuit (EEC) models. The
well-known empirical model introduced in [24] features the FC
dynamics at the component-level, under a variety of operating
conditions. However, the electrochemical dynamics includ-
ing mass balance and energy balance dynamics under load
transients are not addressed. The real-time model introduced
in [25] described the FC voltage while considering the elec-
trochemical dynamics, which is more suitable for component-
level integration studies, such as FC’s cold start issue. From
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Fig. 6. Control scheme of the FC-powered vessel in this study. Note that the PI controllers in the green block will be evaluated further with stability analysis
and time-domain simulations. (a) Scenario I: FC in current mode control and the battery in voltage mode control, and (b) scenario II: FC in voltage mode
control and the battery in current mode control. Note that the dashed line in dc-dc converter control boxes illustrates the voltage droop control for FC with
the droop rate kdr,fc and the battery with droop rate kdr,b.

an electrical system integration perspective, the FC voltage is
one of the key operating parameters to consider in HPS design.
To that end, the system-level model of FC has been addressed
in the literature with various model fidelity levels [20], [26],
[27]. The FC dynamics in HPS with a focus on the electrical
properties are investigated in [20], [27]. Here, the EEC model
is used to represent the FC behaviour which was developed
and validated against 500 kW rating FC designed for marine
power systems in [19]. The EEC model was obtained based
on an integrated electric circuit model which couples the mass
balance, energy balance, and electrical properties of FC in a
single electrical domain as the forth-order FC circuit model,
as is shown in Fig. 4. The analytical expression of the model
is described as below.

vfc = VOCf + EH2
+ EO2

+ ET − vc −Rohmifc, (1)

i̇fc =
1

Lfc
(vfc −Rcifc − dfcvdc) , (2)

v̇c =
1

Cfc
ifc −

1

RfcCfc
vc, (3)

ĖH2 =
1

γ1
ifc −

1

R1γ1
EH2 , (4)

ĖO2 =
1

γ2
ifc −

1

R2γ2
EO2 , (5)

ĖT =
1

γ3
ifc −

1

R3γ3
ET, (6)

where vfc is the FC terminal voltage, VOCf is the open-circuit
voltage, EH2

and EO2
represent the mass balance dynamics

as a function of FC fuel flow rates, and partial pressures,
which are described as RC circuits by R1γ1, and R2γ2, ET
describes the energy balance dynamic as a function of FC
temperature described as an RC circuit by R3γ3, vc is the
transient voltage through the parallel RfcCfc circuit, depicting
that FC voltage varies exponentially with the time constant

τfc = RfcCfc, which is around 0.1-0.2s, Rohm is the resistor,
ifc is the FC current, which is equal to the current passed
through the inductance of the converter, LC and RC are the
FC dc-dc converter inductance and resistor, vdc is the dc link
voltage, and finally, dfc is the FC dc-dc converter duty cycle.

Here, it is briefly explained how EH2
, EO2

, and ET are
developed as Riγi circuits, where i ∈ 1, 2, 3. Here, Ri and
γi are the RC circuits’ resistor and capacitor respectively.
Generally, the transient voltage drop of the ith circuit (Ei) in
response to the FC current change (∆I) is shown in (7), which
can be written in Laplace domain as (8), where ki refers to 1

γi
,

and τi is the Riγi circuit’s time constant. This time constant
of a first-order LTI system (τi) in response to a step current
input ∆I is the time needed by the voltage responses to decay
to 37% of its initial value [28]. This shows the correlation
between transient voltage drop Ei and the system dynamic
time response τi. The voltage drop is happening in which step
the current steps up simultaneously to some value because of
the voltage drops across the resistor and mass balance and
energy balance dynamics in EEC and reaches its steady-state
value by a time delay due to the capacitance τRC, hydrogen
flow rate τH2 , and oxygen flow rate τO2 . This study considers
that the periods of the τH2 and τO2 are approximately three
and six times that of the RC circuit τRC, i.e., τRC is 0.11s,
τH2

is 0.337s, and τO2
is 0.647s. More parameter’s details

can be found in [19]. This developed FC model has to have a
continuous supply of reactants (fuel/air flow rates) adjusted by
the current drawn from the FC stack. This is possible with the
design of a governor on both hydrogen and oxygen systems.

ERC,i(t) =

Ei︷ ︸︸ ︷
∆I ·Ri(1− e

−t
τi ) = Ei(1− e

−t
τi ), (7)

ERC,i(s) =
Ki

s+ τi

∆I

s
. (8)

2) Fuel cell governor: Power generation in FCs relies on
the continuous supply of oxygen (O2) and hydrogen (H2).
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The governor block shown in Fig. 6 includes two subsystems:
H2 and the air subsystems. Generally, an increase in the FC
current ifc causes a decrease in pressures, which makes the
governor to regulate fuel/air flow rates to stabilize pressures
through actuators, whose performance setting time is 10-
90% of 50ms for H2 and 20ms for O2 supply system [29].
The actual extent of this delay depends on the sizing of
the manifolds and the rate of fuel consumption. To meet
this performance, the H2 pressure controller must be almost
between two and three times faster than the O2 side, meaning
that hydrogen partial pressure (PH2

) follows hydrogen partial
pressure (PO2

).
The problem of FC fuel/air starvation and control has been

extensively studied in [18], [29]. In this paper, the electric
load is effectively controllable by the power conditioning unit,
whose impacts on the system pressures will be compensated
by the mass balance block shown in Fig. 6. At the steady-
state, the FC current change must be followed by a corre-
sponding change in the fuel/air flow rate. Hence, the governor
is developed in a flow-controlled design with a closed-loop
operation, where fuel/air flow rates are changed according to
the FC current changes. Reasonable simplifications are made
to the complex governor for the purpose of the system-level
stability analysis. According to the ideal gas law and the mole
conservation rule, the partial pressure of each gas is balanced
by the gas inlet flow rate minus the gas consumption and the
gas outlet flow rate. The hydrogen partial pressure derivative
is given as follows

ṖH2 =
RuT

Va
(

MH2,net︷ ︸︸ ︷
MH2,in −MH2,out −

NAfcifc

2F
), (9)

where the detailed explanation of parameters can be found
in [17]. MH2,in and MH2,out are the inlet and outlet mole flow
rate of hydrogen (mol/sec), which can convert to the mass flow
rate (kg/sec) by using the molar mass of hydrogen (2.0158
gr/mol). For simplicity, it is defined that

CH2
=

NAfc

2F
. (10)

In steady-state, the net mass flow rate MH2,net is equal to
the usage of hydrogen, which should be regulated through the
governor under transients, with zH2 (pu) as the fuel index.
Therefore, the H2 governor can be represented through

ṖH2 =
RuT

Va
(−CH2ifc + zH2), (11)

zH2 = kp,H2

(
P ∗
H2

− PH2

)
+ ki,H2Xu, (12)

Ẋu = P ∗
H2

− PH2
, (13)

where zH2
is determined by a PI controller (PIH2

) with kp,H2

and ki,H2 , and Xu is the auxiliary state variable describing
pressure error dynamics for the control loop, shown in Fig. 6.

Another governor subsystem is responsible for delivering
the air (including about 21% oxygen). Injection of the oxygen
with the air molar mass of 28.85 gr/mol includes two control
loops as shown by Fig. 7; the inner loop control for stabilizing
PO2

, and the outer control loop to regulate the oxygen excess
ratio λO2

which is defined as the ratio of the oxygen supplied

𝜆𝑂2  

𝜆𝑂2
∗ 𝑃𝑐𝑚  

ℎ 
Compressor Map

ℎ∗ 𝑃𝑐𝑚  1

𝜇𝑠 + 1
 
𝑃𝑂2

∗ 
+-

𝑃𝑂2  

+-
Eq 

(16)

𝑧𝑂2  𝜆𝑂2  

Model 

𝜆𝑂2  
𝑃𝐼𝑐𝑚  𝑃𝐼𝑂2  

Fig. 7. Oxygen governor with the λ∗
O2

generated from mass balance block
and the simplified compressor model.

and the oxygen consumed [17]. Therefore, the main control
objective here is to force λO2

to track λ∗
O2

, generating from
mass balance block that lies between 2 and 2.5 [18]. Within
this range, the maximized net power is achieved, which is
considered constant at 2 in this work. The oxygen partial
pressure derivative is given as the following equation as
Cathode model conservation equation [17]:

ṖO2
=

RuT

Vc
(

MO2,net︷ ︸︸ ︷
MO2,in −MO2,out −

NAfcifc

4F
). (14)

The thermodynamic parameters used in (9-14) are listed in
the following. Ru = 8.31[J/mol.K] is the ideal gas constant,
va = 0.005[m3] is the anode volume, vc = 0.02[m3] is
the cathode volume, T = 318[K] is the FC temperature,
F = 964873[C/mol] is Faraday constant, N = 60 is number
of cells, and Afc = 60[cm2] is the cell’s active area. For
simplicity, it is defined that

CO2
=

NAfc

4F
. (15)

In steady-state the net mass flow rate MO2,net
is equal to

the usage of oxygen, which should be regulated through the
governor under transients, with zO2 (pu) as the oxygen index.
Therefore, the O2 governor can be represented as

ṖO2 =
RuT

Vc
(−CO2ifc + zO2), (16)

zO2
= kp,O2

(
P ∗
O2

− PO2

)
+ ki,O2

XO2
, (17)

ẊO2
= P ∗

O2
− PO2

, (18)

where zO2
is determined by a PI controller (PIO2

) with kp,O2

and ki,O2
, and XO2

is the auxiliary state variable describing
pressure error dynamics. For simplicity and to avoid dynamics
of torque and compressor model, the compressor map model
is used to generate the partial pressure reference (P ∗

O2
) for

the inner control loop. That is done by considering the supply
manifold model as a linear first-order filter model as 1

µs+1
with µ = 0.33. The compressor map is defined based on
the compressor pressure Pcm and the desired compressor mass
flow rate h∗ as

h∗ = kp,cm
(
λ∗
O2

− λO2

)
+ ki,cmXλ, (19)

Ẋλ = λ∗
O2

− λO2
, (20)

where kp, cm and ki, cm are the outer loop PI controller (PIcm)
parameters, Xλ is the auxiliary state variable describing oxy-
gen access ratio error dynamics.
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𝑃𝐵𝑎𝑡𝑡
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Fig. 8. PMS design to generate: (a) the FC power setpoint P ∗
fc in scenario I,

and (b) the battery power setpoint P ∗
Batt in scenario II.

3) Fuel cell dc-dc converter: Based on the control scenarios
shown in Fig. 6, dfc can be obtained to regulate the FC
output voltage/power. In Fig. 6(b), during scenario II, the FC’
converter with a dual control loop including the inner current
control loop (PIifc) and the outer voltage control loop (PIvfc)
ensures the dc bus voltage vdc stability. Here, dfc is given by

dfc = kpi,fc (ifc − i∗fc) + kii,fcXfc,i, (21)

Ẋfc,i = ifc − i∗fc, (22)

i∗fc = kpv,fc (v
∗
dc − vdc) + kiv,fcXfc,v, (23)

Ẋfc,v = v∗dc − vdc, (24)

τfc,r =
T20%−100%

80%
, rfc =

∆Pfc

τfc,r
, (25)

where Xfc,v is the auxiliary state variable described the voltage
error dynamics for the outer voltage control loop of the dc-
dc converter with a PI controller (PIvfc) with kpv,fc and kiv,fc
to generate the FC current reference i∗fc for the inner current
control loop. The regulated dc voltage level is the input signal
to the voltage control loop as v∗dc. In (25), the FC ramp
rate rfc is defined as the max rate of the FC power change
∆Pfc, which is deduced from the dynamic of the FC and its
auxiliaries [20]. In this work, is assumed that the FC power
can be ramped up from 20% to 100% of the rated power
within 1s (20kW/s-%10/s). To meet the requirements for the
rate of power change allowed by the FC system as the ramp
rate rfc, the time constant τfc,r should be considered while
tuning PIvfc parameters to generate i∗fc, with a non-negative
current limit set according to the max value allowed by the FC
system. Xfc,i is the auxiliary state variable described current
error dynamics for the inner current control loop of the dc–dc
converter with a PI controller (PIifc) with kpi,fc and kii,fc to
calculate the duty cycle dfc, ifc is the measured FC current,
which is non-negative. The inner PI controller parameters are
sufficiently large positive constants to ensure that the inner
current loop responds faster than the outer voltage loop.

In Fig. 6(a), during scenario I, FC is in current mode control
with the current control loop (PIifc), while the battery with
higher power density ensures the dc bus voltage stability. Here
to generate the current reference i∗fc for the current control
loop, the power reference P ∗

fc is calculated according to the
FC ramp rate limit from PMS, as shown in Fig. 8(a), where
PBatt,dc is the battery power delivered to the dc bus. So, dfc in
scenario I is calculated by (21) and (22).

It is possible to drive a state-space model of
the FC system including converter control and

governor From (1-25), where the state vector is
Xfc,I = [ifc EH2 EO2 ET vc Xfc,i PH2 Xu PO2 XO2 Xλ]

T
11×1

for the control scenario I, and Xfc,II =
[ifc EH2

EO2
ET vc Xfc,i Xfc,v PH2

Xu PO2
XO2

Xλ]
T
12×1

for the control scenario II to describe the completed FC
system model.

C. Battery and dc-dc Converter Model

First-order Thevenin circuit model of the Li-ion battery has
been used to determine the dynamic characteristics of the
battery [30], including a series resistor Ro and an RBattCBatt
parallel network to predict the battery response to transient
load events at a particular state of charge (SOC), which is
shown in Fig. 4. While unloaded, the battery module delivers
a specific voltage, the so-called open-circuit voltage VOCb,
which varies with SOC. This correlation is an important
parameter for calculating the SOC during operation. However,
in the developed HPS, the battery modules address the high-
frequency component, which means it is likely that SOC
can change rapidly (i.e., as power-type cells). Therefore, it
is considered that VOCb is constant, and the self-discharging
resistance is ignored in this work.

The battery exchanges energy with the dc power system
through the corresponding bidirectional dc-dc converter, which
regulates the output voltage and power flow. The same aver-
aged switch model as a unified model for buck and boost
mode is used for the battery dc-dc converter shown in Fig. 4.
Therefore, the resulting battery model becomes as follows

i̇Batt =
1

Lb
(VOCb − vb −RoiBatt −RbiBatt − dBattvdc) , (26)

v̇b =
1

CBatt
iBatt −

1

RBattCBatt
vb, (27)

SOC = SOC (0)− 1

KbQb
iBatt, (28)

dBatt = kpi,b (iBatt − i∗Batt) + kii,bXb,i, (29)

Ẋb,i = iBatt − i∗Batt, (30)

i∗Batt = kpv,b (v
∗
dc − vdc) + kiv,bXb,v, (31)

Ẋb,v = v∗dc − vdc, (32)

where iBatt is the battery current which its direction changes
based on if the battery is in charge or discharge mode. vb
is the transient voltage in the battery through the capacitor
CBatt, Rb and Lb are the battery dc-dc converter resistor and
inductance, vdc is the measured voltage of dc bus, dBatt is the
battery dc-dc converter duty cycle (saturated between 0 and
1). Depending on the control mode of the battery converter
dBatt can be arranged. In scenario I, it is controlled through
dual control loops, outer voltage loop and inner current loop.
In this case, dBatt is generated by (29-32), where Xb,v is the
auxiliary state variable described the voltage error dynamics
for the outer voltage control loop with a PI controller (PIvb)
with the tuning parameters kpv,b and kiv,b to generate i∗Batt as
the battery current reference for the inner current loop control
which is bounded by a limit defined according to the battery C-
rating, Xb,i is the auxiliary state variable described the current



8

error dynamics for the current control loop with a PI controller
(PIib) with kpi,b and kii,b. In scenario II, the battery dc-dc
converter is controlled by a current control loop (PIib) where
the power reference P ∗

Batt is defined based on the PMS design
(Fig. 8(b)), and dBatt is generated by (29) and (30). Finally, the
battery output current iBatt is integrated over time to derive the
change of the battery SOC from its initial charge SOC (0)
with a conversion factor of Kb, and the rated capacity of the
battery Qb. The rate of change in SOC is proportional to the
iBatt, which is bounded by putting a limit on i∗Batt, defined
according to the battery C-rating.

It is possible to drive the state-space model of the battery
system, including the converter control in view of (26)-(32),
where the state vector is XBatt,I = [iBatt vb Xb,i Xb,v SOC]

T
5×1

for the scenario I, and XBatt,II = [iBatt vb Xb,i SOC]
T
4×1 for the

scenario II to describe the completed battery system model.

D. Propulsion Load and dc Bus Model

As the load model is not the focus of this paper, the HPS
feeding an ideal constant power load (CPLs) is studied here,
where propulsion motors and other onboard hotel loads are
connected to the dc switchboard through a specific power
converter, which are tightly controlled with its control band-
width sufficiently high to make the load power independent
of the dc-link voltage variations, and rejecting the dc-link
voltage disturbances [14]. As the propulsion loads make up
the majority of the total load, the auxiliary smaller loads such
as hotel loads’ oscillations are omitted from considerations [8].
Thus, the propulsion load and ship hotel loads of the vessel
are represented with a controllable current source [10], [14],
[27].

The dc switchboard integrates all sources and load subsys-
tems through the equivalent capacitor bank Cdc, including the
individual capacitors in each component, as shown in Fig. 4.
The resulting model is presented as

v̇dc =
1

Cdc
(dfcifc + dBattiBatt − iload) , (33)

iload =
Pload

vdc
, (34)

where (34) represents the original controlled current source as
CPL load, with PLoad as load power, which is nonlinear; it
is common to linearize it around a dc voltage operating point
vdco, and load power operating point PCPLo, which is expressed
as follows:

iCPL ≈ PCPL

vdco
− PCPLo

v2dco
vdc, (35)

where the instantaneous value of impedance is always positive
and the incremental impedance is always negative, which
causes the current to increase when the voltage decreases. The
current decreases when the voltage increases, and may cause
instabilities [16].

E. Power Management System (PMS)

To maintain a stable operation of an autonomous marine
system, the total power generation must be effectively con-
trolled and properly dispatched to meet the total power demand

of the propulsion loads. In this work, the power control
strategy is determined by the difference between the power
demand reference and the total power generation, shown in
Fig. 8, with the control objectives as follows:

1) The vessel’s load power demand Pload is satisfied regard-
less of its dynamical changes.

2) FC ramp rate defined as below is satisfied.

rfc =

{
−20A/s ≤ difc

dt ≤ 20A/s, for ramping up,
−40A/s ≤ difc

dt ≤ 40A/s, for ramping down.

The other basic load-sharing mechanism in dc-distributed
power network is dc voltage droop control [14], [27]. Basi-
cally, with the voltage droop control, all the power sources
share the load based on the dc bus voltage. For the energy
storage power sources, such as FCs and batteries, the dc
voltage droop control is implemented by the dc-dc converters.
The dc droop control philosophy is shown in Fig. 6 through
the dashed line in the dc-dc converter control boxes by a dual
control loop, with kdr,FC as the FC droop rate, and kdr,b as the
battery droop rate. The current set-points to the current loops
control (PIifc and PIib) are then produced by the droop as
(36) and (37) such that dynamic load changes are handled by
the droop gain design, i.e., more droop rate enables to follow
the load faster, and less droop rate will cause the power source
to take fewer load changes than one with a more droop rate.
Usually, the dc voltage droop rate is not larger than 5% [27].

i∗fc = (v∗dc − vdc − kdr,fcifc)(PIvfc), (36)

i∗Batt = (v∗dc − vdc − kdr,biBatt)(PIvb). (37)

III. STATE-SPACE MODEL AND SENSITIVITY ANALYSIS OF
THE SHIPBOARD HYBRID POWER SYSTEM

This section discusses the total model of the HPS that
has been divided into various subsystems. Firstly, the FC,
its governor and dc-dc converter, secondly the battery and its
dc-dc converter, and finally the dc bus and propulsion load,
as shown in Fig. 4. In the following it is shown how these
submodels are merged to form the linearized system matrix.

A. System State-Space Model

The power system model for the voltage stability analysis is
formulated as a set of Differential Algebraic Equations (DAEs)
as follows:

ẋ = f(x,u). (40)

The linearized system model is derived by linearizing the
system near the operating point (x0, u0) for sufficiently small
perturbations as follows:

∆ẋ = fx∆x+ fu∆u, (41)

where ∆x = x − x0 and ∆u = u − u0; fx and fu are the
Jacobian matrices evaluated at (x0, u0), i.e, ∂f

∂x |(x0,u0) etc.
The operating points can be obtained based on the load flow
analysis. Then the resulting linearized DAEs can be put in the
following state-space form:

∆ẋ = A∆x+B∆u, (42)
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where A is the state matrix and B is the input matrix of
the original system given in (40), with the inputs as u =[
i∗fc P

∗
O2

λ∗
O2

i∗Batt v
∗
dc PCPL

]T
6×1

. The submatrices discussed in
the last section are combined to form the state-space model
of the total system as AI and AII for two different control
scenarios shown in Fig. 6. AI and AII determine interactions
between the submatrices, including the coupling between
the FC subsystem and the load subsystem as [Afc/dc] and
[Adc/fc], and the coupling between the battery subsystem and
the load subsystem as [ABatt/dc] and [Adc/Batt], demonstrat-
ing that the dc bus and load subsystem with the system state
∆vdc functions as a bridge between other dc subsystems.

B. Sensitivity Analysis

This work focuses on how the parameters of the state
variables are coupled with the power system modes (eigen-
values) through the definition of the system’s state-space
representation. PF analysis provides a useful insight into what
features of the HPS give rise to a given mode [15], [31]. It is
a measure of the relative participation of the kth state variable
in the ith mode, which is computed by the product of the left
eigenvectors wki, and the right eigenvectors vik as:

pki =
λi

aki
=

|wki| |vik|∑n
j=1 |wkj | |vjk|

. (43)

The participation matrix is a matrix of all the PFs. The
higher the PF, the more the kth state participates in determining
the ith mode. For simplicity, PFs are normalized based on the
highest value.

IV. RESULTS AND DISCUSSION

In practice, the HPS system parameters vary during opera-
tion, such as operating conditions and control system param-
eters. Any such change affects the system eigenvalues. This
section deals with a comprehensive modal analysis to estimate
the eigenvalue change tendency and allows the influences
on poorly damped modes (eigenvalues with the negative real
values closer to zero) to be explored to expand the stable op-
erating region of HPS through a change of control parameters.

The eigenvalues are derived from AI and AII to investigate
the system stability of the HPS shown in Fig. 4 through the
locus of the eigenvalues against HPS operating points and the
control parameters. Table I displays the HPS parameters.

TABLE I
SPECIFICATION OF PARAMETERS OF THE HPS

Battery Value PEMFC Value
Capacity 308[kWh] Rated power 500[kW ]
VNominal 805[V ] VOperating 500− 1000[V ]
Ib,limit ±600[A] Current range 0− 1200[A]
VOCb 750[V ] VOCf 900[V ]
Ro 2[mΩ] Rfc 1.0973[Ω]
RBatt 13[mΩ] Cfc 0.1[F ]
CBatt 14300[F ] Rohm 0.05[Ω]

KBatt, QBatt 3600[s], 500[Ah] γ1, γ2, γ3 6e−3, 8e−3, 0.15[F ]
SOC 20− 80[%] R1, R2, R3 3, 11, 13[mΩ]
Rb 0.01[Ω] Rc 0.01[Ω]
Lb 20[mH] Lc 20[mH]

1) Impact of operating points: Load power is the main
concern when considering HPS operating conditions. Fig. 9(a)
shows the eigenvalues distribution and trajectory of the system
for AI, with the Pload varying from 100kW to 700kW (markers
‘x’), where the step size is equal to 100kW. It can be clearly
seen that the higher load power deteriorates the system sta-
bility as dominant eigenvalue λ10 moves toward the right half
plane (RHP). When Pload is larger than 600kW, λ10 crosses
the imaginary axis, and the system becomes unstable.

In Fig. 9(b), during scenario II (AII) with a less strict limit
on the FC power ramp rate to generate i∗fc, the dominant
eigenvalues λ2 and λ14 (markers ‘x’ and ‘o’ respectively)
approach the RHP when load power is increased with the same
step size as Fig. 9(a). From here, the stability assessment will
be done on Pload = 600kW, which is the most critical operating
point for both control scenarios.

The HPS is well-damped during low-load power range,
which is very important for marine ship operations. Examples
of such seagoing ships are dynamically positioned (DP) ves-
sels in zero-emission mode, where the basic DP functionality
is either to keep a fixed position and heading or to move
slowly from one location to another [32]. DP vessels are
known to spend up to 90% of total energy consumption when
operating at partial loads, less than 50–60% of full power, i.e.,
the average load demand is about 20–30% of the total power
capacity for DP ships operating in North sea. The HPS can be
designed in a way that the batteries manage load variations
such as to support peak-load, or absorb remaining power
during low-load, while FCs take the partial load to substitute
diesel generators.

2) Identification of mode groups: The behaviour of the
modes of the study HPS subsequent to their coupling with
subsystems is investigated. The HPS has been divided into
various clusters, in particular FC, battery, and dc bus and load,

AI =


[
Afc

]
11×11

[
0

]
11×5

[
Afc/dc

]
11×1[

0
]
5×11

[
ABatt

]
5×5

[
ABatt/dc

]
5×1[

Adc/fc

]
1×11

[
Adc/Batt

]
1×5

[
Adc

]
1×1


17×17

(38)

AII =


[
Afc

]
12×12

[
0

]
12×4

[
Afc/dc

]
12×1[

0
]
4×12

[
ABatt

]
4×4

[
ABatt/dc

]
4×1[

Adc/fc

]
1×12

[
Adc/Batt

]
1×4

[
Adc

]
1×1


17×17

(39)
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(a)

eig
2

eig
14

*6

(b)

Fig. 9. (a) Eigenvalue 10 (i.e., λ10) movement by increasing the load power
from 100kW to 700kW for control scenario I, and (b) eigenvalue 2 (i.e., λ2)
and eigenvalue 14 (i.e., λ14) movements by increasing the load power from
100kW to 700kW for control scenario II. Note that the color code in the bar
is used to highlight the eigenvalues for the specific load power value.

eig
fc

i

eig
fc

v

eig
Batt

i

eig
Batt

v

eig
dc

i

eig
dc

v

scaled down

(a)

(b)

Fig. 10. (a) Locus of eigenvalues of the HPS under study at 600kW load
power which are grouped into clusters including eigfc, eigBatt and eigdc
showing the cluster of the subsystem as FC, battery and load respectively,
(b) less damped modes of the HPS in both scenarios. Note that the index i
and v represent the FC control mode as current (scenario I) and voltage mode
control (scenario II).

with their power and fuel controllers. Fig. 10 lists the modes
of the studied system according to the control scenarios and
the clusters’ state participation in determining the system’s
mode. It should mention that modes are grouped based on
the relatively highest PF, although coupling exists between the
state variables of different clusters for some modes. Fig. 10(b)
depicts less damped modes. During scenario II, the system is
less damped compared to the scenario I. Therefore, FC as
the subsystem that is in voltage mode control deteriorates the
system voltage stability. In the following it turns out through
the sensitivity analysis that the dc bus voltage is impacted
by the state variable parameters related to the voltage control
loop.

3) Impact of control parameters: This subsection studies
the behaviour of the eigenvalues of the HPS subsequent to a
change in controller parameters. Table II lists the sensitivity

TABLE II
SENSITIVITY OF CRITICAL DOMINANT MODES IN SCENARIO I

Mode i PH2
PO2

ifc iBatt Xb,v vdc
λ2 0.9092 0.03 0.03 0 0 0
λ3 0 0.9699 0.021 0 0 0
λ5 0.041 0.9703 0.143 0 0 0
λ10 0 0 0.03 0.375 0.384 0.9831
λ15 0 0 0.928 0.32 0.236 0.9022

eig
2

eig
3

eig
4
*3.5e7 eig

5

(a)

eig
2

eig
3

eig
4
*3.5e7 eig

5

(b)

Fig. 11. Eigenvalue movements in scenario I at the operating point of 600kW
with respect to varying governor parameters: (a) kp, cm sweep from 1 to 0.02
with kp,H2

constant at 1.2e1, (b) kp,H2
sweep from 1.2e1 to 2e1 with kp, cm

constant at 0.02, to design the governor.

of less damped modes with the corresponding state variables
of AI. The critical modes λ2, λ3, and λ5 are sensitive to the
FC’s governor state variables (PH2

, PO2
, and ifc). The relevant

PFs are displayed within the boxes in Table II. By changing
the governor control parameters, i.e., kp,cm and kp,H2 , λ2 and
λ3 become more stable while λ5 sweeps towards RHP, shown
in Fig. 11(a). Decreasing kp,H2

until some values improves
the system stability, shown in Fig. 11(b), which move λ2,
λ3, and λ5 towards the left half plane (LHP). However, λ4

which already has a big enough negative value, moves towards
RHP. Noting that λ4 is scaled down. To sum up, tuning the
proportional gain of governor controllers (PIH2 and PIcm)
is helpful for stabilizing the system as better damping is
observed, i.e., the dominant eigenvalues move further toward
LHP.

In Table II, λ15 and λ10 which are less damped modes
according to Fig. 9(a), are impacted by vdc and Xb,v, where the
latter is the auxiliary voltage error state. The relevant PFs are
displayed in pink in Table II. Fig. 12 illustrates the movement
of the critical eigenvalues with respect to varying PIvb’s
control parameters, i.e., voltage control loop parameters. The
most critical mode λ10, whose its value shifts to RHP by
increasing the load power in Fig. 9(a), moves in a negative
direction, i.e., LHP by increasing kpv,b. Hence, the HPS is
damped better, and the stability margin increases. However,
it’s feasible to raise kpv,b within certain limits, given that doing
so causes the movement of λ12 towards RHP, as shown in
Fig. 12(a). Decreasing kiv,b also leads to λ9, λ10, and λ12

shifting to the left as shown in Fig. 12(b), which shows less
impact in the stability than kpv,b does. Overall, it can be
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Fig. 12. Eigenvalue movements in scenario I at the operating point of
600kW with respect to: (a) kpv,b variation (increase) from 1 to 10 with kiv,b
constant at 525e2, (b) kiv,b movement (decease) from 525e2 to 525 with
kpv,b constant at 10, to design the converter’s voltage loop parameters.

TABLE III
SENSITIVITY OF CRITICAL DOMINANT MODES IN SCENARIO II

Mode i PH2
PO2

ifc Xfc,v Xfc,i vdc
λ1 0.5573 0.698 0.021 0 0 0
λ2 0 0 0.9911 0.9472 0.54 0.2811
λ4 0.988 0.041 0.002 0 0 0
λ5 0 0 0.094 0.9554 0.8409 0.05
λ7 0 0 0.503 0.63 0.988 0
λ11 0 0.9472 0 0 0 0
λ14 0 0 0.96 0.8309 0.263 0.9011

concluded that the proportional gain of the voltage controller,
i.e., kpv,b significantly impacts the system stability.

Table III lists the state variables that impact system stability
most in scenario II, derived by AII. The modes λ1, λ4, and
λ11 are sensitive to the FC’s governor state variables, i.e.,
PH2

, PO2
, and ifc. The relevant PFs are shown within the

boxes in Table III. This demonstrates the coupling between
modes related to the governor and FC current state variable
ifc. Fig. 13 depicts the mentioned eigenvalues movement by
changing the governor’s proportional gains, i.e., kp,cm and
kp,H2

. The increase of kp,cm will significantly compromise the
damping since the dominant modes λ1, and λ11 move toward
LHP, while λ4 moves toward RHP. Increasing kp,H2 leads
to the opposite direction movement. The control parameters
relevant to PIO2

under both scenarios have been investigated,
while its contribution to the system stability is insignificant
compared to PIcm and PIH2

.
According to Fig. 9(b) the most critical eigenvalues were

λ2 and λ14, that moved towards RHP. These modes with their
highest PFs are highlighted in pink in Table III. It can be seen
that these modes are sensitive to vdc, Xfc,v, and ifc. Fig. 14
shows eigenvalues for the case where control parameters of
PIpv,fc are varied. It is seen that two critical modes λ2 and λ14

move significantly toward LHP when kpv,fc increases, while λ5

and λ7 move toward RHP. These results also can be verified by
Table III where these modes are sensitive to Xfc,i, and Xfc,v.
The relevant PFs are highlighted in blue in Table III. The
root-locus analysis demonstrates the feasibility and efficacy
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Fig. 13. Eigenvalue movements in scenario II at the operating point of 600kW
with respect to varying: (a) kp,cm increases from 1e1 to 3.3e1 with kp,H2

constant at 66, (b) kp,H2 increases from 66 to 5e2 with kp,cm constant at
3.3e1, to design the governor parameters.
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Fig. 14. Eigenvalue movements in scenario II at the operating point of 600kW
with respect to: (a) kpv,fc increases from 1 to 1.25e1 with kiv,fc constant at
0.77e3, (b) kiv,fc decreases from 0.77e3 to 0.77 with kpv,fc constant at 1.25e1,
to design the converter’s voltage loop parameters.

of the modal analysis to derive the state contribution to the
selected modes, which, in turn, enhances the design of control
parameters.

The subsystem’s states which are in voltage mode control,
contribute to the system stability with a coupling between the
controller’s parameters and the dc subsystem state. This is
because of the coupling exist between HPS subsystems, i.e.,
[Afc/dc], [Adc/fc], [ABatt/dc], and [Adc/Batt]. The evidence
for this is that eigenvalues associated with dc bus voltage
and voltage error dynamics moved when proportional gains
of the voltage loop controller were changed. To investigate
the coupling feature further, the PFs are plotted against the
gains kpv,b and kpv,fc.

Fig. 15(a) shows the PFs of the state variables in λ10

as a function of the battery’s outer loop voltage control
proportional gain, i.e., kpv,b. Four states from HPS are chosen
because of their higher PF values shown in Table II, which are
associated with the different HPS’s subsystems. It is observed
that the participation of the voltage error state Xb,v grows as
the gain increases. Also, high kpv,b causes a further coupling
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Fig. 15. Participation trace of (a) HPS states (shown in Table. II for scenario I)
as a function of the battery outer loop voltage controller proportional gain
Kpv,b for λ10, and (b) HPS’s states (shown in Table. III for scenario II) as a
function of the FC outer loop voltage controller proportional gain kpv,fc for
λ14.

between iBatt and ifc with the dc bus voltage dynamics.
Fig. 15(b) depicts the PFs of state variables (Table III)

in eigenvalue λ14 as a function of the FC voltage loop’s
proportional gain, i.e., kpv,fc, for a fixed set of other control
parameters. The same as scenario I, the coupling between
current states and dc bus voltage dynamics increases with
higher kpv,fc. This demonstrates the effect of the dc bus voltage
state vdc as a bridge between the dc subsystems’ coupling.
These couplings must be considered when designing the HPS.

V. SIMULATIONS AND EXPERIMENTAL VALIDATION

In support of the stability analysis in the previous section,
time-domain simulations and experiments are done in this
section.

A. Time Domain Simulation

A small-scaled tugboat power plant is configured as the
target vessel for the verification of the root-locus analysis. It is
a typical HPS as shown in Fig. 4 with the system parameters
listed in Table. I. The simulation results have been carried out
for the governor design and the voltage controller design under
both control scenarios and different case studies.

1) Fuel cell governor: First, simulations are done to verify
the governor root-locus analysis (see Fig. 11) to examine the
control parameters of PIcm and PIH2

as shown in Fig. 16
based on the FC ramp-rate (20 A/s). Fig. 16(a) depicts the
oxygen excess ratio λO2

variation when the load power ramps
up from 25% to 100% load at t = 4s. The simulation
results are aligned with the root-locus analysis for the gov-
ernor parameters selection. It is observed that the control
parameters of kp,cm = 0.02 and kp,H2

= 1.2e1 can provide
more damping in λO2

and also lower undershoot when ifc

O
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Fig. 16. Time-domain verification of the governor tuning when a ramp change
from 0.25% to 100% load power (40A/s) is applied at t = 4s in scenario I:
(a) oxygen excess ratio with kp,cm = 1 and kp,H2

= 1.2e1 results in λO2,1,
and kp,cm = 0.02 and kp,H2 = 2e1 results in λO2,2 (better damping)
respectively, (b) pressure results with the damped λO2,2.

ramps up. Moreover, according to the sensitivity analysis in
both scenarios, the coupling existed between modes related
to the FC governor state variables and FC current ifc, as
can be observed from Table. II and Table. III. The latter is
demonstrated with Fig. 16(b), where pressures instantaneously
follow ifc with the acceptable drop when the power ramp is
applied at t = 4s. The governor performance verification under
a dynamic marine load profile for both scenarios are given in
Fig. 16, where PH2

follows PO2
in a flow-controlled design.

The load profile (see Fig. 25) is designed as high magnitude
step-up, step down, ramp-up and ramp-down cycles, indicating
vessel maneuvering with different speeds, acceleration, and
docking.

2) Voltage controller: The root-locus analysis for the volt-
age control loop parameters is verified under 3 case studies.
According to Fig. 12 and Fig. 14, voltage controller param-
eters, i.e., PIpv,b and PIpv,fc contribute to the system voltage
stability during scenario I and scenario II respectively. In the
first case study (Case1), the load power is increasing step-wise
from 25% to 100% load at t = 1s. Verification of the root-
locus analysis for PIpv,b during scenario I, stable and unstable
system, is given in Fig. 18(a) and (b) respectively. Both time-
domain simulations verify the root-locus analysis, where the
dc bus voltage oscillations are well-damped with the selected
PIpv,b’s parameters, i.e., kpv,b and kiv,b. In Fig. 18(b) After
t = 1s instability is observed when kpv,b is increased, as was
shown in Fig. 12 (a), where λ12 moved towards RHP with
increasing kiv,b. The experiment is repeated for scenario II, to
demonstrate the root-locus analysis results in Fig. 14 for the
control parameters of PIpv,fc. Fig. 19 demonstrates that the
control parameters of kpv,fc = 1.25e1 and kiv,fc = 0.77 can



13

P
O

2

P
H

2

(a)

P
O

2

P
H

2

(b)

Fig. 17. Time-domain verification for the governor performance with the
governor control parameters obtained within root-locus analysis, showing the
variations of hydrogen and oxygen pressure for the ship load profile shown
in Fig. 25: (a) scenario I with kp,cm = 0.02 and kp,H2

= 2e1, and (b)
scenario II with kp,cm = 3.3e1 and kp,H2 = 66.
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Fig. 18. Case1: Time-domain verification results for dc bus voltage vdc
variation in scenario I for the step-wise load changes Pload from 25% load
to 100% at t = 1s: (a) with kpv,b = 1 and kiv,b = 525e2 results in vdc1
and with kpv,b = 10 and kiv,b = 525 results in vdc2 (better damping), (b)
unstable case with kpv,b = 15 and kivb = 525.

provide better damping in dc bus voltage vdc.
For the second case study, i.e., Case2 (see Fig. 20 and

Fig. 21), the load power ramps up from 25% to 100% load
at t = 1s, with the duration of t = 0.25s, i.e., 80A/s,
which is steeper than the FC’s ramp rate, i.e., 20A/s. The
voltage stability of the HPS was impacted by the proportional
gain of the voltage control loop in both scenarios examined
in Case1. In this context to support the analytical analysis,
the dc bus voltage vdc variation is studied under kpv,b and
kpv,fc changes. During scenario I, the battery with high power
density controls vdc; hence, the fast ramp-up load power is

v
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v
dc

4

P
Load

Fig. 19. Case1: Time-domain verification results for dc bus voltage vdc
variation in scenario II for the step-wise load changes PLoad from 25% load
to 100% at t = 1s with kpv,fc = 1.25 and kiv,fc = 0.77 results in vdc3 and
with kpv,fc = 1.25e1 and kiv,fc = 0.77 results in vdc4 (better damping).
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Fig. 20. Case2: Time-domain verification results for the dc bus voltage vdc
variation in scenario I for the ramp-up load changes Pload from 25% load to
100% at t = 1s within 0.25s, i.e., 80A/s with kpv,b = 1 and kiv,b = 525
results in vdc1 , and with kpv,b = 10 and kiv,b = 525 results in vdc2 .

supplied by the HPS without a steady-state voltage drop.
However, the dynamic response of vdc has more variation when
FC regulates vdc, illustrated in Fig. 21. This demonstrates the
effect of kpv,fc’s tuning on the system behavior. Moreover, the
latter demonstrates the analytical analysis shown in Fig. 14(a),
where λ7 moved toward RHP by increasing of kpv,fc.

Fig. 22 demonstrates the vdc dynamic responses while
varying kpv,b and kpv,fc under the transient ship load profile
as the case study 3 (Case3). The load profile includes high
magnitude ramp-up, step-down, step-up and ramp-down cy-
cles. The magnitudes are designed the same as Case1 and
Case2. As expected from the previously detailed analytical
analysis, Case3 verifies that the HPS is impacted by the
changes in the proportional gain of the voltage control loop
in both scenarios. The kpv,b and kpv,fc values in Case3 have
been selected the same as their values examined in Case1
and Case2, and the same dynamic behaviour has been seen
during the load transients. The case studies’ results are also
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k
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 =1.25e1

k
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 =1.25e2

Fig. 21. Case2: Time-domain verification results for the dc bus voltage vdc
variation in scenario II for the ramp-up load changes Pload from 25% load
to 100% at t = 1s within 0.25s, i.e., 80A/s with kpv,fc = 1.25e2 and
kiv,fc = 0.77 results in vdc3 , and with kpv,fc = 1.25e1 and kiv,fc = 0.77
results in vdc4 .
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Fig. 22. Case3: Time-domain verification results for the dc bus voltage vdc
variation in (a) scenario I with variation of control parameter kpv,b from 10 to
1, and (b) scenario II with variation of control parameter kpv,fc from 1.25e1 to
1.25 under the same sample marine load profile including ramp-up, step-wise,
and ramp-down load changes, as well as under low and high cruising speed.

aligned with the sensitivity analysis illustrated in Table. II
and Table. III. According to the tables, vdc and Xb,V state
variables contribute in λ10 in scenario I, and vdc and Xfc,V
state variables contribute strongly in λ14 in scenario II. These
particular system modes moved previously to RHP when the
load power increased (see Fig. 9).

Comparison of two implemented control scenarios demon-
strates the impact of the slower dynamic response of the
FC comparing to the battery in high power load transients.
According to Fig. 18- Fig. 22, when power load increases 75%,
vdc only has 1% variation in scenario I, and backs to a steady-
state value within 200ms, while vdc experienced 4% steady-
state error in scenario II within 400ms for the step-up load
power, and 100ms for the 80A/s ramp-up load change. In the
actual shipboard HPS operation, to ensure the system stability
and dynamic responses, the FCs are usually operated under
current mode to provide the average shipload power supply,
and batteries are under voltage control mode to maintain a
stable system dc voltage (scenario I).

B. HIL Verification

System studies and tuning are time-consuming, expensive
and potentially dangerous if against a real hardware system.
Therefore, a hardware-in-the-loop (HIL) setup is expected to
provide the real-time response of the system while at the same
time minimizing the development cycle and cost.

In this stability study, a hybrid shipboard power HIL plant
is set up to verify the system’s dynamic behaviour. The HPS
HIL platform is built in the Nanyang Technological University
(NTU) Mechatronics lab. The system-level power plant model,
including the power devices (FCs and batteries), the dc-
dc converters and the controllable load are modelled with
Matlab/Simulink environment, and run on a real-time Speed-
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B&R PLC Speedgoat Target

Shipboard HIL Power Plant

Fig. 23. HIL topology scheme.

with B&R PLC Set
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Fig. 24. HIL setup in lab environment.
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Fig. 25. Validation test for the scenario I: to compare the developed HPS’s
performance between the simulation model and the HIL plant target under
dynamic ship load profile. Note that the dashed lines indicate the simulation
model’s response.
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Fig. 26. Validation test for the scenario II: to compare the developed HPS’s
performance between the simulation model and the HIL plant target under
dynamic ship load profile. Note that the dashed lines indicate the simulation
model’s response.

TABLE IV
CONTROL PARAMETERS USED FOR THE HIL POWER PLANT

Name Scenario I Scenario II
Hydrogen governor kp,H2

2e1 kp,H2
66

Hydrogen governor ki,H2 14 ki,H2 12e1
Oxygen governor (inner loop) kp,O2

1.6e1 kp,O2
1.4e1

Oxygen governor (inner loop) ki,O2
77e-1 ki,O2

77e-1
Oxygen governor (outer loop) kp,cm 2e-2 kp,cm 3.3e1
Oxygen governor (outer loop) ki,cm 3e2 ki,cm 3e2

FC converter (inner loop) kpi,fc 10e1 kpi,fc 5e2
FC converter (inner loop) kii,fc 1e2 kii,fc 52e2
FC converter (outer loop) – – kpv,fc 1.25e1
FC converter (outer loop) – – kiv,fc 77e-2

Battery converter (inner loop) kpi,b 1e2 kpi,b 15e1
Battery converter (inner loop) kii,b 3e2 kii,b 2e2
Battery converter (outer loop) kpv,b 10 – –
Battery converter (outer loop) kiv,b 525 – –

goat target machine, which provides a real-time simulation
of the plant dynamics as well as the industrial communication
interface with Fieldbus protocols according to class rules [27].
The control signals, including power load profile, voltage
and current references, are deployed to a B&R X20CP3586
programmable logic controller (PLC). The topology diagram
of the HIL platform can be found in Fig. 23. The Profinet is
selected as the communication connection between the PLC
controller and the Speedgoat HIL plant. The HIL testbed setup
in the lab environment is shown in Fig. 24.

In the validation test, the ship load profile is designed as
the ramp-up, ramp-down, step-up and step-down cycles, which
impose the short-term transients for the stability analysis
assessment under the small perturbations. The load model
cycle’s magnitudes match those utilized in the time-domain
simulation for Case1, Case2, and Case3. Therefore, the overall
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Fig. 27. Validation test: to compare the HPS’s response between simulation
model and HIL plant target when FC and battery are in droop control with
the FC droop rate 1% and the battery droop rate 5%. Note that the dashed
lines indicate the simulation model’s response.

performance of the analytical stability analysis, time-domain
simulation, and real-time HIL simulator are examined to be
aligned. The control parameters that were verified during the
time-domain simulation, and are used for the HIL simulator
have been listed in Table. IV. As depicted in Fig. 25-27,
the test outcomes illustrate a clear alignment between the
simulation results generated by the Simulink model and the
outcomes from the HIL plant. When the load increases 60% in
t = 1s, vdc has 1% variation in scenario I (see Fig. 25), and no
voltage variations have been observed while the load follows
a ramp rate of 80A/s in t = 4s. While vdc experiences 4%
steady-state error in scenario II in t = 1s within 100ms (see
Fig. 26), and 5% steady-state error in t = 4s within 300ms.
The findings are aligned with the time-domain simulation done
in Case1 and Case2.

The HPS performance in droop mode is shown in Fig. 27
to compare with scenario I and scenario II. The tests match
the stability analysis, in which scenario I showed less dc bus
voltage deviation compared to the scenario II. The transient
rise time and steady-state power and voltage output for both
FC and battery power sources of the Simulink model align
with the HIL system. However, the output from the HIL power
plant is slightly more oscillatory compared with the pure
simulation results, which can be referred to Fig. 25 and Fig. 26.
The main reason is that the HIL system is a discretization
conversion from the Simulink model. The performance of the
HIL plant depends greatly on the computational capacity of
the target machine processor, PLC task cyclic time, and the
communication transmission bandwidth. The minor oscillation
is acceptable.

To further analyze the battery operations in both control
scenarios, the SOC is illustrated in Fig. 28. When the battery
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Fig. 28. The battery SOC variation in two implemented scenarios under the
same ship load profile used for the HIL verification..

converter control is designed with a dual control loop (con-
trolling the dc bus voltage) in Fig. 28, the change of SOC is
smoother than the other case. In both control schemes SOC
remains between the defined boundary, that is 60%-80%. The
safe working range for a battery shall be between 10-90%.
Over-charging or discharging will impact the battery life-cycle
and system operation conditions.

VI. CONCLUSION

This paper focused on the stability analysis for FC-powered
vessels and to map the dynamic interactions between the
source and load subsystems. An analytical model was devel-
oped and linearized around the operating points to assess the
HPS stability under small perturbations. The comprehensive
modal analysis was employed to identify the relative contri-
bution of a system’s state to the selected modes through the
PF calculation, which in turn simplified the control parameter
selection to expand the stable operating region of the HPS. By
employing sensitivity analysis the impact of control parameters
of the governor and converter controllers on the HPS stability
was investigated. Two control scenarios for the FC and battery
converter were considered, provided valuable insights about
expected FC dynamic interactions in marine hybrid power
system.

From the modal analysis, it was found that the PI-based
control parameters of the converter with the voltage control
loop had strong impact on the HPS stability and the eigen-
value change tendency. The study demonstrated PF of 0.9
between the dc bus voltage and the critical modes within 15%
deviation by changes in the voltage controller’s proportional
gain, caused a further coupling between subsystems’ current
state variable parameters and the dc bus voltage dynamics.
This is because the eigenvalues associated with the dc bus
and load subsystem behaves as a bridge between other dc
subsystems. Additionally, a strong coupling existed between
governor dynamics and the FC’s current state, demonstrating
the efficacy of considering the FC’s mass balance dynamics in
the HPS stability analysis. On the whole, within FC’s converter
in current mode control considering FC’s ramp rate limit,
the dc bus voltage had only 1-2% variation during transients.
However 4-5% steady-state error was recorded within FC’s
converter in voltage mode control. The HPS model was ver-
ified against time-domain simulations and a hardware-in-the-
loop (HIL) setup to replicate the real-time system behaviour.

The presented stability analysis was examined according
to the power devices data-sheet provided by the product

suppliers. The system stability is not able to guarantee if the
system constraints are exceeded, such as the power and ramp
rate limits. Moreover, for future research in the system-level
stability analysis, the control design can also include the HPS’s
physical parameters, particularly the converter inductance, and
dc bus capacitor. Finally, HIL was based on the converter
averaged model due to the limitation of the target machine
CPU capability. A further test might consider to be engaged
with a real hardware-based plant.
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LIST OF ABBREVIATIONS

FC Fuel Cell
PEMFC Proton Exchange Membrane Fuel Cell
HIL Hardware-in-the-Loop
H2 Hydrogen
O2 Oxygen
ESS Energy Storage System
dc Direct Current
HPS Hybrid Power System
PEs Power Electronics
PMS Power Management System
EEC Electric Equivalent Circuit
PF Participation Factor
EMS Energy Management System
SLD Single Line Diagram
SOC State of Charge
BoP Balance of Plant
PWM Pulse Width Modulation
RHP Right Half Plane
LHP Left Half Plane

LIST OF NOMENCLATURES

vdc dc Bus Voltage
vfc FC Voltage
ifc FC current
dfc FC dc-dc Converter Duty Cycle
PH2 Hydrogen Partial Pressure
PO2 Oxygen Partial Pressure
PIH2

Hydrogen Governor Controller
PIO2

Oxygen Governor Inner Loop Control
PIcm Oxygen Governor Outer Loop Control
λO2 Oxygen Excess Ratio
Xi Auxiliary State Variable
Pcm Compressor Partial Pressure
rfc FC Power Ramp Rate
τfc,r FC Dynamic Time Constant
PIvfc FC Outer Voltage Loop Control
PIifc FC Inner Current Loop Control
vBatt Battery Voltage
iBatt Battery current
dBatt Battery dc-dc Converter Duty Cycle
PIvb battery Outer Voltage Loop Control
PIib battery Inner Current Loop Control
iload Load Current
Pload Load Power
kdr,fc FC Droop Rate
kdr,b Battery Droop Rate
A State Matrix
B Input Matrix
pki Participation Factor
λi ith System Mode (Eigenvalue)
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