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A B S T R A C T

Data-driven machine-learning models offer considerable promise for acoustic source localization. However,
many existing models rely on training data that correlates time-of-flight (TOF) measurements with source
locations, yet they struggle to handle the complexities arising from nonlinear wave propagation in materials
with varying properties. Furthermore, these models overlook the noise and uncertainties inherent in real-
world experiments when predicting outputs. This paper aims to bridge a gap in impact localization for
such structures, particularly focusing on scenarios involving noisy field measurements. This study proposes
a framework based on probabilistic machine learning to identify impact locations, utilizing wavelet scattering
transform (WST) and Multi-Output Gaussian Process Regression (moGPR). WST extracts informative features
from Lamb waves, capturing relevant signatures for training the probabilistic machine learning model, while
moGPR estimates correlated impact location coordinates (x, y) while accounting for inherent uncertainties in
the data. To assess the proposed method’s performance in handling measurement uncertainties, an experiment
was conducted using a CFRP composite panel instrumented with a sparse array of piezoelectric transducers.
The results demonstrate that the probabilistic framework effectively addresses measurement uncertainties,
enabling reliable source location estimation with confidence intervals and providing valuable insights for
decision-making.
. Introduction

The increasing prevalence of anisotropic plates and shells within
eronautical, automotive, and wind energy applications highlights their
alue for achieving outstanding stiffness-to-weight ratios. However,
longside this growing popularity, concerns regarding the long-term
ntegrity of these composite structures have emerged. A significant
orry is their susceptibility to impact events like hail strikes, bird

ollisions, and ground support equipment interactions [1,2].
Structural health monitoring (SHM) is vital for condition-based

aintenance (CBM), promising reduced life-cycle costs and enhanced
ircraft safety. It leverages sparse ultrasonic transducer arrays employ-
ng guided ultrasonic waves (GUWs) in both active and passive modes
or microscale defect detection and localization [3]. Active mode uti-
izes acoustic actuators as the energy source, while passive mode relies
n impacts as the acoustic emission [4–6]. Sparse sensor arrays that
ransmit and receive guided ultrasonic waves (GUWs) offer exceptional
efect detection capabilities through triangulation in case of isotropic
lates [7–9].

The conventional AE source localization involves time-of-flight
TOF) measurements and subsequent calculations using non-linear

∗ Corresponding author.
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equations or error minimization [10–15]. However, this approach be-
comes computationally expensive with increasing sensors. Additionally,
TOF accuracy is critical, and minor errors can significantly impact
localization. Sources of error include systematic errors, dispersion,
noise, and temperature variations. Noise is inherent in experimental
setups, and methodological uncertainties can further hamper results.
Various approaches can be found in the literature that address the
uncertainties. Recently, [16] presented a convex model-based reduced-
order model for developing an uncertain Hankel matrix. They also
proposed a Delaunay triangulation method for position estimation in
complex trajectories [17]. Further, several advanced methods have
been developed for incorporating uncertainties into models for system
identification, position localization, and automatic control systems [18–
21]. Specifically for acoustic source localization, [22] has proposed the
probabilistic frameworks based on the Extended Kalman Filter (EKF)
and Unscented Kalman Filter (UKF) algorithm to estimate AE source
location and wave velocity for isotropic and anisotropic velocity [23,
24]. It is easier to evaluate the propagation velocity in isotropic plates
and thus the location of damage identified through evaluating time of
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flight observations. However, these techniques struggle in the case of an
anisotropic plate, as the wave velocity varies in different directions [15,
22]. The discussion highlights that traditional approaches to acoustic
emission (AE) source localization primarily rely on time-domain anal-
yses and basic signal processing techniques. These approaches provide
a foundation, but they can struggle to handle the complexities arising
from non-linear wave propagation in materials with varying properties
like anisotropic or heterogeneous materials. As a result, developing
a source localization approach that works effectively in real-world
structures remains a challenge. Several studies have proposed strategies
to improve AE source location accuracy, particularly for structures
with simple geometries in laboratory settings. These strategies include
methods based on wave velocity [25,26], methods that do not rely
on wave velocity [27–31], statistical methods [32,33], and mapping
techniques [34,35].

Recent advancements in data-driven machine learning methods of-
fer new avenues for AE source localization through Lamb wave char-
acterization. The data-driven regression models based on relevant pa-
rameters are gaining traction for AE source identification [36–38].
One prominent approach is the Bayesian framework based on Gaussian
Process (GP) regression, which has been applied for AE source local-
ization in complex structures [39]. Similarly, [40] explored Bayesian
methods and heteroscedastic Gaussian processes for improved source
localization [41]. During the training, machine learning models learn
the inherent system’s characteristics by mapping input data to de-
sired outputs. These training data for most of the models used in
the past involve time of flight measurements or statistical proper-
ties of acoustic signals like, rise time, counts, average signal levels,
and more. However, limited research is available that leverages the
Lamb wave signatures and ML models to achieve the desired output.
This paper introduces wavelet scattering transform (WST) to capture
Lamb wave signatures and generate rich feature sets for the machine
learning model [42,43]. WST offers several advantages: (1) It provides
resolutions in both time and frequency domains, making it robust to
signal variations. (2) WST features remain stable even with signal
deformations, ensuring reliable analysis. (3) It retains high-frequency
information crucial for classification tasks.

Furthermore, [44] identified three key properties desired for feature
extraction in machine learning models: multiscale representation, hi-
erarchical symmetry linearization, and sparse representation. Notably,
WST possesses all these properties, making it well-suited for the pro-
posed AE source localization framework. Despite adopting a robust
feature extractor for capturing intrinsic Lamb wave signatures, the
source location is two-dimensional and a correlation exists between
coordinates. While [30] explored separate models for each source
location coordinate using an energy-based approach, deep learning
offers an alternative. Multi-layer perceptron (MLP) models can handle
correlated outputs, but they have limitations: (1) Large training data
requirements, (2) Inability to incorporate uncertainties in data and
modeling and (3) Lack of probabilistic source location estimates

This research addresses a gap in impact localization for anisotropic
composite structures, particularly when dealing with noisy field mea-
surements. We propose a novel framework utilizing probabilistic ma-
chine learning to identify the impact location. This study leverages
wavelet scattering transform (WST) to generate a feature matrix that
captures relevant Lamb wave signatures for training the machine learn-
ing model. Notably, the impact location coordinates (x, y) are inher-
ently correlated. Traditional algorithms like Gaussian Process Regres-
sion (GPR) can handle input–output correlations, but they struggle with
correlated outputs [45,46]. The proposed framework is compared with
the five other approaches present in the literature. Here, the paper
employs multi-output Gaussian Process Regression (moGPR) due to its
suitability for handling correlated data, such as the relationship be-
tween impact location coordinates (x, y) and Lamb wave signatures in
anisotropic composites. Compared to conventional and MLP methods,
2

the proposed moGPR framework presents the following advantages:
1. Uncertainty incorporation: moGPR inherent Gaussian structure
allows it to incorporate noise and uncertainties present in real-
world data.

2. Confidence Intervals: Unlike deterministic methods, moGPR pro-
vides confidence intervals for estimated impact locations, aiding
decision-making processes.

3. Data Efficiency: moGPR requires sparse data for training com-
pared to AI methods like multi-layer perceptron methods which
are data-hungry. Further, it avoids issues like vanishing or ex-
ploding gradients, making it well-suited for scenarios with lim-
ited data.

Overall, this framework offers a robust, reliable, and efficient so-
lution for impact localization within the Structural Health Monitoring
(SHM) framework for anisotropic composite structures, especially in the
presence of noisy data.

2. Methodology

This work introduces a novel, automated probabilistic framework
for impact localization in anisotropic composites. The framework lever-
ages wavelet scattering transform (WST) and multi-output Gaussian
process regression (moGPR) to account for measurement and process
uncertainties inherent in experiments [47]. WST extracts informative
features from Lamb waves, enabling moGPR to map these signatures to
the estimated impact location. The proposed framework is applied to a
carbon fiber-reinforced polymer (CFRP) composite panel instrumented
with a sparse array of piezoelectric transducers. The details of the
methodology are discussed below:

2.1. Wavelet scattering transformation

The wavelet scattering transform reconstructs the signal which are
translation invariant, stable, and informative. Its robustness to defor-
mations and ability to preserve class discriminability make it preferable
for the feature extraction of Lamb wave signatures. Notably, prior stud-
ies [48–51] have showcased its exceptional practical performance in
classification contexts. In line with the conventions established by [51],
let us denote the signal under analysis as 𝑓 (𝑡). Here, the low-pass filter
𝜙 and wavelet function 𝜓 are tailored to construct filters encompassing
the signal frequencies. Specifically, 𝜙𝐽 (𝑡) represents the low-pass filter
acilitating local translation-invariant descriptions of 𝑓 at a predefined
cale 𝑇 , while 𝛬𝑘 denotes the wavelet index family with octave fre-
uency resolution 𝑄𝑘. Through dilation of the wavelet 𝜓 , the multiscale
igh-pass filter banks

{

𝜓𝑗𝑘
}

𝑗𝑘∈𝛬𝑘
are constructed.

In this research, a wavelet scattering transform is deployed, which
ndergoes iterations involving traditional wavelet transforms, nonlin-
ar modulus operations, and averaging operators. The initial convolu-
ion 𝑆0𝑓 (𝑡) = 𝑓 × 𝜙𝐽 (𝑡) produces a local translation-invariant feature
f 𝑓 , yet it leads to the loss of high-frequency information. To address
his, a wavelet modulus transform, outlined in Eq. (1), is employed to
ecover the lost high frequencies.

𝑊1|𝑓 = {𝑆0𝑓 (𝑡), |𝑓 × 𝜓𝑗1 (𝑡)|}𝑗1𝜖𝛬1
(1)

The first-order and second-order scattering coefficients are obtained
y averaging the wavelet modulus coefficients with 𝜙𝐽

1𝑓 (𝑡) = {|𝑓 × 𝜓𝑗1 | × 𝜙𝐽 (𝑡)}𝑗1𝜖𝛬1
2𝑓 (𝑡) = {||𝑓 × 𝜓𝑗1 | × 𝜓𝑗2 | × 𝜙𝐽 (𝑡)}𝑗𝑖𝜖𝛬𝑖 , 𝑖 = 1, 2.

(2)

To recover the information lost by averaging, noting that 𝑆1𝑓 (𝑡) can
e seen as the low-frequency component of |𝑓 × 𝜙(𝑗1)|, we can extract
omplementary high-frequency coefficients by Eq. (3)

𝑊 ||𝑓 × 𝜓 | = {𝑆 𝑓 (𝑡), ||𝑓 × 𝜓 | × 𝜓 (𝑡)|} (3)
2 𝑗1 1 𝑗1 𝑗2 𝑗2𝜖𝛬2
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Fig. 1. A wavelet scattering network in the tree mode.
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Thus, by iterating the process, we obtain

𝑚𝑓 (𝑡) = {|||𝑓 × 𝜓𝑗1 | ×⋯ | × 𝜓𝑗𝑚 |}𝑗𝑖𝜖𝛬𝑖 , 𝑖 = 1, 2,… , 𝑚. (4)

Averaging 𝑈𝑚𝑓 (𝑡) with 𝜙𝐽 gives the 𝑚th − 𝑜𝑟𝑑𝑒𝑟 scattering coeffi-
ients

𝑚𝑓 (𝑡) = {|||𝑓 × 𝜙𝑗1 | ×⋯ | × 𝜙𝑗𝑚 | × 𝜙𝐽 (𝑡)}𝑗𝑖𝜖𝛬𝑖 , 𝑖 = 1, 2,… , 𝑚. (5)

This scattering process in the tree mode is illustrated in Fig. 1. The
inal scattering matrix is given as

𝑓 (𝑡) = {𝑆𝑚𝑓 (𝑡)}0≤𝑚≤𝑙 (6)

This aggregates scattering coefficients of all orders to describe the
eatures of an input signal, where l is the maximal decomposition order.

The network achieves translation invariance up to a tunable scale,
hanks to the averaging effect of the low-pass filter 𝜙𝐽 . Additionally, the
eatures, 𝑆𝑓 (𝑡), inherit stability to local deformations from the wavelet
ransform. This makes scattering decomposition ideal for capturing
ubtle changes in Lamb wave signals which are crucial for damage
ssessment in anisotropic composite panels but difficult to measure
irectly. Therefore, this study leverages a wavelet scattering network to
enerate robust representations of Lamb wave signatures. Furthermore,
t can be shown that the energy in scattering coefficients rapidly
iminishes with increasing layer depth, with nearly 99% concentrated
n the first two layers [49,51]. To exploit this property and signifi-
antly reduce computational complexity, we employed a second order
cattering network for Lamb wave feature extraction.

.2. Gaussian process regression

In Gaussian process regression, observations are characterized using
ptimized mean functions and covariance, or kernel functions [52].
ypically, for many tasks, the mean function is set to zero, and obser-
ations are trained solely using the kernel function. Let the dataset be
odeled as 𝑓 (𝐱) ∼ 𝐺𝑃

(

𝑚 (𝐱) , 𝜅
(

𝐱, 𝐱′
))

, where 𝑚(𝑥) = 𝐄 [𝑓 (𝐱)] denotes
the mean function, and 𝜅

(

𝐱, 𝐱′
)

= 𝐄
[

(𝑓 (𝐱) − 𝑚 (𝐱))
(

𝑓
(

𝐱′
)

− 𝑚
(

𝐱′
))𝑇

]

represents the kernel or covariance function. Consequently, for a finite
set of observations, this process is jointly Gaussian, given by:

𝑝 (𝐟 |𝐗) =  (𝐟 |𝜇,𝐊) (7)

where 𝐾𝑖𝑗 = 𝜅
(

𝐱𝑖, 𝐱𝑗
)

and 𝜇 =
(

𝑚
(

𝐱1
)

,… , 𝑚
(

𝐱𝑁
))

. Consider a training
dataset  =

{(

𝐱𝑖, 𝑓𝑖
)

, 𝑖 = 1 ∶ 𝑁
}

, where 𝑓𝑖 = 𝑓
(

𝐱𝑖
)

denotes the noise-
free observation of the function evaluated at 𝐱𝑖. Given a test set 𝐗∗ of
size 𝑁∗ ×𝐷, the objective is to predict the function outputs 𝐟∗. As per
the definition of the Gaussian process, the joint distribution follows the
specified form.
(

𝐟
𝐟∗

)

∼ 
((

𝜇
𝜇∗

)

,
(

𝐊 𝐊∗
𝐊𝑇

∗ 𝐊∗∗

))

(8)

where 𝐊 = 𝜅 (𝐗,𝐗) is 𝑁 × 𝑁,𝐊∗ = 𝜅
(

𝐗,𝐗∗
)

is 𝑁 × 𝑁∗, and 𝐊∗∗ =
𝜅
(

𝐗 ,𝐗
)

is 𝑁 ×𝑁 . Using Bayesian transformation, the posterior can
3

∗ ∗ ∗ ∗
be written as
𝑝
(

𝐟∗ ∣ 𝐗∗,𝐗, 𝐟
)

= 
(

𝐟∗ ∣ 𝜇∗,Σ∗
)

𝜇∗ = 𝜇
(

𝐗∗
)

+𝐊𝑇
∗𝐊

−1 (𝐟 − 𝜇 (𝐗))
Σ∗ = 𝐊∗∗ −𝐊𝑇

∗𝐊
−1𝐊∗

(9)

In scenarios involving noisy observations, the covariance matrix 𝐊 is
adjusted incorporating the noise variance 𝜎2𝑦 by adding it to the diago-

nal elements, resulting in 𝐊 + 𝜎2𝑦𝐈𝑁
Δ
= 𝐊mod. The squared exponential

kernel is defined as:

𝑘(𝑥1, 𝑥2) = 𝜎2 exp

(

−
‖

‖

𝑥1 − 𝑥2‖‖
2

2𝑙2

)

(10)

where, 𝑙 > 0 and 𝜎2 > 0 are the length scale and variance parameters.
With its robust capabilities, Gaussian Process Regression (GPR)

stands out as a powerful probabilistic machine learning tool adept at
capturing inherent uncertainties and offering probabilistic estimates.
This makes it highly suitable for impact localization tasks. However,
it is worth noting that GPR is limited in its ability to provide multiple
outputs, such as simultaneous 𝑥 and 𝑦 coordinates, and tends to over-
ook correlations between these outputs. To address the shortcomings,
his paper proposes a probabilistic framework based on the multi-
utput Gaussian process regression (moGPR) for impact localization.
he detailed mathematics of the moGPR is illustrated in the next
ection.

.3. Multi-output Gaussian process regression

The GPR model for observations with noise in a single-output
cenario is described by 𝑦(𝑥𝑖) = 𝑓 (𝑥𝑖) + 𝜖𝑖, where 𝑓 (𝑥) ∼ 𝐺𝑃 (0, 𝑘(𝑥, 𝑥′))

and the noise 𝜖𝑖 ∼  (0, 𝜎2). Given a training set 𝐷 = {(𝑥𝑖, 𝑦(𝑥𝑖))|𝑖 =
1, 2,… , 𝑁}, the joint distribution of these noisy observations can be
formulated as follows:

⎡

⎢

⎢

⎣

𝑦
(

𝐱1
)

⋮
𝑦
(

𝐱𝑁
)

⎤

⎥

⎥

⎦

∼ 
⎛

⎜

⎜

⎝

⎡

⎢

⎢

⎣

0
⋮
0

⎤

⎥

⎥

⎦

,
⎡

⎢

⎢

⎣

𝑘
(

𝐱1, 𝐱1
)

⋯ 𝑘
(

𝐱1, 𝐱𝑁
)

⋮ ⋱ ⋮
𝑘
(

𝐱𝑁 , 𝐱1
)

⋯ 𝑘
(

𝐱𝑁 , 𝐱𝑁
)

⎤

⎥

⎥

⎦

+ 𝜎2
⎡

⎢

⎢

⎣

1 ⋯ 0
⋮ ⋱ ⋮
0 ⋯ 1

⎤

⎥

⎥

⎦

⎞

⎟

⎟

⎠

(11)

The hyperparameters of the kernel function are optimized through
Bayesian optimization, and the prediction can be made through cal-
culating the posterior 𝑝

(

𝑓
(

𝐱∗
)

∣ 𝐲
)

. Here, it should be noted that
there is only a single dimension of the output (𝑦) predicted using
a single kernel function (𝜅). Let us suppose that for the same in-
put parameters, (𝑥𝑖) and the observations have two dimensions that
are correlated. Thus, the observations are modeled using 𝑦1

(

𝑥𝑖
)

=
𝑓1

(

𝑥𝑖
)

+ 𝜖𝑖 and 𝑦2
(

𝑥𝑖
)

= 𝑓2
(

𝑥𝑖
)

+ 𝜖𝑖. The training dataset will now
be represented as 𝐷1 =

{(

𝑥𝑖, 𝑦1(𝑥𝑖)
)

| 𝑖 = 1, 2,… , 𝑁
}

and 𝐷2 =
{(

𝑥𝑖, 𝑦2(𝑥𝑖)
)

| 𝑖 = 1, 2,… , 𝑁
}

, where the joint distribution is given by
𝑦1 𝑁

(

0, 𝑘1 + 𝜎21𝐼
)

and 𝑦2 𝑁
(

0, 𝑘2 + 𝜎22𝐼
)

respectively. It can be written
combined as follows:
[

𝑦1
]

∼ 

([

0
]

,

[

𝑘1 𝑐𝑜𝑣
(

𝑓1
(

𝑥𝑖
)

⋅ 𝑓2
(

𝑥𝑖
))

( ( ) ( ))

]

𝑦2 0 𝑐𝑜𝑣 𝑓1 𝑥𝑖 ⋅ 𝑓2 𝑥𝑖 𝑘2
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[

𝜎21𝐼 0
0 𝜎22𝐼

])

(12)

The cross terms of the kernel matrix are difficult to calculate and
epend on the different configurations of inputs and the correlation
f outputs. These covariance functions that relate to the correlation in
he output domain are evaluated through the concept of interdomain
aussian process and coregionalization [53]. In the current work, the
utputs are considered as the interrelated elements of the constitutive
atrix. Therefore, these quantities rely on a transformation of 𝑓 (⋅) to a

different domain giving rise to the interdomain Gaussian process. Once
again, multi-output function is denoted by 𝑓𝑝(𝐱) which is the 𝑝th output
of 𝑓 (⋅) at the input 𝐱. A prior over such functions is a multioutput
Gaussian process [54] when the distribution of a vector of values is

𝐟 =
{

𝑓𝑝𝑛
(

𝐱𝑛
)

}𝑁

𝑛=1
, 𝐟 ∈ R𝑁 (13)

is Gaussian distributed. Here, 𝐱𝑛 is the input and the corresponding
output 𝑝𝑛. The kernels for the multioutput Gaussian process on the
input space  is written as:

𝑘 ∶  ×  → R, 𝑘
(

𝐱, 𝐱′
)

= C𝑓 (⋅)
[

𝑓 (𝐱), 𝑓
(

𝐱′
)]

, (14)

where a covariance matrix for all outputs is returned [55,56]. In an
alternative approach that is used in this paper, the index of the multiple
output is treated as another input. In other words, multioutput kernels
are functions on the input space  extended by the index of the output,
represented as follows:

𝑘 ∶ ( ,N) × ( ,N) → R, C𝑓 (⋅)
[

𝑓𝑝(𝐱), 𝑓𝑝′
(

𝐱′
)]

= E𝑓 (⋅)
[

𝑓𝑝(𝐱)𝑓𝑝′
(

𝐱′
)]

= 𝑘
(

𝐱, 𝑝,
{

𝐱′, 𝑝′
})

(15)

Now, it is also important to discuss priors on the correlations
between multiple outputs [54]. The approach used in this paper is
linear model of coregionalization [57]. The multi-output function 𝑓 (⋅)
from a linear transformation 𝑊 ∈ R𝑃×𝐿 of L independent functions
𝑔𝓁(⋅) as:

𝑔𝓁 (⋅) ∼ 
(

0, 𝑘𝓁
(

⋅, ⋅′
))

𝑔 (𝐱) =
{

𝑔𝓁 (𝐱)
}𝐿
𝓁=1

𝑓 (𝐱) = 𝑊 𝑔(𝐱)

(16)

with 𝑓 (𝐱) ∈ R𝑃 and 𝑔(𝐱) ∈ R𝐿. Thus, the covariance is rewritten as the

𝑘
(

𝐱, 𝑝,
{

𝐱′, 𝑝′
})

= E𝑔
[

[

𝑊 𝑔(𝐱)𝑔
(

𝐱′
)⊤𝑊 ⊤

]

𝑝𝑝′

]

=
𝐿
∑

𝓁=1
𝑊𝑝𝓁𝑘𝓁

(

𝐱, 𝐱′
)

𝑊𝑝′𝓁

(17)

To effectively handle correlated outputs and uncertainties, the re-
search framework employs moGPR as a robust probabilistic machine
learning solution for mapping Lamb wave signatures to acoustic source
locations.

3. Experimental study

The proposed probabilistic framework is validated through an ex-
periment on carbon-fiber-reinforced polymer (CFRP) composites as
shown in Fig. 2(a). This research utilizes an anisotropic CFRP composite
panel, with a nominal thickness of 2 mm and dimensions of 600 mm
by 600 mm. To simulate the impacts, a Teflon sphere with a diameter
of 13.4 mm and weight of 10 g is employed, dropped from a height
of 0.3 m onto the panel to generate acoustic waves. These waves are
then captured by five strategically placed piezoelectric sensors labeled
S1 through S5, positioned based on specific coordinates to optimize the
detection of acoustic emissions generated from the impacts. Consider-
ing the origin in the bottom left corner of the square composite, the
4

location of piezoelectric sensors on the composite panel is highlighted
Table 1
Details of the location of piezoelectric sensors on
composite panel.
Sensor X ordinate (mm) Y ordinate (mm)

S1 75 75
S2 305 75
S3 535 75
S4 19 535
S5 42 535

in Table 1. Here, Teflon sphere is used because of its low impedance
value that results in reduced reverberations providing a cleaner and
more easily analyzable acoustic emission signal. Additionally, Teflon’s
softer nature makes it a safer choice for non-destructive testing of
composite materials.

The procedure begins with the calibration and setup of the sen-
sors on the panel, ensuring their placement adheres to the specified
coordinates for optimal spatial coverage. Impacts are then generated
at various points on the panel, specifically at intersecting nodes cre-
ated by grid lines as illustrated in schematic diagrams as shown in
Fig. 2(b). This methodical approach to generating impacts across the
panel ensures a rich dataset of varying impact locations, critical for
the training and validation of the moGPR algorithm. The acoustic
emissions recorded by the sensors form the primary dataset, which is
subsequently processed using wavelet scattering transform. By splitting
the dataset into training and testing subsets with a ratio of 80:20,
the experimental setup facilitated the development and optimization of
the proposed probabilistic machine learning framework while enabling
a thorough assessment of their accuracy and reliability in localizing
damage in anisotropic plates based on acoustic emission signals. The
details of the proposed framework are illustrated in the next section.

4. Proposed algorithm

This work proposes a unified framework for feature extraction
and modeling leveraging the wavelet scattering transform and multi-
output Gaussian process regression. The framework is stochastic and
is designed particularly to handle sparse data perturbed by noise and
uncertainty in the observations. The earlier methods in acoustic source
localization have predominantly focused on a time of flight observa-
tions and do not directly analyze the waveform captured by sensors
for feature extraction. These methods are foundational, however lack
in handling the intricate nature of acoustic responses, especially in
complex materials or under variable environmental conditions. Further,
the traditional approaches use single-output prediction models, which
neglect the correlation between the output variables, leading to less
accurate localization. Thus, this algorithm employs wavelet scattering
transform, which extracts robust and discriminating features that are
inherently more capable of capturing the subtle anomaly and non-
linear characteristics of these signals compared to traditional methods.
Moreover, the moGPR is introduced to consider model multiple outputs
corresponding to the spatial coordinates of acoustic source locations
and the correlation between output parameters as well as the uncertain-
ties in the input parameters. Thus, uncertainties are incorporated that
help in the estimation of output distribution instead of a point estimate
leading to uncertainty quantification as well. The primary steps for the
proposed algorithm are listed below and are graphically represented in
Fig. 3.

Step 1 - Pre-processing. The algorithm begins with the pre-processing
of raw sensor data. This stage involves filtering to remove noise and
irrelevant frequencies. Further, normalization is then applied to ensure
uniformity in signal amplitude across all sensors, which is crucial for
the subsequent feature extraction and modeling phases.
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Fig. 2. The experiment is conducted on the composite panel with mounted piezoelectric sensors as shown in (a) and the impact locations are the grid points as provided in (b).
Fig. 3. Flow chart illustrating the complete algorithm for probabilistic estimation of acoustic source location.
Step 2 - Feature extraction with wavelet scattering. Wavelet scattering
transformation decomposes the normalized signal into zeroth order,
first order, and second order frequency spectrum. This 3rd order de-
composition provides a deeper understanding of signals. The 1st order
focuses on the overall energy distribution, the 2nd order captures
modulations within the signal, 3rd order captures higher-order inter-
actions which potentially differentiate between closely spaced features
in the signal. Thus, we obtain rich feature matrix which is mapped to
the location of acoustic source through multi-output Gaussian process
regression (moGPR).

Step 3 - Data structuring for moGPR. Once the training feature matrix is
developed, the outputs as well as input feature matrix are reorganized
to fit into a structured format of coregionalisation kernel in moGPR.
The target variables are defined as the known source locations during
the model training phase, facilitating the moGPR model’s learning
process.

Step 4 - moGPR model training. The structured data serves as the
input training dataset to the moGPR model. This phase involves train-
ing the model on the extracted feature matrix and their correspond-
ing source locations. Unlike traditional Gaussian process regression,
moGPR is adept at handling multiple outputs that incorporates the cor-
relations between impact locations. The hyperparameters are optimized
through global optimization methods and model accuracy is evaluated
on validation set.
5

Step 5 - Source localization using trained moGPR model. For new AE
events, the algorithm extracts features using the same wavelet scat-
tering process and inputs them into the trained moGPR model. The
model then predicts the locations of the AE sources based on these
features, leveraging its learned correlations and the robustness of the
wavelet-transformed features.

This proposed method accurately localizes AE sources and has been
compared with traditional approaches as discussed in the next section.

5. Results and discussion

The proposed framework, which integrates the wavelet scattering
transform with multi-output Gaussian process regression (moGPR),
was rigorously tested through an experimental study as previously
described. To evaluate the effectiveness of this framework, the study
compared it against several alternative approaches. These include com-
binations of time of flight (TOF) with artificial neural networks (ANN),
TOF with Gaussian process regression (GPR), TOF with multi-output
Gaussian process regression (moGPR), as well as the integration of
wavelet scattering transform (WST) with ANN, WST with GPR, and
WST with moGPR. The experimental results showcase the typical acous-
tic response captured by five sensors (S1 to S5) following the impact of
a Teflon sphere on a CFRP (Carbon Fiber Reinforced Polymer) surface,
as illustrated in Fig. 4 The authors have presented the results obtained
from these approaches into two categories based on feature-extracting
technique (A) Time of flight (TOF) of acoustic response and (B) Wavelet



Measurement 236 (2024) 115078S. Ojha et al.

s
e
f
i
d

√

j
l
c
p
o

o
t
1
T
i
t
T
t

5

G
r
t
a
A
m
p
t

Fig. 4. The typical acoustic response obtained through five sensors when Teflon sphere provides impact to the CFRP composite.
cattering transform for extracting Lamb wave signatures. For feature
xtraction of the first category, the research uses a methodical approach
or determining the signal’s arrival time through the threshold cross-
ng of its envelope. The process of calculating the envelope involves
efining the analytic signal 𝑥𝐴(𝑡) for a given real signal 𝑥(𝑡), which is

expressed as:

𝑥𝐴(𝑡) = 𝑥(𝑡) + 𝑖 ⋅ 𝑥𝐻 (𝑡) (18)

In this equation, 𝑖 stands for the square root of −1, and 𝑥𝐻 (𝑡) represents
the Hilbert transform of 𝑥(𝑡), given by:

𝑥𝐻 (𝑡) = 1
𝜋 ∫

∞

−∞
𝑥(𝜏) ⋅ 1

𝑡 − 𝜏
𝑑𝜏 (19)

Subsequently, the signal’s envelope, 𝐴(𝑡), is derived using 𝐴(𝑡) =
𝑥(𝑡)2 + 𝑥𝐻 (𝑡)2. The time of flight is accurately determined at the

uncture where the signal’s envelope exceeds a predetermined threshold
evel (𝐴𝑡), which, in this paper, is set at 0.1 V. The intention of dis-
ussing the results from the time of flight approaches is to compare the
roposed framework (WST + moGPR) with the traditional approaches
f feature extraction.

A Teflon sphere is dropped on 82 different locations of the plate
ut of which acoustic response from the 72 locations are used for
raining the probabilistic machine learning models and the remaining
0 are used for testing and validating the model prediction accuracy.
he collocation points described as training and testing points are

llustrated in Fig. 5. The points marked with a star in red color are
he testing points and the dots in blue color show the training points.
he next subsections will discuss the result of impact localization for
hese two categories.

.1. Impact localization using time of flight (TOF) of acoustic response

In this section, we have utilized the artificial neural network (ANN),
aussian process regression (GPR), and multi-output Gaussian process

egression for mapping the time of flight response to the source loca-
ions. ANN has the limitation that it does not account for uncertainties
rises due to perturbations in the time of flight observations. The
NN model has five inputs comprised of time of flight information
easured from 5 sensors installed on the CFRP plate. The network
redicts two outputs corresponding to the x- and y- coordinates of
he estimated locations inherently accounting the correlation between
6

Fig. 5. Training and testing collocation points used for training and validation of the
proposed probabilistic machine learning framework.

coordinates. The prediction made by the ANN model using time of
flight observations is illustrated graphically in Fig. 6(a). Further, the
next model used for comparison is Gaussian process regression which
is probabilistic in nature, however, does not account the correlation
among coordinates. The GPR uses a radial basis kernel function for the
input–output mapping. The paper proposes the multi-output Gaussian
process regression (moGPR) for accounting the correlation among coor-
dinates and uncertainties in measurement. The prediction made by GPR
and moGPR models is graphically illustrated in Fig. 6 (b,c). Moreover,
the estimated values of X and Y ordinates with ANN, GPR, moGPR
model and standard deviation obtained using GPR, moGPR model is
provided in Table 2.

To evaluate the accuracy of the results, the absolute error in the
respective direction and a displacement error function 𝜖𝑟 based on root-
mean-square error is defined as 𝜀𝑟 =

√

(

𝜇𝑥 − 𝑥
)2 +

(

𝜇𝑦 − 𝑦
)2 where,

(𝑥, 𝑦) are the true impact coordinates and
(

𝜇𝑥, 𝜇𝑦
)

are the estimated

coordinates. Table 3 summarizes the absolute error and displacement
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Fig. 6. True and estimated locations of the testing points using (a) TOF + ANN, (b) TOF + GPR, and (c) TOF + moGPR approaches. The bubble in sky blue color as shown in
(b) and (c) are the standard deviation obtained using the probabilistic model.
Fig. 7. This figure demonstrate (a) the net error 𝜖𝑟, and (b) standard deviation obtained using TOF + ANN, TOF + GPR, and TOF + moGPR. It can be clearly seen that error
obtained for the GPR case is large as it does not account the correlation in the output. Similarly, the standard deviation in case of GPR is high.
Table 2
True and estimated coordinates obtained using time of flight based frameworks.
True Predicted locations (cm)

locations (cm) ANN GPR moGPR

x y 𝜇𝑥 𝜇𝑦 𝜇𝑥 𝜇𝑦 𝜎 𝜇𝑥 𝜇𝑦 𝜎

15 44 19.228 44.523 18.479 34.758 1.910 16.887 46.074 2.168
45 44 42.330 34.596 43.650 36.801 0.464 47.218 38.055 1.414
15 38 16.574 40.776 22.591 42.791 3.504 16.542 40.310 2.328
15 32 12.832 35.113 12.225 38.233 4.406 14.382 34.748 2.418
35 32 37.459 32.064 23.511 25.086 7.010 36.358 36.274 4.040
15 26 11.489 26.726 10.275 29.243 4.044 14.110 26.480 2.254
45 26 53.657 22.196 39.203 11.599 6.126 54.769 27.252 5.348
35 20 41.702 15.093 41.879 18.471 1.098 38.661 19.068 1.826
20 29 18.116 29.877 13.528 33.398 3.494 19.217 24.049 2.280
30 23 32.442 20.788 24.577 17.934 5.084 32.730 24.849 3.180
.

error obtained in estimating the location of impact using data-driven
ANN, GPR, moGPR. It is observed from Table 3 that the performance
of the data-driven ANN, GPR with time of flight observations in the
prediction of AE source location is very poor in comparison of TOF
plus moGPR combination with an average error of 5.0202, 8.9955,
4.2178 cm. This clearly indicates the results of moGPR shows improve-
ment relative of ANN and GPR results. Further, the error chart and
difference in standard deviation are provided in Fig. 7. It shows that
the error obtained in the case of GPR is enormous as it cannot account
for the output correlation.

5.2. Impact localization using Lamb wave signature directly through WST

In this section, we have utilized the artificial neural network (ANN),
Gaussian process regression (GPR), and multi-output Gaussian process
regression for mapping the Lamb wave signature represented by feature
matrix of wavelet scattering transform to the source locations. The
typical results obtained for the second-order WST is illustrated in Fig. 8

The feature matrix is developed using WST which is flattened before
submitting it to machine learning models. The ANN model has input
whose size is compatible with the flattened array that comprises WST
7

Table 3
Absolute and net error obtained using time of flight based frameworks for testing points

ANN GPR moGPR

𝜖𝑥 𝜖𝑦 𝜖𝑟 𝜖𝑥 𝜖𝑦 𝜖𝑟 𝜖𝑥 𝜖𝑦 𝜖𝑟
4.228 0.523 4.260 3.479 9.241 9.875 1.887 2.074 2.804
2.669 9.403 9.775 1.350 7.198 7.324 2.218 5.944 6.345
1.574 2.776 3.191 7.591 4.791 8.977 1.542 2.310 2.777
2.167 3.113 3.793 2.774 6.233 6.822 0.617 2.748 2.816
2.459 0.064 2.460 11.488 6.913 13.408 1.358 4.274 4.485
3.510 0.726 3.585 4.724 3.243 5.730 0.890 0.480 1.011
8.657 3.803 9.455 5.796 14.400 15.523 9.769 1.252 9.849
6.702 4.907 8.307 6.879 1.528 7.047 3.661 0.931 3.778
1.883 0.877 2.077 6.471 4.398 7.825 0.782 4.950 5.012
2.442 2.212 3.295 5.422 5.065 7.420 2.730 1.849 3.298

rich feature matrix. The network predicts two outputs corresponding to
the x- and y-coordinates of the estimated locations inherently account-
ing for the correlation between coordinates. The prediction made by the
ANN model using time of flight observations is illustrated graphically
in Fig. 9(a). Further, the next model used for comparison is Gaussian
process regression which is probabilistic in nature, however, does not
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Fig. 8. The decomposition of signal through wavelet scattering transform (a) original acoustic response, (b) zeroth order coefficients, (c) first-order coefficients, and (d) second-order
coefficients. This decomposition represents the Lamb wave signatures which is mapped to the source locations using probabilistic machine learning frameworks.
Fig. 9. True and estimated locations of the testing points using (a) WST + ANN, (b) WST + GPR, and (c) WST + moGPR approaches. The bubbles in sky blue color as shown in
(b) and (c) are the standard deviation obtained using the probabilistic model.
Table 4
True and estimated coordinates obtained using wavelet scattering-based frameworks.
True Predicted locations (cm)

locations (cm) ANN GPR moGPR

x y 𝜇𝑥 𝜇𝑦 𝜇𝑥 𝜇𝑦 𝜎 𝜇𝑥 𝜇𝑦 𝜎

15 44 20.060 54.652 15.390 53.768 2.520 13.616 42.460 2.016
45 44 56.751 51.745 53.063 47.016 2.790 47.001 41.838 2.034
15 38 15.060 40.250 14.675 38.985 1.430 14.857 37.297 1.162
15 32 12.736 32.073 13.524 31.352 1.635 16.046 32.329 1.294
35 32 28.594 32.730 30.917 35.143 1.680 30.754 34.625 1.292
15 26 13.386 29.387 13.041 30.077 1.325 12.304 29.230 1.100
45 26 30.100 26.762 33.912 32.954 2.150 36.693 31.023 1.668
35 20 35.985 22.467 36.537 20.630 2.855 35.921 20.445 0.580
20 29 20.019 25.335 18.007 22.470 3.390 17.660 30.882 2.166
30 23 31.472 19.699 32.292 21.651 3.075 29.176 22.150 2.670
account for the correlation amount coordinates. The GPR uses a radial
basis kernel function for the input–output mapping. The paper proposes
a novel framework that constitutes the wavelet scattering transform
(WST) with multi-output Gaussian process regression (moGPR) for
accounting the correlation among coordinates and uncertainties in
measurement. The prediction made by GPR and moGPR models is
graphically illustrated in Fig. 9 (b,c). Moreover, the estimated values
8

of X and Y ordinates with ANN, GPR, moGPR model and standard
deviation obtained using GPR, moGPR model is provided in Table 4.

The accuracy of the results is evaluated in the same fashion as
discussed in the previous section. Table 5 summarizes the absolute error
and displacement error obtained in estimating the location of impact
using data-driven ANN, GPR, moGPR. It is observed from Table 5
that the performance of the data-driven ANN, GPR with time of flight
observations in the prediction of AE source location is very poor in
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Fig. 10. This figure demonstrate (a) the net error 𝜖𝑟, and (b) standard deviation obtained using WST + ANN, WST + GPR, and WST + moGPR. It can be clearly seen that the
proposed approach WST + moGPR has the minimum error relative to other approaches as well as the standard deviation obtained are within practical limits.
Table 5
Absolute and net error obtained using wavelet scattering transform-based frameworks for testing points.
ANN GPR moGPR

𝜖𝑥 𝜖𝑦 𝜖𝑟 𝜖𝑥 𝜖𝑦 𝜖𝑟 𝜖𝑥 𝜖𝑦 𝜖𝑟
5.060 10.652 11.793 0.390 9.768 9.776 1.383 1.539 2.069
11.751 7.745 14.074 8.063 3.016 8.609 2.001 2.161 2.946
0.060 2.250 2.251 0.324 0.985 1.037 0.143 0.702 0.716
2.263 0.073 2.265 1.475 0.647 1.611 1.046 0.329 1.097
6.405 0.730 6.447 4.082 3.143 5.152 4.245 2.625 4.991
1.613 3.387 3.752 1.958 4.077 4.522 2.695 3.230 4.207
14.899 0.762 14.919 11.087 6.954 13.088 8.306 5.023 9.707
0.985 2.467 2.657 1.537 0.630 1.661 0.921 0.445 1.022
0.019 3.664 3.664 1.992 6.529 6.826 2.339 1.882 3.003
1.472 3.300 3.614 2.292 1.348 2.659 0.823 0.849 1.183
Table 6
The final comparison of average and maximum error obtained while
estimating source locations using different approaches.
Framework Average error (cm) Maximum error (cm)

TOF + ANN 5.020 9.775
TOF + GPR 8.995 15.523
TOF + moGPR 4.217 9.849
WST + ANN 6.543 14.919
WST + GPR 5.494 13.088
WST + moGPR 3.094 9.707

comparison of WST plus moGPR combination with an average error of
6.543, 5.494, 3.094 cm. This clearly indicates the results of moGPR are
far superior relative of ANN and GPR results. Further, the error chart
and the difference in standard deviation obtained for WST frameworks
are provided in Fig. 10.

5.3. Comparison of results of impact localization using TOF and Lamb wave
signatures directly

The results obtained from WST + moGPR are found to the most
accurate among all the proposed approaches as shown in Table 6.
It summarizes the average error and maximum error obtained in the
estimation through six approaches. The results obtained using the
proposed probabilistic framework are considerably more accurate as
compared to other data-driven ANN and time of flight-based methods
with an average error of 3.094 cm.

6. Conclusion

This study presents a probabilistic approach to acoustic emission
(AE) source localization by integrating wavelet scattering transfor-
mation (WST) for feature extraction with multi-output Gaussian Pro-
cess Regression (moGPR). WST effectively extracts informative features
from the captured Lamb waves, while moGPR models the correlated
spatial coordinates of the impact location and accounts for uncertainties
within the data. By integrating wavelet scattering transform (WST)
9

for feature extraction, the framework captures the nuanced details
embedded within Lamb wave signatures, unlike traditional methods
that often rely on simplistic time-of-flight or basic statistical features.
This enhanced feature representation allows for a more accurate and
comprehensive understanding of the wave propagation phenomenon,
especially in complex anisotropic materials where directional wave
velocity variations challenge conventional techniques. In addition to
superior feature extraction, the framework’s incorporation of multi-
output Gaussian Process Regression (moGPR) which is a probabilistic
model that not only provides precise source localization but also quan-
tifies uncertainties, offering valuable confidence intervals for decision-
making. The experimental validation using a CFRP composite panel
equipped with a sparse sensor array confirmed the effectiveness of the
proposed method. The results show that the proposed approach (WST
+ moGPR) can accurately estimate AE source locations with an average
error of 3.094 cm, as compared to the other approaches based on time
of flight observations which has an average error ranging from 5 cm
to 10 cm. The incorporation of Lamb wave signatures as input features
results in a consistent accuracy improvement across all three models
(ANN, GPR, and moGPR), suggesting a strong correlation between
these features and accurate AE source localization. The results further
demonstrate that the framework successfully addresses measurement
uncertainties, leading to reliable impact source localization with confi-
dence intervals rather than the point-estimate, and output correlation
which is neglected in the case of GPR. Thus, by explicitly modeling
the inherent correlation between impact location coordinates, moGPR
outperforms methods that treat coordinates independently, resulting in
more consistent and reliable localization. Next, the framework does
not require the vast amounts of training data often demanded by
deep learning approaches. This makes it a viable option for real-world
scenarios where data collection is limited or expensive.

Future research could explore the framework’s applicability to di-
verse materials and complex geometries. Additionally, evaluating the
method’s robustness under varying noise levels, disturbances (e.g., vi-
brations, temperature fluctuations), and sensor configurations can be
analyzed. This includes analyzing sensitivity, outlier handling, and ex-

ploring strategies like incorporating physics-informed priors to moGPR



Measurement 236 (2024) 115078S. Ojha et al.

V
r
W
c
d
C

D

c

D

R

or advanced denoising techniques. Further, integrating time-of-flight
equations into the Bayesian machine learning framework can improve
localization accuracy. Additionally, investigating advanced algorithms
like Bayesian neural networks and physics-informed Bayesian neural
networks could offer more robust and accurate solutions for acoustic
source localization.

Overall, the proposed algorithm marks a significant step forward for
AE source localization. It showcases the power of combining advanced
signal processing with machine learning to address complex engineer-
ing challenges. This research offers valuable insights into the future
of SHM, contributing to safer and more reliable monitoring of critical
infrastructure.
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