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Abstract—Many media providers offer complementary prod-
ucts on different platforms to target a diverse consumer base.
Online sports coverage, for instance, may include professionally
produced audio and video channels, as well as Web pages and
native apps offering live statistics, maps, data visualizations,
social commentary and more. Many consumers also engage in
parallel usage, setting up streaming products and interactive
interfaces on available screens, laptops and handheld devices.
This ability to combine products holds great promise, yet, with
no coordination, cross-platform user experiences often appear
inconsistent and disconnected. We present Control-driven Media
(CdM), an extension of the current media model that adds
support for coordination and consistency across interfaces, de-
vices, products, and platforms while remaining compatible with
existing services, technologies, and workflows. CdM promotes
online media control as an independent resource type in mul-
timedia systems. With control as a driving force, CdM offers
a highly flexible model, opening up for further innovations in
automation, personalization, multi-device support, collaboration
and time-driven visualization. Furthermore, CdM bridges the gap
between continuous media and Web/native apps, allowing the
combined powers of these platforms to be seamlessly exploited as
parts of a single, consistent user experience. Extensive research
in time-dependent, multi-device, data-driven media experiences
supports CdM. In particular, CdM requires a generic and flexible
concept for online, timeline-consistent media control, for which a
candidate solution (State Trajectory) has recently been published.
This paper makes the case for CdM, bringing the significant
potential of this model to the attention of research and industry.
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I. INTRODUCTION

The landscape of media production and over-the-top (OTT)
delivery holds immense potential. Advanced production tools,
automated AI-based technologies, and a wealth of data sources
come together, often in multi-step, distributed production
chains. On the client-side, highly capable consumer devices
offer further opportunities for adaptation, customization, in-
teractivity and data-driven graphics. Concurrently, consumer
preferences are evolving; ranging from those who favor the tra-
ditional one-size-fits-all broadcast experience, to those seeking
multi-device immersion, interactive engagement, customized
multi-device setups, personalized narratives, social interac-
tivity, or advanced accessibility features. This diversification
poses a significant challenge for media providers aiming to
offer advanced, high-quality user experiences to a sizable au-
dience, while simultaneously managing costs and complexity.

Many media providers offer alternative products on dif-
ferent platforms to address needs for richer and more varied

experiences. For instance, coverage of major sports events
may include live-produced video channels, VoD services, and
Web or native apps with support for live feeds, interactive
data visualization, and social integration. Many viewers also
see these as complimentary offerings and engage in combined
usage to further enrich their experiences. This, though, may be
less rewarding than perhaps anticipated. Each product must be
configured separately, and there is typically no coordination
across platforms. Differences in production delays may also
lead to inconsistencies, confusion and spoilers. This signifi-
cantly limits the value of combined usage, possibly driving
viewers back to traditional single-product coverage.

We envision a new class of cross-platform media experi-
ences, where independent products and interfaces may be flexi-
bly combined and coordinated to form a single, consistent, user
experience. Users can then enjoy a spectrum of experiences,
from lean-back entertainment to lean-forward engagement,
from a single-device to multi-platform immersion, or from
private to social experiences. Furthermore, by opening up for
cross-platform usage, media providers can provide advanced
and uniquely adapted user experiences cost-effectively by
leveraging the combined powers of existing infrastructure and
services, while also ensuring quality and brand control for the
user experience as a whole.

Unfortunately, issues with cross-platform user experiences
are not easily addressed within the current model. Different
products are built from independent technology stacks and
define entirely separate user experiences. While some solu-
tions exist for coordination and consistency, they are often
application-specific or limited to specific technology options,
such as data formats, distribution protocols or presentation
frameworks. In contrast, we argue that cross-platform coor-
dination must be independent of platform-specific solutions,
and that support for cross-platform media experiences should
instead be addressed as a fundamental feature of the media
model.

To this end, we propose Control-driven Media (CdM), an
extension of the current media model with built-in support
for consistent, cross-platform user experiences. CdM promotes
control as a principal resource type in media systems. Through
online control sharing, applications can orchestrate connected
interfaces and render data sources and media content con-
sistently across platforms. Moreover, as CdM is compatible
with existing infrastructure and workflows, adoption can be
incremental and cost-efficient. Furthermore, CdM uniquely
targets a generic solution for cross-platform consistency, by
addressing fundamental limitations of the current media model.

This paper presents CdM and a range of opportunities
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implied by the model. Section II presents current approaches to
cross-platform media experiences, and remaining challenges,
leading up to the problem statement in Section III. Section IV
outlines the current media model, before the main contribution,
the CdM model, is introduced in Section V. Section VI
discusses key opportunities of CdM within the context of
online sports coverage. Section VII covers key technical chal-
lenges. Section VIII includes evaluation and references to
implementation and supporting research. Section IX provides
a brief discussion before the paper is concluded in Section X.

II. BACKGROUND

The online world provides unprecedented opportunities for
online media, with a wealth of tools and platforms for cap-
turing, editing, distributing, and rendering of data and media
content. Moreover, the ongoing AI revolution promises further
opportunities for automation, content generation, personaliza-
tion, and more. To fully exploit this potential, media systems
must meet an increasingly complex set of demands. Media
providers seek to build their brands through high-quality user
experiences and exciting narratives. There might also be a race
for advanced features, like impressive graphics, interactive en-
gagement, device adaptation, social integration, and/or multi-
device support. This, though, must be balanced with technical
and financial considerations, including performance, scalabil-
ity, complexity and costs. Users, on the other hand, seek
media experiences that are relevant, exciting and distraction-
free. Beyond this, users are diverse, and preferences will
likely diversify further as offerings become more advanced.
For example, some users prefer lean-back storytelling, while
others want to engage and actively shape the experience for
themselves or others. Some prefer generic broadcast coverage,
while others prefer a more personalized narrative. Some want
experiences to be social, some seek multi-device immersion,
and some have specific accessibility requirements.

Supporting diversity is hard, though, and certain demands
may even appear conflicting in terms of technology options.
In particular, we recognize two technical approaches for
audiovisual user experiences; continuous media and data-
driven media. Media production based on continuous media
types (e.g. audio and video) supports high-quality storytelling
through precise mixing and scheduling of video sources, audio
tracks, and graphical elements. This approach can provide
user-friendly, lean-back, and action-packed user experiences,
yet primarily the same experience for all viewers. In con-
trast, data-driven media (e.g. Web/native applications) offer
dynamic experiences with flexible options for interactivity,
visualization, adaptation, personalization and collaboration.
However, data-driven media provide limited support for weav-
ing complex time-dependent, lean-back narratives, particularly
if they involve multiple data sources and/or different rendering
technologies.

To address complex demands from users and media
providers, it appears necessary to leverage the combined power
of these approaches. This section presents common ways of
combining technologies, highlighting the strengths and limita-
tions of each approach.

1) Embedded media: A common way to combine tech-
nologies is to embed continuous media within a data-driven

interface. For example, audio and video content on the Web
platform may be embedded in Web pages using the HTML5
Media element [1]. This way, soccer coverage may include
both a video stream and a feed of match events. However,
despite being part of the same layout, embedded components
technically define separate user experiences. For instance, the
video pause button might not apply to the match events feed,
which will continue to report game developments, even if
the video stream is paused. This creates inconsistency, where
the two components display data from the same event but
from different time-frames. Media providers may address this
by introducing additional coordination between components.
For instance, on the Web platform, media players and feeds
may be controlled by code. This, though, often leads to
custom solutions within specific applications and platforms,
and the complexity increases with the number of coordinated
components.

2) Overlays: A related method is to layer a transparent,
data-driven interface on top of a video display. This technique
can for instance be used in video production, to burn graphics
onto a video stream. Alternatively, graphics can be overlaid in
the user interface, using a z-index or similar layering concepts
supported by the layout system. This provides additional op-
tions for individualized graphics and interactivity, but requires
that overlay graphics are synchronized with video progression.
This can be accomplished by defining cues, hooks, or events
on the video timeline. In the Web platform, this is supported
by the concept of data tracks [1] integrated with the HTML5
media element. While this provides coordination between
continuous and data-driven media, the approach is most useful
when the experience is limited to a single video asset within
a single interface or layout.

3) HbbTV: HbbTV (Hybrid Broadcast Broadband TV) [2]
is a standards initiative and platform allowing HTML-based
graphics to be overlaid on broadcast video content. In HbbTV,
the focus is on the set-top box or SmartTV, which supports IP-
based data access as well as traditional broadcast distribution.
By exposing the media clock of the broadcast stream to the
HTML5 processing environment, program-specific or even
personalized overlays may be presented on the TV display.
Broadcasters may define and deploy such overlays as HTML
applications associated with a channel or program. Further-
more, the concept of overlays is also extended to companion
devices. This means that smartphones may connect to the
HbbTV device to access additional contents or interactive ca-
pabilities, synchronized with the broadcast clock [3]. However,
the adoption of HbbTV has been slow, as it requires developing
and deploying HbbTV-enabled consumer devices. Moreover, as
the approach hinges on the existence of a physical device, it
does not easily generalize to other media domains or beyond
the home environment.

4) Low latency streaming: Another way to combine media
content and data-driven graphics, is to coordinate the delivery
of multiple data streams. For example, an online lottery might
want to stream a video from the lottery drawing, and also
provide a separate data stream with the winning numbers,
for visualization. This requires some coordination between
streams, or else the graphics might spoil the suspense of the
video, or even make the lottery appear suspect. One approach
is to minimize latency in streaming, thereby also limiting the
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potential misalignment of streams. Global CDN providers such
as Akamai [4], Cloudflare [5] and Fastly [6] provide scalable,
low-latency streaming solutions based on Dash [7], HLS [8] or
WebSocket [9] protocols. Another option is to leverage support
for synchronized stream delivery or fixed end-to-end delays.
For instance, in IP-based networks, a fixed end-to-end delay
may be achieved by transmitting data to a client ahead of
time and then scheduling data delivery to the application in
reference to a media clock. However, such methods have some
limitations. Due to network jitter, ultra-low-latency streaming
may be expensive and provide a reduced user experience.
Moreover, synchronizing content using the distribution system
increases the complexity of the distribution system itself,
which goes against current practices of stateless servers to
limit cost and improve scalability. In any case, if consistency is
achieved through a specific distribution mechanism, it is also
limited to that mechanism.

5) Object-based media: In Object-based Media
(ObM) [10]–[12], the challenge of combining technologies
is already addressed in production. ObM targets increased
support for adaptation, personalization and interactivity in
broadcasted experiences. The key idea is to represent media as
objects, and let client devices be responsible for assembly into
rendered presentations. This way, clients may assemble media
experiences differently, be sensitive to device capabilities,
local context or user preferences, and leverage data-driven
technologies for visualization and interactivity. However, the
approach requires changes to media formats, with implications
for existing workflows and tools. This is speculated to be a
key reason for slow adoption [13]. In addition, ObM is still
bound to the single-stream broadcast metaphor. This means
that objects are packaged and distributed as one asset, even
if each viewer will only make use of a subset of objects.
Moreover, the approach does not provide any particular
support for multi-device media consumption.

6) Leave it to the user: The last approach, and perhaps the
standard solution, is to leave the combination of technologies
as an exercise for the viewer. Formula 1 (F1) online coverage
provides an example of this. F1TV [14] offers a number of
video streams to choose from, including the professionally
produced World Feed, onboard vehicle cameras with team
radio for that driver, a produced pit lane feed and even a
channel with lap times in tabular form. In addition, the F1
App [15] provides an interactive race map and numerous data
visualizations for detailed race statistics, which also supports
manual time shifting. Viewers may then select the most rele-
vant video feeds and visualizations and use multiple devices to
follow multiple interfaces in parallel. As such, this approach
supports high levels of customization and personalization. At
the same time, to realize this potential, viewers must do all
the work. For example, synchronization between interfaces is
crucial in a fast-paced sport like F1, yet cumbersome to achieve
manually. Moreover, users can not easily know which camera
feed is most relevant at any time, or when to switch between
views. In short, this approach encourages viewers to act as
producers, and leaves media providers with little control over
the quality of user experiences.

A. Challenges

Combinations of continuous media and data-driven applica-
tions have been attempted in different parts of the technology
stack, in production, in distribution, and in presentation, yet
each method comes with limitations. Still, combining tech-
nology platforms remains an attractive prospect. Online F1
coverage, for instance, showcases a significant potential if only
some coordination could be provided between products.

In current systems though, there is limited support for such
coordination. Fig. 1 (left) illustrates four product interfaces
(green rectangles), each defining its own user experience
(bubble). This leaves the viewer to mediate between separate
user experiences, either compensating mentally for any incon-
sistencies between them, or manually attempting to correct
them, for instance by time-shifting or configuring individual
interfaces. Neither option is particularly appealing.

Fig. 1 (right) illustrates the basic idea of cross-platform
media experiences. Here separate product interfaces (green
rectangles) contribute to a single, consistent user experience
(bubble). Consistency implies (i) that interfaces operate in ref-
erence to a shared media clock, and (ii) that user interactivity
is not limited to one product, but applies to the experience as
a whole. For instance, if the user selects a different F1 driver,
this might potentially affect all interfaces in different ways,
including overlayed video graphics in F1TV and the race map
visualized by the F1 App.

Fig. 1. (Left) User engaging with four distinct user experiences (bubbles),
defined by four independent products (green rectangles). (Right) Instead, the
same four products contribute to a single, consistent user experience (user

inside the bubble).

To support the notion of cross-platform media experiences,
we argue that a solution to coordination is needed, which is not
limited to any particular application or platform. We envision
an extended media model, with built-in support for coordina-
tion. In this model, media products can still be developed for
single-platform usage, yet optionally be exploited as parts of
larger, consistent, cross-platform media experiences.

III. PROBLEM STATEMENT

Extend the current media model with built-in support for
coordination between independent devices, technology types,
platforms and product interfaces. The extended model shall

1) support consistent user experiences across platforms
(consistency)

2) support the combination of continuous and data-
driven media (bridge)

3) support integration with existing media systems
(compatible)

4) support high flexibility while limiting complexity
(practical)
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5) support key trends such as automation, adaptation,
personalization (future-proof)

IV. CURRENT MEDIA MODEL

Even though continuous media and data-driven applica-
tions represent different technical approaches, we regard them
as instances of the same media model. Fig. 2 illustrates this
model as a 3-step processing chain (rectangles). The data flow
is left-to-right, from data (black) on the left, through assembly
(blue) and rendering (green) before reaching the user experi-
ence on the right (bubble). User-interactivity (not illustrated)
flows in the opposite direction, triggering data updates (black
arrow) or control actions (red arrow). Processing steps (data,
assembly, render) may be executed within the same process, or
be separated by a communication link or a network connection.

Fig. 2. Conceptual sketch for current media model. The data flow is
left-to-right, from data (black) on the left, through assembly (blue) and

rendering (green), into the user experience on the right (bubble).

1) Data: Data represents resources for media experiences.
Resource types may include common media formats such as
audio, video, images, XML/JSON-data, declarative layout or
stylesheets. Resource abstractions may include files, streams,
databases, or datasets. Resources may be static or dynamic,
local or accessed via a network. Access may also be restricted
through concepts of ownership and access credentials.

2) Assembly: Assembly (blue) implements a controlled
conversion from data sources to render state. This conversion
may include processing steps such as selection, filtering, merg-
ing, and transforming data from multiple sources. Moreover,
assembly is open to dynamic control (red arrow), defining
for instance which data sources are selected for rendering,
how data is converted into render state, and when. Assembly
may also be associated with a media clock, and be expected
to update the render state consistently with respect to time
progression. This is commonly referred to as playback or
sequencing.

3) Render: Render (green) is a function that converts ren-
der state into visual display, sound, or other real-world effects.
Render components are assumed to be software components,
acting as low-latency or fixed-latency proxies for locally con-
nected output devices, such as screens and loudspeakers.

4) User experience: The user experience (bubble) is de-
fined by rendered effects (e.g., audio, visuals, or other). The
user may also interact with the media experience, using local
input devices such as keyboards, pointing devices and more.
User interactivity may result in updates to data sources (black
arrow) or control actions (red arrow) targeting the assembly
process.

In this model, the assembly step represents the beating
heart of the media experience. As either data or control inputs

change, the assembly process must continuously reevaluate and
adjust the output render state. Over time, this produces a time
sequence of render states that defines the progression of the
media experience.

A. Continuous Media

Fig. 3 illustrates over-the-top (OTT) audio and video pro-
duction as an instance of the current media model. In this
context, data access and media assembly primarily occurs
within a production environment. For example, video produc-
tion may involve a large set of data sources and media contents,
mixed together into a single audio or video asset and streamed
over a network for playback on viewer devices. Provider-
side media assembly may also involve a large production
team controlling a number of production parameters, including
camera positioning, lighting, sound processing, graphics and
visualization, as well as mixing and scheduling. A few aspects
of assembly are open to local control by viewers. For instance,
media players typically allow viewers to adjust the volume,
pause/resume, and select subtitle tracks.

Fig. 3. Data assembled into video or audio streams at the provider side, then
distributed for client-side rendering by a media player.

B. Data-driven Applications

Fig. 4 illustrates data-driven Web or native applications
as instances of the current media model. In this context,
data sources are hosted by servers. Clients connect to fetch
or stream data over the network, or receive pushed data.
Assembly and rendering can be handled on the client side. For
instance, in Web interfaces, clients convert data sources and
application state into render state managed by the Document
Object Model (DOM) [16]. The conversion is defined in
application code and may include selection or filtering of data,
and also transformations or combinations of data. Moreover,
interactive control by the user may trigger changes to the local
control state or network-accessible data sources.

Fig. 4. Web and native applications perform assembly and rendering at the
client-side, based on data fetched or streamed from online servers.

V. CONTROL-DRIVEN MEDIA

We envision cross-platform coordination as an inherent
capability of the media model. Recognizing the central role
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of control in media (see Section IV), we propose a revised
media model, where control is redefined from a local signal to
an independent, stateful resource, and extended with support
for consistent sharing across platforms. This seemingly small
change, we argue, comes with profound implications for media
systems, applications and user experiences, and also alters the
status of control as an object of research, from an application-
specific interface feature to a principal system component.

Fig. 5 illustrates the revised media model. Similar to
Fig. 2, the model describes a three-step technology stack (Data,
Assembly, Render). The difference, though, is that control
(red rectangle) is regarded as a special kind of data source
and is included in the first step (Data). Like data sources,
control sources may be hosted by dedicated online services
and accessed by connecting clients.

Fig. 5. Control-driven Media, with control represented as a special kind of
data source.

Importantly, the revised model does not represent a radical
break with the current model. Data sources (black) and render
components (green) are unaffected. Assembly (blue) will react
to state changes in control sources, instead of live control
inputs, but otherwise remain the same. Also, user interactivity
(not illustrated) will not target Assembly (blue) directly, but
indirectly through modification of data and/or control sources.
Beyond this, the model remains the same.

This model is referred to as Control-driven Media (CdM).
The name highlights how media production and presentation
can be directed through the manipulation of control sources.
For example, control sources may define which resources and
rendering components are active (e.g. video sources, audio
tracks, datasets, layout templates, graphical elements). Control
sources may also define values for a variety of interface
parameters (e.g. style properties, playback offsets, audio levels,
viewport positions). By manipulating the value of such control
sources, media experiences will change in predictable ways. As
such, control sources represent aspects of application behavior
or appearance which are explicitly opened up for external
control. The following are defining properties of Control-
driven Media.

1) Control is defined as a stateful, shareable
resource, local or network accessible.

2) Control is defined in reference to a timeline.
3) Control defines the experience.
4) Assembly is an independent step.

1) Control is a stateful, shareable resource, local or
network accessible: Control sources may be local objects.
However, with control represented as online resources, consid-
erable opportunities arise with respect to sharing and exchange

of control. In particular, control may be distributed in real
time between any connected clients across various interfaces
and platforms. This may allow media providers to implement
production control across a distributed production chain and
also across consumer devices. Effectively, this makes con-
sumer devices an integral part of the production infrastructure,
blurring the distinction between production and presentation.
Online control may also provide a valuable integration point
for automated processes, for instance allowing cloud-based
AI agents to remote control user experiences in accordance
with user preferences. Moreover, online control can be shared
between media providers and viewers, opening up for in-
creased collaboration. For instance, when the viewer requests
more detailed graphics, the production system can access the
online control state for this viewer and implement appropriate
changes through modification of relevant control sources.

Control as a stateful resource opens up for a variety
of control patterns. Online controls may be private,
public, or limited to groups. Access restrictions may
also discriminate between roles such as owner, editor
or viewer. Online control can support multiple patterns
for control exchange (1:1, 1:N, M:1 or M:N) and
support both one-way (asymmetric) and multi-way
(symmetric) control relations.

2) Control is defined in reference to a timeline: With
control as a network-accessible resource, latency is no longer
negligible. This is particularly problematic as control signals
are often time-dependent. Control actions might refer to a spe-
cific offset on a media timeline and/or describe time-dependent
transitions. When transferring control signals over a network,
such temporal relations must be preserved. Control may also be
shared between processes operating in different time-frames.
For instance, on-demand consumption requires time-shifted
replay of previously recorded control sequences. Moreover,
in scenarios with real-time sharing, small skews may be
introduced to mask network jitter and avoid buffering issues.
To support this, we assert that control must support timeline-
consistent sharing between processes. Timeline consistency
implies that a control signal can be captured and serialized in
reference to a media clock, and reproduced correctly according
to a different media clock.

Consistency with a timeline is also a defining charac-
teristic of continuous media. This means that control
sources may be regarded as media objects in their own
right, and also be described using terminology tradi-
tionally reserved for continuous media types. So, like
video, control may be captured, recorded, distributed,
time-shifted, rewinded, edited, and played back.

3) Control defines the experience: While CdM changes
the nature of control, it maintains established distinctions
between data and control. Data sources tend to be raw material
for an experience, whereas control sources define a particular
realization. There might also be a certain asymmetry between
the two entities, where data sources may represent large and
stable datasets, whereas controls are more lightweight and
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dynamic. As such, control provides a basis for variation, where
different experiences can be produced, without necessarily
modifying the data. By opening up for production and distri-
bution of control as a separate and independent resource type,
this pattern can be exploited directly in consumer interfaces,
providing personalized user experiences as unique permuta-
tions of shared data sources and personalized control sources.

CdM implies a state-based, reactive approach to con-
trol. Developers define what is considered control state
in a particular application, how control state can be
modified, what sharing scope and access restrictions
are appropriate, and how control is coupled with appli-
cation logic (i.e. assembly and interface components).
Interface components typically initiate control actions,
whereas assembly processes react to changes in control
state. If control sources are shared online, this decou-
pling between producers and consumers of control may
apply in the global scope.

4) Assembly is an independent step: In the current
media model (see Fig. 2), local control signals dictate that
assembly is co-located with the controller, be it the media
provider in a studio, or the user in an interactive interface. This
forces a choice between provider-side and client-side assembly,
with no clear middle ground. With control as an independent
resource, assembly instead becomes an independent processing
step, with no particular restrictions concerning location. This
means that the assembly function can be shifted between
locations without modification, for instance between a physical
studio and consumer devices, even if rendering technologies
may be different for these locations. Moreover, assembly can
be split into logical steps and assigned to different nodes in
a production chain, such as cloud-hosted production services,
edge nodes, and consumer devices (see Fig. 6). Even though
nodes may operate in different time-frames, and are not
necessarily directed by the same control parameters, the entire
chain can still be controlled through the same mechanism.

Fig. 6. A stepwise production chain, from physical production studio to
consumer device, through cloud-based production and CDN/edge services.

Control is time-shifted for each step to allow time for data transfer.

A. Cross-platform Media Experiences

Control-driven Media (CdM) provides a new and highly
flexible foundation for cross-platform media experiences.
Fig. 7 illustrates three media products {P1, P2, P3} hosted by
different platforms. Collectively, these products are supported
by assembly functions {A1, A2, A3} (blue), control service
{C} (red) and data services {D1, D2, D3, D4} (black). De-
pendencies for each product may be deduced by traversing
the graph in reverse, starting from rendering components.

For instance, product {P2} is defined by render components
{R2, R3} depending on {A2, A3, C,D2, D3, D4}.

Fig. 7. Cross-platform media experience with three separate products
supported by independent technology stacks.

While products {P1, P2, P3} may be developed and used
independently, they can also be combined to form a larger
cross-platform media experience. In principle, this comes
down to the scope of control resources, i.e. whether control
resources are defined to be exclusive for each product or shared
across multiple products. Moreover, with a loose coupling
between control resources and application components, aspects
of control sharing may easily be changed between applications,
interfaces, or even dynamically during a session. Importantly,
this means that CdM can support cross-platform media expe-
riences, without requiring architectural changes or significant
changes to existing backend systems or render components.

Fig. 8. Cross-platform media experience with video and data-driven
visualization.

Fig. 8 illustrates a combined production chain with video
content and Web visualization. For instance, in the context
of Formula1 racing, Video (top, left) could be camera feeds
from the track, and Data (bottom, left) could be a live dataset
with lap times. In the Studio (top, middle), a producer may
then add data-driven graphics to the video content, for instance
switching between a lower third with the most recent lap time
for the featured driver and a larger table with lap times for
different drivers. The Web client (bottom, right) may present
similar, HTML-based graphics, from the same data source.
Furthermore, control sources can be shared between different
steps in the production chain. This way, actions taken by
the studio producer (e.g. activating or deactivating a graphics
element) could also be used to direct Web clients, though
time-shifted to match the time-frame of the Video player (top,
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right). The resulting user experience could then be a consistent
narrative presented across very different technologies.

VI. APPLICATIONS

Control-driven Media (CdM) provides ample opportunities
for innovation. This section details specific examples in the
context of Formula1 (F1) racing in order to highlight some
possibilities. Still, the themes discussed are likely relevant for
a broad range of media applications, and also beyond the world
of online sports.

A. Formula 1 Online Coverage

Over recent years, Formula 1 has strengthened its online
presence, adding the F1TV [14] streaming service and the F1
App [15] to their classical broadcast offering via TV rights
deals. In total, F1 caters to a worldwide audience of motorsport
enthusiasts, with an estimated viewership of about 70 million
per race in the 2023 season [17]. Ambitions are clearly stated
at the F1 site [18]: “Every F1 session live and on-demand.”
F1 coverage offers a variety of interfaces into race events,
based on vast amounts of data and content streams captured
by sensors, cameras and microphones – placed inside vehicles
and around the racing track. Products include premixed video
channels, specific camera angles or audio tracks, maps with
live driver tracking, timetables, interactive visualizations of
sensor data and analytics, as well as edited highlights. F1 fans
enrich their own experiences by switching between different
interfaces, or using multiple interfaces in parallel. In particu-
lar, by opening multiple instances of F1TV (5 simultaneous
devices are allowed per account) and F1 App on different
devices, more screen estate is available for a more immersive
experience (see Fig. 9).

Fig. 9. Formula1 online offerings. Image credits formula1.com

B. Case: Adaptive Graphics

Graphics are an essential part of the F1 experiences, am-
plifying and illustrating important trends and sudden develop-
ments from an otherwise overwhelming data corpus (estimated
to over a TB of data per race, just from the cars [19]). With
adaptive graphics even more opportunities arise. For example,
graphics could adapt to custom aspect ratio and personal
preferences (e.g. “novice”, “regular”, “engineer”). This is not
feasible with traditional video production.

In CdM, graphics can be rendered on the client-side, as
video overlays or standalone, data-driven components, while
at the same time being controlled from a centralized production
system. Client-side graphics can be sensitive to user inter-
activity and local context (e.g. available display area, GPU
support, power-level). Control-driven graphics may also be
precisely aligned with video content and connected to live data

sources. For instance, during strategically important periods,
specific graphics could monitor relevant details for a specific
strategic battle. Such graphics already exist, but are only shown
sporadically in the World Feed, and normally only for top-
team cars involved in a close battle. Furthermore, time-shifted
graphics may display up-to-date information, and also remain
open for interactive exploration.

C. Case: Immersive Multi-device

F1 is a data-intensive sport, and many F1 enthusiasts are
immersing themselves with different views across multiple
devices. A successful multi-device setup provides more screen
estate to the user experience, and also allows capabilities of
different device types to be exploited, for instance by placing
video contents on large screens, and interactive features on
handheld devices with touch displays. In current offerings,
all configuration, synchronization and selections must be done
manually by the user.

In CdM, multi-device usage could be simplified by auto-
mated configuration. For instance, in response to a pit stop
period, video sources and F1 App visualizations could be
switched to present relevant data, and personalized HTML-
based overlay graphics could be presented consistently with
both video content and app visualizations. Control sources
may also be used for real-time interactivity between inter-
faces. For instance, driver selection in the F1 App could
affect graphics and content selection across multiple devices.
Moreover, control state could also define a mapping between
interface components and devices, opening up for automated
reconfiguration as devices join or leave the experience [20].
This could for instance be controlled by AI-based agents
trained on manual configuration patterns or predefined policies.

D. Case: Lean-back, Lean-forward

F1 advertises a highly customizable product, where viewers
can shape their own experience by switching between F1TV
streams and interacting with F1 App visualizations. While such
interactive engagement is clearly attractive, it may also be
taxing in the long run, and even the most forward-leaning F1
enthusiasts may want to lean-back at times, for instance during
highly exciting race sequences. In current solutions though,
this typically implies a set back to generic broadcast coverage,
e.g. the World Feed.

With CdM, the distinction between lean-back and lean-
forward coverage can be softened. For instance, by actively
controlling aspects of data-driven interfaces, media providers
may exploit traditionally lean-forward technologies as part of
a produced narrative. Shifting between lean-back and lean-
forward modes can also occur seamlessly within the user
experience. For instance, switching from lean-back coverage
to interactive exploration may simply be a matter of switching
control sources, from official provider controls to private
controls.

E. Case: Personalization

F1 caters to a highly diverse audience, and many users
might appreciate specialized coverage based on preferences
such as team affiliation, nationality, language, proficiency level
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(novice, regular, enthusiast), or accessibility requirements. In-
dividual adaptations, though, are costly in the context of video
production.

In CdM, user experiences may to a larger extent be
assembled from smaller building blocks (i.e. control and data
sources). This provides multiple opportunities for variation.
Interfaces may be set up with different versions of data and
control sources, and assembly logic may combine them in
different ways. This way, CdM may provide the appearance
of unique adaptation, even from a modest number control
parameters. Personal preferences may also be reconfigured
with immediate effects. For instance, changing the proficiency
level from “regular” to “enthusiast” may trigger a cascade
of changes with low-level control resources, effectively trans-
forming the experience.

F. Case: Social and 3’rd Party Integration

By opening up for collaboration and 3’rd party contri-
butions, media experiences could become both richer and
more social. For instance, graphics could indicate the presence
of friends watching the same event, and allow viewers to
join sessions, or receive reactions from friends who watched
earlier. A group of friends could choose to watch the latest
F1 race together online, taking turns bringing up interesting
stats in the F1 App for all to see and discuss. This notion of
collaborative production could also extend to 3’rd party service
providers. For instance, a national group for Ferrari fans
could provide its members with exclusive contents through the
official F1 platform. With a closed production system though,
such integrations are often complex and also problematic with
respect to content ownership.

In CdM, social and 3’rd party integration can be addressed
through control sharing. For instance, by sharing control
sources between friends, race events can be presented in
synchrony, ensuring that all react to race events at the same
time. It would also be possible to follow the experience of a
friend or actively direct some aspects of the presentation for
a group. Moreover, 3’rd party content sources could be inte-
grated directly into client-facing interfaces, thereby avoiding
integration with backend systems.

G. Case: Value-added Time-shifted Coverage

F1 is a live sport, and most F1 viewers prefer to follow
live coverage. Still, F1 races are hosted at venues around the
world and across many different time zones, making time-
shifted consumption a more convenient option in some cases.
Time-shifted coverage could also provide other benefits. For
instance, production errors could be corrected, and results from
time-consuming analysis could be added. A lot of information
is also held back during the race itself for strategic reasons.
Currently though, time-shifted offerings are limited to replay-
ing the original video content and edited highlights.

In CdM, time-shifted coverage is not limited to video, but
may also include replays of data-driven interfaces. The latter
implies that time-shifted coverage can remain interactive and
open to adaptation. Moreover, control sources can be modified
at any time after production, for the benefit of time-shifted
viewers. For instance, post-race analysis could optimize control
state for the selection and scheduling of video sources (i.e.

camera angles) to perfectly capture passes and race incidents
as hindsight gives perfect information. This may also apply
to live viewers, as live experiences are also time-shifted to
some degree, for instance due to delays in production chains
for video content.

VII. TECHNICAL CHALLENGES

Control-driven Media introduces some new technical chal-
lenges. A key challenge concerns the redefinition of con-
trol, from local signal to online resource. Another important
challenge concerns increased complexity in assembly, where
potentially a large number of data and control sources need to
be consistently converted into render state.

A. Control

In CdM, control is a stateful, network accessible resource,
defined in reference to a timeline (see Fig. 10).

Fig. 10. A control parameter defined in reference to a timeline. The control
value (blue) increases and decreases gradually, remains static for a while,
increases again, before it is abruptly set to a lower value. By time-shifting

the media clock (red ring), past values of the control parameter may be
played back again. Illustration adapted from [21]

Challenge 1 - Generic control: The ability to share
control is a fundamental property of CdM. Moreover, control
sources must support a variety of control patterns to be shared
across different time-frames and across a variety of products
and application types. To allow such flexible usage, CdM will
benefit from a common abstraction for control. At the same
time, though, applications are different, and developers must
also be able to specify unique control relations and custom
control logic. The challenge, then, is to provide a generic and
flexible mechanism for control sharing, to be used across very
different applications, while at the same time opening up for
application-specific extensions or adaptations.

Challenge 2 - State representation: In order to be
shared across a network, a serialized format must be defined
for control state. One challenge is to define a representation
which supports various types of control, including discrete and
dynamic state changes. Another challenge concerns the repre-
sentation of dynamic control signals (e.g. transitions or pointer
drags), which must be reproduced with high fidelity for a
pleasing user experience, while also minimizing network traffic
and latency. Solutions might seek to downsample, approximate
and compress dynamic signals ahead of distribution, and
correspondingly decompress or upsample signals on receipt.
Transitions can be expressed as deterministic mathematical
functions, making them particularly effective in terms of
network bandwidth.
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Challenge 3 - Consistent state sharing: A protocol
must also be defined for efficient distribution of control state
and changes. Clients observing an online control source need
to maintain a consistent view of control state. This may for
instance be achieved by receiving the initial state on connect,
followed by notifications for subsequent state changes. In a
centralized architecture, global ordering for state updates can
be used to ensure eventual consistency for observing clients.
Different consistency models are possible for control state. A
decentralized architecture might also be possible, as long as
the consistency model matches application requirements.

Challenge 4 - Low latency: Control sharing over a net-
work implies additional delays for distributing state changes.
For instance, in a centralized architecture, update requests
must be transmitted from client to a server, before change
notifications can be multicast back to observing clients. Inter-
net delays are generally too high for interactive applications,
where immediate feedback is expected for interactive control
operations. However, this can be addressed by implementing
control changes speculatively locally, ahead of Internet dis-
tribution, thus removing delay for the local interface. Impor-
tantly though, speculative changes may lead to consistency
issues, and must occasionally be rolled back if the local
ordering of state changes is not consistent with global ordering.
In addition, low latency distribution is important for real-
time control sharing, and collaborative scenarios in particular.
General principles apply for efficient implementation of low
latency distribution.

Challenge 5 - Timeline consistent control: Finally,
online sharing of control state must also support timeline
consistency. This means that the control state must be seri-
alized in reference to a media clock (capture), and correctly
reproduced in reference to a different media clock (playback).
For example, a live control signal originating from a pointing
device may be encoded as a sequence of states, each referring
to a segment on the timeline. In playback, these state changes
must be repeated at the correct time, including both discrete
and dynamic control changes. Reproduction of control state
must also be sensitive to changes to the media clock, such
as pause, resume or time-shift. Timeline consistency across
devices or products requires that devices and products have
access to a common media clock.

B. Assembly

In control-driven media, assembly implements a conversion
from data sources and control sources, into state prepared for
rendering. The objective is to encapsulate application-specific
logic and provide simpler resource abstractions matching the
requirements of render components. This way, rendering com-
ponents can be efficient and stateless data sinks, as illustrated
in Fig. 11.

Challenge 6 - Masking heterogeneity: In CdM, as-
sembly (blue) is represented as an independent step, decou-
pled from data and control sources (black, red) and render-
ing components (green). By encapsulating application-specific
functionality in the assembly step, render components may
remain simple, generic, and possibly stateless. This provides
opportunities for the reuse of render components across differ-
ent versions of assembly. Similarly, data and control sources

Fig. 11. Assembly converting four data sources and four control sources into
three virtual sources of rendering state.

may be reused across different assembly components, or
dynamically replaced by alternative sources. To unlock this
flexibility, masking heterogeneity will be a key challenge.
For instance, by introducing a uniform resource abstraction,
assembly functionality may work across input sources with
different API or data formats. Similarly, if assembly exports
render state in a uniform way, render components may more
easily be reused across different assembly components.

Challenge 7 - Timeline consistent render state: The
assembly step may also be required to produce render state in
accordance with a media clock. While timeline consistency has
already been defined for control sources, it may additionally
apply to sources of timed data, such as media tracks, logs or
timed event sequences. For instance, given a subtitle track, the
correct subtitle must be activated and deactivated in render
state, during playback. Moreover, if the media clock is altered
(e.g. pause, rewind, resume), or if the data source itself is
modified (e.g. subtitle edit), render state must be modified
accordingly. While this is feasible today using specific tools or
ad-hoc solutions, in CdM, timeline consistency is regarded as
an integral aspect of state management. The challenge then is
to define a practical programming model for time-dependent
state assembly, including appropriate concepts and tools.

Challenge 8 - Complexity: The assembly step imple-
ments an application-specific conversion from multiple control
sources and data sources into active render state. This may
involve a variety of standard processing operations such as
merging, layering, filtering, aggregation, selection, transforma-
tion, etc. There may also be dependencies between sources,
constraints, or even conflicts. For instance, a control source
specifying more advanced graphics may have to be ignored if
the screen is too small, or if power is running low. Moreover,
assembly must be well-behaved for a vast set of permutations
of control and data sources. This increases code complexity
and the burden on developers. The challenge, then, is to
allow application-specific and dependable assembly functions
to be implemented while limiting the complexity. For instance,
framework support for assembly could support advanced pro-
cessing graphs built from simple, pre-defined processing op-
erations, each open to application-specific parametrization and
customization.

VIII. EVALUATION

Control and assembly are key challenges in Control-driven
Media (CdM). With respect to control, State Trajectory [21]
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may be a candidate solution. State Trajectory is a unifying con-
cept for interactivity and control in data-driven applications,
with built-in support for online sharing and timeline-consistent
playback. State Trajectory is supported by implementation and
addresses challenges (1-5) in Section VII-A. Concepts and
tools for assembly challenges (6-8) in Section VII-B is work
in progress. This section presents prior research supporting
CdM, and then demonstrates that CdM addresses the problem
statement set out in Section III.

A. Prior Research

Control-driven Media (CdM) builds on extensive research
over the last 10+ years, in topics such as distributed media
synchronization, real-time data sharing, multi-device media
experiences, and timeline-consistent, data-driven visualization.
Research results include reference implementations for key
concepts and services, technical evaluation, and prototype
applications.

Addressing the need for timeline-consistent rendering in
data-driven media experiences, the Timing Object [22] was
introduced in 2015 as a generic concept for media clocks
and timeline control. Timing objects are stateful resources that
can be shared, observed, and manipulated in application code.
Research in media synchronization explored the limitation of
audio and video synchronization on the Web platform, demon-
strating that echoless synchronization was possible on high-
end smartphones as early as 2015 [23]. Sequencing tools for
dynamic datasets [24] demonstrated precise synchronization of
time-dependent data. Media State Vector [25] demonstrated a
scalable solution for online media clocks, with global availabil-
ity and precision down to a few milliseconds. Effectively, this
extended the scope of Timing Objects from a single interface
to online multi-device applications.

Together, these concepts define a media model for timeline-
consistent, data-driven, multi-device, media experiences [26].
Timingsrc [27] provides reference implementations for time
control, media synchronization and sequencing tools for the
Web platform. These concepts, along with practical solutions
for real-time data sharing, have consistently demonstrated their
value as building blocks in data-driven, multi-device media
applications.

CdM extends this model by providing a more generalized
concept for control. In particular, control in CdM is not limited
to media clocks, but can in principle apply to any parameter
of a media experience. State trajectories [21] may represent
application variables of different types (e.g. int, float, string,
object, collection). Moreover, State trajectories track value
changes in reference to a timeline, supporting discrete as
well as time-dependent (e.g. deterministic, dynamic) changes.
State trajectory has been evaluated through implementation,
demonstrating a lightweight footprint (CPU, bandwidth, stor-
age), real-time sharing, timeline-consistent playback and a high
potential for scaling.

Additionally, CdM extends the scope of assembly. Prior re-
search in data sequencing [24], exclusively addressed timeline
consistency for timed data. In CdM, timeline consistency is
seen as part of a larger challenge - application state manage-
ment. It follows that challenges regarding timeline-consistency
must be addressed alongside other software concerns, such as

modularity, flexibility, composition, customization, and unifor-
mity (masking heterogeneity). To assist developers in reaching
these goals, ongoing research targets framework support for
assembly in CdM, and development of new and appropriate
programming concepts which encapsulate support for timeline-
consistency.

B. Addressing the Problem Statement

1) Support consistent user experiences across platforms:
CdM provides consistent user experiences across platforms
by (i) representing control as an independent system com-
ponent, open to integration in user-facing products as well
as production systems, (ii) opening up for consistent sharing
of control between interfaces, and (iii) supporting timeline-
consistent assembly of render state.

2) Support the combination of continuous and data-driven
media: CdM allows control state to be shared between media
players and data-driven interfaces (e.g. overlays, secondary
devices), as a basis for consistent presentation and coordina-
tion, without introducing any additional limitations. Moreover,
in CdM, control sources may be integrated with production
systems for continuous media, or time-shifted for direct usage
in interactive interfaces on consumer devices.

3) Support integration with existing media systems: CdM
does not represent a radical break with existing systems,
but rather adds control as a new and independent system
component. As such, CdM remains compatible with existing
data backends and rendering technologies. Moreover, the added
cost of online control is likely modest, as online controls can
be massively scaled by dedicated, cloud-hosted services, and
do not introduce significant overhead in client interfaces [21].
A stepwise integration path is possible, starting with select
render components in specific products.

4) Support high flexibility while limiting complexity: CdM
maximizes flexibility by decoupling assembly from control
and data sources as well as rendering components. At the
same time, CdM provides powerful, generic concepts for
control and assembly, encapsulating significant complexity.
This combination of decoupling and unified resource repre-
sentation also makes CdM a practical model for developers,
with opportunities for modularity, code reuse, composition,
specialization and dynamic recombination.

5) Support key trends, such as automation, personaliza-
tion, collaboration: In CdM, media experiences are explicitly
opened up for external control, through online control sources.
This allows automated production processes to monitor live
developments, and also direct a narrative through complex
control sequences. CdM media experiences are highly flexi-
ble, and can support personalization of data, control sources
and assembly logic. Moreover, CdM supports collaboration
through real-time interactions with control and data, and also
collaboration across time-frames, by time-shifting control or
data.

IX. DISCUSSION

1) Quality, costs and scalability: Quality, costs, and scala-
bility are important measures for media providers. Importantly,
Control-driven Media (CdM) does not significantly alter these
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measures. Quality, costs and scalability will still be largely
determined by existing infrastructure for the production, dis-
tribution and rendering of data sources and media content.
In comparison, control sources are shown to be lightweight
entities (CPU, bandwidth, storage), and may likely be hosted
cheaply at a massive scale by dedicated services. On the
other hand, CdM may offer improved quality of service,
for instance, through provider-driven interface control and
consistency in presentation. Such features may be offered to
premium subscribers and motivate users to log in to sites that
would otherwise be open. CdM may also support high levels
of personalization at scale while limiting costs. This could
be possible by implementing unique adaptations as part of
media assembly on the client side, thus ensuring that consumer
devices carry much of the costs. CdM uniquely supports this by
offering a common mechanism for production control across
the entire production chain, including client-side interfaces.

2) Automation and AI: AI-assisted automation is a hot
topic in media production, with opportunities for cheaper pro-
duction of high-quality content sources. However, automation
of the producer role may represent an even larger potential.
For instance, AI-based agents could engage in storytelling,
weaving together narratives from content sources, datasets,
graphical layers and interactive visualizations, adapted to
individual preferences, device capabilities or other localized
contexts. Essentially, this would correspond to a shift from
text-based narratives of first-generation large language models
(LLM) to true multimodal narration. CdM is well positioned to
support this shift. Control sources provide a natural integration
point, allowing AI-based agents to monitor control state from
consumers, and express narratives through the manipulation
of control sources. Moreover, AI-agents do not have to be
hosted on consumer devices but may remote control AI-
driven experiences from a cloud-hosted production system.
Furthermore, AI-based agents may learn directly from live
interactivity or be trained by time-shifted replays of historical
sessions.

3) Online multiplayer games: CdM bears some similarity
to online multiplayer games, where gameplay is driven in
real-time by joysticks or fast-paced, pointer-driven interaction.
Virtual 3D games also demonstrate a striking potential for
client-side rendering, where hardware acceleration (GPU) is
exploited to provide rich, smooth and responsive graphics,
from a shared data model and a modest number of control
parameters (e.g. player position, movement, orientation). How-
ever, in gaming platforms such as Unity and Unreal [28],
[29], control mechanisms are an integral aspect of platform
design and are highly optimized with respect to game logic
and competitive fairness. In contrast, CdM offers technical
solutions for control which may be reused in different appli-
cations, or serve as a bridge between platforms. While CdM
indeed supports real-time sharing of dynamic control state,
support for consistent time-shifting and playback of control
may be even more valuable. For instance, in the context of
live esports, CdM controls could be used to broadcast control
state from competitive gameplay, opening up for slightly time-
shifted rendering directly in game engines. Compared to live
video distribution, this might offer more flexibility and higher
resolution, while also reducing delays and distribution costs.

4) Media orchestration: CdM may also be compared to so-
lutions for command-driven media orchestration. For instance,
MIDI [30] is a classic solution for orchestration of equipment
related to musical or theatrical performances. MIDI allows
command messages to be broadcast within a group of devices,
originally restricted to a low-latency, cabled setup. By dis-
tributing commands regarding tempo, pitch, notes, volume etc.,
different instruments may be directed to play in synchrony.
MIDI may be used for live collaborative sessions as well as
time-shifted performances based on scripted or pre-recorded
command sequences. In contrast, CdM models control as a
stateful, time-dependent and generic resource, as opposed to
transient, application-specific commands. This way, CdM may
extend the scope of media orchestration from local to global
network, from specific application domain to general usage,
and also encapsulate complexity related to time-shifting.

5) A Unifying media model: Finally, CdM may be regarded
as a unified model for online media, encapsulating character-
istics of classical approaches, such as continuous media, data-
driven, interactive media, and command-driven media orches-
tration. Following this, CdM helps bridge common technical
divides, such as one-way broadcast vs multi-way collaboration,
single vs multi-device presentation, lean-back storytelling vs
lean-forward engagement, or generic coverage vs individual
adaptations. With CdM these divisions can largely be re-
interpreted as variations in control patterns and sharing scopes.
As such, CdM may offer a unifying approach to online
media. Moreover, with a more flexible media model, media
applications can avoid limitations from early design choices
and easily be extended in new directions, if needed.

X. CONCLUSION

Vast opportunities in media technologies and automation,
paired with growing viewer diversity, fuel a demand for
increasingly advanced and varied media experiences. To meet
the demands of both viewers and media providers, there is
an increasing need to leverage complementary technologies,
platforms and interfaces as part of a single, consistent user
experience. While this challenge is typically addressed within
the context of specific applications or platforms, this work
shows that a generic solution is possible.

This paper presented Control-driven Media (CdM), an
extension of the current media model with built-in support for
consistent, cross-platform user experiences. CdM introduces
online control as a generic and independent resource type
in media systems, thereby opening up for media experiences
to be consistently controlled and coordinated across different
device types, user interfaces, media products and technology
platforms. CdM may also be seen as a generalization over
existing approaches; Like continuous media, CdM supports
media experiences which are provider-driven and time-driven.
Like Web and native applications, CdM supports experiences
which are data-driven and user-driven. Moreover, CdM is
compatible with existing service backends and frontend tech-
nologies.

To further demonstrate the flexibility of CdM, the paper
also presented a number of opportunities for innovation, rel-
evant for key challenges in the media domain, such as AI-
based automation, personalization, collaboration and multi-
device support. The evaluation referenced an extensive backlog

www.ijacsa.thesai.org 41 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 15, No. 9, 2024

of supporting research, emphasizing that solutions already exist
for key technical challenges.

Finally, by tackling the problem statement from Section III,
CdM is confirmed as a practical and forward-looking solu-
tion for cross-platform media experiences, with the flexibility
needed to address increasingly complex demands from users
and media providers.
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