
Vol.:(0123456789)

SN Computer Science          (2024) 5:1010  
https://doi.org/10.1007/s42979-024-03351-w

SN Computer Science

ORIGINAL RESEARCH

Enhancing Accessibility in Online Shopping: A Dataset 
and Summarization Method for Visually Impaired Individuals

Ratnabali Pal1,2 · Samarjit Kar2,3 · Arif Ahmed Sekh4 

Received: 4 March 2024 / Accepted: 27 September 2024 
© The Author(s) 2024

Abstract
A visually impaired individual (VI) encounters numerous challenges in their daily activities, particularly in tasks reliant on 
visual systems such as navigation, educational pursuits, and shopping. Online shopping poses a heightened difficulty due to 
its reliance on visual representations of products in digital formats. The impact of visual impairment on product selection 
based on reviews remains inadequately investigated. This study endeavors to address two primary objectives. Firstly, we 
propose the creation of a dataset comprising product review videos (referred to as PVS10) tailored for visually impaired 
individuals. Secondly, we present a foundational summarization methodology designed to facilitate access to pertinent 
and informative content within extensive video collections for visually impaired individuals. Our dataset, gathered from 
YouTube, encompasses 10 distinct products, each associated with the top 10 review videos, totaling 100 videos of varying 
lengths. Utilizing the search term "review videos of PRODUCT NAME", we assembled the dataset to facilitate automated 
summarization processes aimed at maximizing salient information, minimizing redundant content, and preserving the over-
arching sentiment conveyed in the reviews. This research focuses on the challenges faced by visually impaired people in 
online shopping, particularly when selecting products based on customer reviews. Our study demonstrates that people with 
visual impairments may actively explore product reviews and only acquire the information they require.

Keywords Video summarization · Visually impaired · Review summarization · Visual assistance

Introduction

Advancements in artificial intelligence (AI), computer vision 
(CV), deep learning, and related fields have significantly 
broadened the possibilities for aiding individuals with visual 
impairments. These technologies have proven successful in 

practical applications such as question answering [1], navi-
gation [2], and personal assistance [3].

In this domain, both images and videos serve as funda-
mental sources of information crucial for intelligent deci-
sion-making. Video analysis and information extraction 
play vital roles, particularly for visually impaired individu-
als. However, a significant challenge arises from the vast 
amount of video data recorded and shared across various 
platforms, making it time-consuming to watch such large 
volumes of content. To address this challenge, various 
video summarization methods have been proposed. These 
techniques aim to condense extensive video collections 
by extracting informative content, offering a concise and 
informative representation of visual content from a large 
set of videos [4–10]. A qualitative video summarization 
has two fundamental characteristics:

• Video summarization methods aim to ensure that the 
summaries generated are representative, meaning they 
include all the critical and relevant visual scenes from 
the original videos.
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• The summary provides a concise synopsis of video 
sequences, minimizing redundancy while encapsulat-
ing the essential content.

Researchers have proposed numerous video summariza-
tion methods tailored for diverse application domains. 
These domains include episodes of web series [11], high-
lights of sports and games [12], music band performances, 
documentaries, personal videos, as well as medical videos 
[13] Additionally, video summarization techniques find 
applications in various other contexts such as surveillance, 
traffic management, and content browsing.

Videos can serve as valuable tools to aid buyers in 
online shopping, particularly through product review vid-
eos [14–16]. These videos provide substantial benefits 
for both businesses and customers alike. Customers have 
the opportunity to peruse various video-based reviews 
of products shared by fellow users, allowing for a more 
informed purchasing decision. In such scenarios, the core 
challenge persists: navigating and watching a large volume 
of videos is time-consuming. This challenge can be miti-
gated through the use of video summarization methods. 
However, the majority of existing video summarization 
techniques are designed for CCTV or scene-based applica-
tions. There is currently no available dataset specifically 
tailored for the video summarization of “product review 
videos”. The objective of such summarization should be 
to produce concise summaries comprising both visual and 
informative content. This task becomes even more chal-
lenging when considering visually impaired individuals, 
as they rely more on descriptive information available in 
audio or text formats rather than visual cues. Despite these 
challenges, research in the domain of video summarization 
for assisting visually impaired individuals remains limited.

To enhance the shopping experience for individuals 
with low vision, various technological solutions have been 
proposed, including barcode readers [17, 18], robotics 
[19, 20], computer vision-based systems [21], and braille 
product labels [22]. In this context, we introduce a system 
designed to assist visually impaired individuals in select-
ing suitable products from e-commerce platforms based on 
customer reviews available on YouTube. Here, we explore 
the potential of video summarization techniques tailored 
for “product review videos” to enhance the online shop-
ping experiences of individuals with visual impairments.

This article focuses on addressing a specific challenge 
faced by visually impaired individuals and proposes 
a solution. We pose the question: “How can visually 
impaired individuals benefit from product review videos 
to enhance their online shopping experience?” While 
research on online product review video analysis has 
garnered significant attention, a publicly available dataset 
specifically catering to visually impaired individuals 

is yet to be created. To comprehensively evaluate our 
methodology, we compile a new large video dataset 
on product reviews from YouTube, taking into account 
various perspectives of visually impaired individuals 
and algorithmic challenges. The insights and opinions 
presented in these reviews can assist visually impaired 
individuals in making informed decisions and better 
understanding products.

Motivation and Contribution

Videos captured with various smart devices are consid-
ered a powerful assistive tool for visually impaired (VI) 
individuals, enhancing their independence and quality of 
life. The main motivation for developing such an assistive 
tool is to visualize the visual content and provide useful 
information in the form of speech. Low-sighted individu-
als can shop online independently by being provided with 
audio key review information from product videos. This 
information allows them to make choices that align with 
their preferences. We list the following summary of our 
contributions:

• For the first time, we introduce a product video sum-
marization dataset specifically tailored for visually 
impaired individuals. Our dataset is designed to address 
the specific requirements of this demographic.

• We have proposed an audio-guided text-mining 
approach for video summarization, which is specifi-
cally tailored to meet the needs of visually impaired 
individuals. This approach relies on audio cues to guide 
the text-mining process, ensuring that the summariza-
tion output is accessible and informative for individuals 
with visual impairments.

The rest of this paper is structured as follows: The related 
work is presented in “Related Work” section. “Baseline 
Method” section outlines the data representation, feature 
analysis, fusion, and summarization. Descriptions of the 
datasets, evaluation metrics, and case study findings are 
found in “Dataset, Results and Discussion” section. “Abla-
tion Study” section highlights the ablation study of the 
proposed work. “Conclusion” section concludes the find-
ings and directions for further research.

Related Works

In this section, we conducted a systematic review to identify 
the current state of research in intelligent video analysis 
tailored for individuals with low vision. Social media 
platforms now serve as major sources of information, but 
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visually impaired individuals face challenges accessing 
visual content. With widespread internet and smartphone 
usage, online activities like shopping have increased 
significantly, leading consumers to seek reassurance through 
online feedback and reviews. However, visually impaired 
individuals have limited access to such visual information. 
While various video summarization techniques exist for 
general users, their applicability for visually impaired 
individuals remains underexplored. Therefore, we provide 
an overview of these methods in this section.

Review Text Summarization

Numerous researchers in natural language processing (NLP) 
have explored text summarization techniques to condense 
lengthy reviews into shorter, representative sentences. 
Boorug’s survey [23] evaluates various NLP methods for 
text summarization in online shopping contexts. Jiao et al. 
[24] proposed a relational extraction method linking product 
design features with user evaluations, identifying optimal 
feature combinations for review assistants. Fan et al. [25] 
conducted an in-depth analysis of product ranking based on 
online reviews, covering aspects such as customer satisfac-
tion and market analysis. Shah [26] applied sentiment analy-
sis and sequence-to-sequence (seq2seq) RNN with atten-
tion to summarization. Doğan et al. [27] used Word2vec and 
FastText LSTM for social media text summarization. Patel 
et al. [28] employed a rule-based fuzzy inference system for 
multi-document summarization, determining summarization 
outcomes based on sentence scores. Recently, in this article 
[29] authors proposed a novel approach to create synthetic 
datasets that combine information from reviews, product 
descriptions, and question-and-answers.

Video Summarization

Intelligent video summarization is a valuable solution to 
alleviate the tedious task of continuously watching multiple 
videos. Video summarization, as described in Basavarajaiah 
et al.’s survey [4], involves creating concise summaries by 
extracting key frames or clips from a large collection of 
original videos.

In Rochan et  al.’s work [30], a fully convolutional 
sequence network (FCSN) was introduced for video sum-
marization, adapted from semantic segmentation networks. 
Muhammad et al. [31] proposed a deep CNN framework 
with hierarchical weighted fusion to aggregate scores for 
each frame, resulting in intelligent feature fusion.

Hussain et al. [6] utilized deep bidirectional long short-
term memory (BiLSTM) for multi-view video summariza-
tion. Ji et al. [32] discussed an attentive encoder-decoder 

framework employing Bidirectional Long Short-Term Mem-
ory (BiLSTM) in the encoder and attention-based LSTM 
networks in the decoder.

Zhang et al. [33] proposed a sequence-to-sequence learn-
ing model with metric learning loss for matching and tar-
geted summaries, deriving semantic embeddings for both 
supervised and unsupervised videos. Rafiq et al. [34] used a 
pre-trained AlexNet Convolutional Neural Network (CNN) 
for cricket sports scene classification with high accuracy.

In Guntuboina et al.’s research [35], the YOLO object 
detection model was employed to identify scoreboards 
in sports videos, followed by OCR and classification to 
extract vital events. Additionally, Emon et al. [36] utilized 
an encoder-decoder architecture for deep cricket summa-
rization, predicting the vital score of each frame in a test 
video. A Vision Transformer (ViT)-assisted deep pyrami-
dal refinement network [37] has been proposed for video 
summarization, emphasizing the extraction and refinement 
of multi-scale features and the prediction of importance 
scores for each frame. In this study, Kawamura et al. [38] 
proposed a new video summarization methodology called 
“FastPerson” that considers visual and auditory informa-
tion in lecture videos, enhancing the learning experience. 
This research method [39] focuses on a deep learning-based 
shot boundary detection pipeline as a preparatory phase and 
extracts keyframes using DBSCAN clustering algorithm. A 
genetic algorithm is used to optimize the hyper-parameters 
of DBSCAN [40] instead of requiring the user to pre-tune 
them, as the number of keyframes in a video might change 
depending on the content of the video. Recently, authors 
introduced a new Attention-Guided Multi-Granularity 
Fusion Model (AMFM) [41], enabling fusion and optimi-
zation modeling processes from context capturing.

Review Video Summarization

The primary focus of review video summarization is to 
extract and analyze positive or negative sentiments expressed 
in opinion sentences, extracting deep features to summarize 
customers’ opinions during online shopping experiences. 
There are limited research on this topic.

In Otani et al.’s work [42], deep video features were 
extracted to identify essential segments, facilitating efficient 
video retrieval using the SumMe dataset [43]. Benkhelifa 
et al. [44] utilized an SVM classifier to extract objective 
texts from cooking recipe videos on YouTube, enabling clas-
sification and comparison between recipes. Im et al. [45] 
employed a pre-trained ResNet101 from ImageNet to extract 
multi-modal opinion summarization from Yelp and Amazon 
datasets.

In product review summarization for visually impaired 
individuals, researchers have addressed the challenges low-
vision individuals encounter when shopping online. Stangl 
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et  al. [46] explored these challenges and implemented 
computer vision algorithms to develop intelligent 
online shopping assistants. Similarly, Kostyra et al. [47] 
investigated the food choices and eating experiences of 
visually impaired individuals, aiming to enhance the 
quality of the e-shopping experience. Yamaguchi et al. [48] 
proposed a method for timestamp analysis in review videos 
where dictionary-based product features are discussed to 
support online shopping (Table 1).

Multimodal Summarization for VI People

The article [55] proposed an audio summarization technique 
that combines script-based summarization with the classi-
fication of visual information from videos. Scientists devel-
oped a proof of concept and evaluated the summarization 
solution on eleven blind users to assess its effectiveness. 
Recently, Manojkumar et al. [56] presented a comparative 
analysis with Weighted TF_IDF [57], an efficient algorithm 
to automate text summarization which is taken from a text-
speech. They stated that low-vision individuals would find 
great benefit from this proposed algorithm. A novel topic-
guided summarization technique [53] has been proposed that 
allows VI people to navigate through the enormous video 
content of a product. Here, the researchers show how topic-
based features can enhance video synopsis.

In Table 2 we discuss application-specific datasets used 
in Product review and video summarization and analysis.

Baseline Method

Here, we present a baseline method for summarizing product 
review videos. We start with a collection of N review videos 
denoted as V1,V2,… ,VN . The total duration of these videos 

is denoted as Toriginal . Our goal is to create a montage of vid-
eos with a significantly shorter duration, denoted as Tsummary , 
where Tsummary << Toriginal . Our approach considers both ver-
bal demonstrations and visual information in the videos for 
summarization. The method is illustrated in Fig. 1, with the 
steps marked in the yellow circles discussed subsequently.

Data and Input: We aim to collect N number of videos 
for summarization. We conducted a search on  YouTubeTM 
for a specific product review. Subsequently, we obtained the 
top N videos for the search query as input to the proposed 
framework. Each video is then segmented into equal dura-
tions, with a duration of 1 min considered for each segment. 
Therefore, each video Vi is represented by a set of video 
segments as: (Vi, S1), (Vi, S2),… , (Vi, SM).

Audio-to-text: Subsequently, the verbal text is extracted 
using a state-of-the-art pipeline [62] and denoted as 
(Vi, T1), (Vi, T2),… , (Vi, TM) . Following this, both the video 
and the text are input to the feature extraction pipeline.

Feature extraction:  Our objective is to assign weights 
to the video segments for inclusion in the final summari-
zation video. Figure 2 illustrates the products from which 

Table 1  Characteristics and limitations of different summarization areas

Summarization (area) Dataset Applications Limitations

Review text (i) Amazon, Oposum and Flipkart [29]
 (ii) DUC 2004 [28]

(i) Pseudo-reviews with product 
description and question-answers

Not considering LLM [49] for multi-
source opinion summarization

Video (i) TVSum and SumMe [50]
 (ii) Open Video Project (OVP) and 

YouTube (YT) [39]

(i) Dynamic video generation enriched 
with audio

(ii) Genetic-algorithm based summa-
rization

Defective learning schemes in existing 
methods, contextual information with 
is still effective

Review video (i) Yelp Dataset and Amazon Products 
review [51]

(ii) SumMe [52]

(i) Multimodal opinion summarization
(ii) Super frame segmentation

Unorganized information was not 
extracted effectively using advance 
image encoding

Visual assistance (i) PRVDVI [53]
 (ii) CineAD [54]

(i) A novel topic-guided Summariza-
tion technique

(ii) Visual Question Answering (iii) 
Automated audio description genera-
tion

Output was degraded due to the small 
size of the datsaet

Table 2  Popular datasets used in various review and video summari-
zation articles

VS video summarization, TR text-based review, VR video-based 
review, VRVI video-based review for visually impaired

Dataset VS TR VR VRVI

Product review (OPRA) [58] ✓ ✗ ✓ ✗
Stanford Sentiment Treebank [59] ✗ ✓ ✓ ✗
MVS [5] ✓ ✗ ✗ ✗
Sports video [34] ✓ ✗ ✗ ✗
Twitter dataset [60, 61] ✗ ✓ ✗ ✗
BrowseWithMe [46] ✗ ✓ ✗ ✓
Proposed PVS10 ✓ ✓ ✓ ✓
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review videos have been collected. The weight of a segment 
is denoted by (Wj

i
) , which represents a combination of the 

verbal and visual importance of the segment. We extract 
the Keyword score (�) , word-cloud score (�) , and sentiment 
score (�) for the verbal feature, and hand activity (�) as the 
visual feature. The features are discussed subsequently.

Feature

In the proposed baseline, we have incorporated three fea-
tures: keyword-based, word-cloud-based, and sentiment-
based features.

Key-word score: Firstly, keywords or key phrases (up 
to bi-gram words) are extracted from all the verbal texts 
obtained from a particular product search. We utilize key-
BERT [63, 64] for this purpose. Let these keywords be 
denoted by key. The keyword score of a video segment is 
defined as follows:

Word-cloud score: Next, a word cloud is generated from 
all sets of video segments of a product review. We assign a 
weight to each word using WordCloud [65, 66]. The word-
cloud score of a video segment is defined as:

Segment sentiment: Finally, a sentiment score is assigned 
to each segment based on the verbal text. The sentiment 

(1)
� =

∑
text × frequency(key), where text ∈ key, and text ∈ ViTj

(2)� =
∑

cloudValue(word), where word ∈ ViTj

score (�) is extracted using the pre-trained model proposed 
in [67]. We utilize the sentiment probability distribution 
across multiple videos to obtain an unbiased summary.

Segment similarity: To determine the uniqueness of a seg-
ment based on verbal demonstration, we employ a segment 
similarity approach using the Jaccard similarity algorithm 
[68, 69]. We calculate the similarity score (�) to identify and 
remove redundant information in the summarized video. The 
Jaccard similarity is computed as the size of the intersection 
divided by the size of the union of two segments.

The Jaccard Similarity coefficient can be interpreted as the 
probability that an element picked at random from the uni-
versal set is present in both sets A and B. The weight of a 
segment, Wj

i
 is a combination of these features. While the 

exact formula for integrating these scores into a final weight 
isn’t provided, it would likely look like:

where f is a function that combines these features, possibly 
using weighted summation or another method. By extract-
ing and combining these features, each video segment can 
be assessed for inclusion in the final summary, ensuring that 
only the most informative and distinct segments are selected.

(3)� = sentimet(ViTj)

(4)J(A,B) =
|A ∩ B|
|A ∪ B|

(5)W
j

i
= [f (�, �,� , �)]

Fig. 1  The proposed baseline 
summarization method. The 
steps are marked using circles: 
1. is a set of given “product 
review videos”, 2. Audio and 
Audio-to-text extraction, 3. Fea-
ture extraction, 4. Informative 
segment extraction, 5. Visual 
similarity checking, 6. Segment 
ranking, and 7. Segment stitch-
ing and summarization

Fig. 2  Examples of products 
for which reviews have been 
collected
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Fusion and Summarization

We approach this problem as a ranking problem, where our 
objective is to select the top-N segments (here, we consider 
N = 10 ) for inclusion in the final summary. Our goal is to 
maximize the presence of verbal and visual information in 
the summary, minimize redundant content, and preserve the 
overall sentiment of the review in the final video. To achieve 
this, we introduce three penalty terms, two of which are 
reward terms. The algorithm for this method analyses every 
input segment, determines and calculates its importance fea-
tures, and assigns a score to each segment based on these 
features. It ranks the segments based on their scores, selects 
the top segments for the summary, and ensures diversity 
among the selected segments by applying a similarity thresh-
old. The computational workflow for video summarization 
is presented in Algorithm 1.
Algorithm 1  Summary video generation

Dataset, Results and Discussion

Dataset

We presented a novel dataset of product review videos 
(referred to as PVS10) that offers an invaluable tool for 
researching and evaluating summarization algorithms, 
facilitating the more precise and efficient summarization 
of product review content. Our dataset consists of review 
videos for 10 distinct technical gadgets, which we have 
downloaded from YouTube. These videos offered in-depth 

evaluations and demonstrations of each one, providing 
information on their functionality and performance, fea-
tures, and user experiences. This dataset can be incorpo-
rated into educational tools to explain product features and 
market trends to low-vision individuals and enhance their 
knowledge and skills. To ensure that the dataset collec-
tion process is inclusive and effective for visually impaired 
individuals, consider the following implementation steps:

Search on Youtube: Conduct a search on YouTube for 
a specific product review and select the top N videos.

Video Collection: Get the top N videos from the search 
query. Let’s label these videos as V1,V2,… ,VN.

Segmentation: Each video Vi is divided into one-min-
ute equal segments. As a result, a video Vi with a total 
duration of T minutes will be divided into M segments, 
where M = T.

Representation: Each video Vi represented by a set of 
video segments. This can be written as: { ( Vi , S1),(Vi , S2
),...,(Vi , SM)}, where Sj represents the jth segment of video Vi.

Metric

We identified a gap in the metric for measuring the quality of 
the summarized video. To address this, we propose a novel 
performance measurement approach. Drawing from existing 

literature, we utilize ROUGE scores [70] for text, serving 
as a Unicode evaluation metric, and precision-recall-based 
metrics [71] for images and videos. Precision indicates how 
many selected frames are relevant, while recall determines 
how many relevant frames are selected. The video summari-
zation method, along with the production of video segments 
and segmented bunches, is evaluated using objective criteria. 
The two criteria that encapsulate the entire framework of 
the video summarization scheme are Precision and Recall, 
calculated as follows in Eqs. (6) and (7):
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In our proposed video summarization method, a higher pre-
cision indicates that the majority of the segments included in 
the summary are relevant to the key content of the original 
video. It helps in determining how much of the summary is 
relevant while avoiding irrelevant or redundant information.

The automatic summary comprises detected key-frames 
obtained from different summarization methods. The Ground 
Truth user summary consists of various user summaries. The 
Image Euclidean distance is utilized for comparison.

Here, a higher recall indicates that the summary conveys the 
majority of the significant content from the original video.

F-measure [72] is the harmonic mean of both Precision 
and Recall, providing a measure of the accuracy of the 
experiment. It is especially useful when recall and preci-
sion need to be optimized simultaneously. To determine 
the accuracy of the Automatic summary compared to the 
Ground truth summary and to assess the similarity match-
ing between segments, state-of-the-art methods use Fidelity, 
which is based on the semi-Hausdorff distance algorithm.

In our case, none of these metrics are accurate due to the 
repetitive information present in different videos. Our goal 
is to create a concise summary of the information. Therefore, 
we propose a straightforward question-answer F-measure 
metric for evaluation.

Question-answer F-measure: We implement straightfor-
ward accuracy metrics where questions and answers can be 
used to summarize the video synopsis. We have constructed 
a set of questions specific to product reviews for this task. 
For example, “what are the new features of that particular 
gadget?”

(6)

Precision =
matched frames

Total frames in automaticsummary
∈ [0, 1]

(7)Recall =
matched frames

Total frames in user summary
∈ [0, 1]

(8)F − measure =
2 ∗ Precision ∗ Recall

Precision + Recall
∈ [0, 1]

(9)Fidelity =
Sum Dist(Fi,ATi)

AT
∈ [0, 1]

Next, the F-measure is calculated based on how many 
answers are present in the summary. The F-measure is cal-
culated using Eq. (8).

Results

Here, we present the results of different state-of-the-art 
methods for the task. Table 3 shows the F-measure obtained 
using different methods. It is observed that the proposed 
method achieves a significant improvement compared to the 
state-of-the-art.

Case Study

Here, we present a case study of a product from our pro-
posed dataset. We selected the iPhone 13 for this study. We 
collected the top 5 videos of varying lengths. In this case 
study, human evaluators assessed the quality of a large set 
of summaries generated by different methods and classes.

Different parameters of the data are:
Product: iPhone 13
No. of Videos: 5
Total Duration: 68 min
Question: Good or bad? How is the sound quality? How 

is the camera quality? How is the battery life? What is new? 
What are the drawbacks? What are the smart features? How 
is the build quality? What is the price range? What is the 
specification?

Summary Duration: 10 min
F-measure: 0.69
Summary Text (May have grammatical errors, as it 

is the original output): I wanted you se nasht with head-
phones. Phone is well-balanced in easy to wear. Foster was 
in aqueous there were balance in love screen very good 
enough time for the here is exceptional, of course there’s no 
3.5 mm jack. performances as well as 5 G connectivity in 
CPU test, iPhone 13th of the shot up to 15% higher the new 
iPhone 12 GPU. coronavirus started will be charged iPhone 
13 from 0 to 54% in half an hour it also supports wireless 
charging which goes under 16. if you compare iPhone 13 
photos to iPhone 12 there are basically indistinguishable in 
this is a barrel the continuous through our testing despite the 
new sensor. Phones barrel waver to upon your scoring want 
to have more as it used in 30 min and 30 Pro in and to have 
more hours. iPhone mini speaker is number one the battery 
life with, so many was the weak point now is not directly 
from bad to perfectly normal. iPhone 13 has a new camera 
strap. not at used both of them were pretty similar phones 
and hence the iPhone 12 was the best photo of the year but 
now after getting used to the 120 Hz refresh rate on my 13 
Pro Max the 60 Hz display on the iPhone 13 is a big b and 
b initially. iPhone 13 is definitely not wanted@10awesome 
Max accessories which you can put on and take off in the 

Table 3  Comparison of the summarization methods

Method Video-based Text-based F-measure

Sentiment-based [26] ✗ ✓ 0.21
Text summarization [73] ✗ ✓ 0.31
Vision fusion [31] ✓ ✗ 0.25
Scene-based [34] ✓ ✗ 0.41
Proposed ✓ ✓ 0.75
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second and a lot more other things that the overall experi-
ence of using this phone to a whole new Level.

Our observations are as below:

• The top four iPhone 13 keywords extracted by the key 
phrase score, as described in “Feature” section, are 
“iPhone,” “camera,” “accessories,” and “Apple.” The 
most popular phrase, “iPhone 13,” is highlighted in the 
results.

• The word cloud cluster for the iPhone 13 comprises 
words such as “camera,” “battery,” “backup,” “photos,” 
“audio,” etc.

• The overall sentiment of the product is positive, with a 
sentiment score of up to 70%.

• 69% of the questions are answered correctly using the 
proposed pipeline.

Figure  3 represents sentiment and word importance 
extracted from the audio text. Figure 4 shows the important 
word-based score of the dataset.

Ablation Study

In this section, we conduct ablation studies to assess the rela-
tive impact of each of our model’s individual contributions. 
We collected customer engagement content from YouTube 
videos featuring technical electronic products, which we 
used to generate product review video synopses as reported 
in the article. Our proposed model achieved an accuracy of 
75% . We incorporated verbal features in the proposed base-
line, including key-phrase score, word-cloud-based, and sen-
timent-based features. Notably, the only verbal features of 
our proposed model are outer forms, as important segments 
are extracted from original videos. We specifically asked 

Fig. 3  Here, a represents the 
sentiment and the sentiment 
score of each segment of the 
videos. The red indicates 
positive sentiment, while black 
indicates negative sentiment. b 
shows words of varying sizes 
according to the frequency of 
occurrence in each segment of 
the videos

Fig. 4  Both a, b show the 
keyword-based score of each 
segment. In this case, the dark-
ness of the color represents the 
score

Table 4  Ablation study of the 
proposed method

Method F-measure

Key-phrase score 0.38
Word-cloud score 0.42
Sentiment score 0.48
Proposed (without average score of key-phrase and word-cloud score) 0.52
Proposed (without word-cloud score and sentiment score) 0.61
Proposed (without key-phrase score and sentiment score) 0.52
Proposed 0.75
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human volunteers to verify the video summaries produced 
by our approach. The observed outcomes are documented 
in Table 4.

Conclusion

In conclusion, our work contributes significantly to enhanc-
ing online shopping accessibility for visually impaired indi-
viduals through the following key contributions:

Dataset Creation: We introduced a novel dataset spe-
cifically designed for summarizing product review videos, 
addressing a crucial gap in existing resources. This dataset 
serves as a valuable foundation for future research endeavors 
in this field.

Baseline Summarization Method: Our proposed base-
line method offers a starting point for developing and refin-
ing video summarization techniques tailored to improve 
accessibility for the visually impaired.

Integration of Verbal Features: Through empiri-
cal investigations, we demonstrated the effectiveness of 
incorporating verbal features into the video summarization 
process, highlighting their potential to enhance accessibil-
ity for visually impaired users.

Future research directions: Involving visually 
impaired users in collecting reviews and insights can guide 
the development of more intuitive and effective summa-
rization tools. Participatory design techniques can ensure 
that the solutions satisfy the target audience’s real needs 
and preferences. We aim to expand on our preliminary 
contributions and further advance the field of accessible 
online experiences for people with visual impairments 
through this future research direction.

Efforts to enhance AI assistive accessibility frequently 
emphasize the necessity for models that are interpretable 
and comprehensible to users, particularly those with visual 
impairments. However, our manuscript does not deline-
ate the methodologies to ensure that video summarization 
technology for online shopping incorporates explainabil-
ity features specifically designed for individuals with low 
vision. The task of video summarization encompasses 
complexities such as object recognition, interaction analy-
sis, diverse content types, and the requirement for contex-
tual understanding. Traditional methods like Grad-CAM 
[74] and LIME [75] are inadequate due to their reliance 
on visual cues, which are inaccessible to visually impaired 
individuals. In the context of video summarization, initia-
tives are being planned or implemented to elucidate the 
internal mechanisms of our proposed pipeline by convert-
ing ‘black box’ [76] systems into more transparent frame-
works with embedded explainability features.

By providing a robust dataset and foundational meth-
odology, our work advances efforts toward fostering 

inclusivity and accessibility in online shopping. We aim 
to catalyze innovation and progress, ultimately striving for 
a more inclusive online experience for all users, irrespec-
tive of visual impairment.
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