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Abstract—Target detection in non-homogeneous sea clutter
environments is a complex and challenging task due to the capture
effect from interfering outliers and the clutter edge effect from
background intensity transitions. For synthetic aperture radar
(SAR) measurements, those issues are commonly caused by mul-
tiple targets and meteorological and oceanographic phenomena,
respectively. This paper proposes a segmentation based constant
false alarm rate (CFAR) detection algorithm using truncated
statistics (TS) for multi-looked intensity (MLI) SAR imagery,
that simultaneously addresses both issues. From our previous
study [1], TS is an useful tool when the region of interest
(ROI) is contaminated by multiple non-clutter pixels. Within
each ROI confined by the reference window, the proposed scheme
implements an automatic image segmentation algorithm, which
performs a finite mixture model estimation with a modified ex-
pectation maximization (EM) algorithm [2], [3]. Data truncation
is applied here to exclude all possible statistically interfering
classes, and the sample modeling is based upon the truncated two-
parameter gamma model. Next, the CFAR detection is conducted
pixel by pixel, utilizing the statistical information obtained from
the segmentation process within the local reference window. The
segmentation based CFAR detection scheme is examined with real
Radarsat-2 MLI SAR imagery. Compared to the conventional
CFAR detection approaches, our proposal provides improved
background clutter modeling and robust detection performance
in non-homogeneous clutter environments.

Index Terms—Target Detection, CFAR, Segmentation, EM
algorithm, Truncated Statistics, Non-homogeneous, Modeling,
Synthetic Aperture Radar, Sea Clutter.

I. INTRODUCTION

SYNTHETIC aperture radar (SAR) has been exploited
for many remote sensing applications, because of its

capability of producing Earth surface imagery in all weather
conditions, independent of daylight. Maritime target detection,
as an important part of monitoring and navigation opera-
tions, has attracted much attention for both civil and military
purposes over the years. In particular, the popular constant
false alarm rate (CFAR) detector adaptively determines the
detection threshold while maintaining a certain number of
false alarms. Note that its performance is strongly relying
on the accurate statistical modeling of the local background
clutter measurements. Therefore, characterization of sea clutter
becomes a primary procedure for maritime target detection.
In an operational context, amplitude or intensity data formats
that are multi-looked for the purpose of speckle reduction are
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conventionally used for ship detection. Hence, in this study, we
focus on multi-looked intensity (MLI) SAR imagery. Note that
our studied detection algorithm is able to work with single-
look complex (SLC) imagery, while the statistics assumptions
need to be modified accordingly.

Pixel-wise statistical analysis of the sea clutter has been
widely studied in recent years [4]–[9]. With the presence of
speckle and other operational conditions (e.g., incidence angle,
polarization, etc.), many statistical models have been proposed
to represent SAR intensity measurements, such as the gamma,
Weibull, K, and G0 distribution. Note that the K-distribution
[4], [5] and G0-distribution [8] are members of the product
model [5]–[7], which describes the backscattered signal as
the product between a Gaussian speckle noise-like component
and the textured surface mean reflectivity [3], under certain
conditions. Note that the probability density function (PDF)
of such a product model is often complicated to evaluate and
may need numerical integration [3], [10]. A CFAR detector
can be derived based on the hypothesized model, while the
associate parameters are estimated from the local background
clutter using the sliding window technique.

In practice, even with a homogeneous background, the sea
clutter confined by the conventional sliding window is often
contaminated [1], [11]. One common source of contamination
is multiple interfering targets, which usually occurs in dense
target situations, such as busy shipping lines, offshore oil/gas
production sites and crowded harbors. When there are one
or more unwanted outliers in the local reference window in
the form of man-made targets and their side-lobes, or ghosts,
it inevitably leads to inaccurate parameter estimation and
deceptive statistical modeling. Thus the observed probability
of false alarms drops below the specified value, and there is
a severe degradation of the CFAR detection performance [1],
[12, Ch. 14]. This target detection issue is generally known as
the capture effect [13]–[16].

Many previous studies suggest that the direct solution is
to remove the outliers from the local background samples,
which is usually achieved by data ranking and censoring with
different restrictions [1]. In particular, there are the spatial sub-
setting schemes, such as the smallest-of CFAR (SO-CFAR) de-
tector [17] and the variability index CFAR (VI-CFAR) detector
[18], the radiometric sub-setting schemes, such as the ordered
statistic CFAR (OS-CFAR) detector [19] and the trimmed
mean CFAR (TM-CFAR) detector [20], [21], the iterative
censoring (IC) scheme [22]–[24], and many hybrid CFAR
detectors [15], [16], [25]–[30]. It’s worth noting that the data
censoring excludes both the interfering targets and naturally
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occurring bright pixels in the sea clutter, but the remaining
samples are not always modeled in a statistically rigorous
manner [1]. Although the additional iterative processing in
the IC approach improves the censoring results, it generally
requires many cycles and long calculation time. On the other
hand, by rank-ordering the reference pixels, the OS-based
schemes represent the local statistics by a certain value which
is less influenced by the outliers, but it suffers performance
loss in homogeneous clutter and comes at a higher computa-
tional cost [31]. This target detection issue has been addressed
in our earlier study of the truncated statistics CFAR (TS-
CFAR) [1], where data truncation is implemented to eliminate
all possible statistical outliers, and the associated truncated
statistics (TS) are utilized for rigorous clutter modeling. We
have demonstrated and concluded that the TS is useful and
robust in various cases, and its application is preferred in the
multiple target situations. Therefore, in this study, we carry on
to develop the improved CFAR detection algorithm using the
TS.

As a further complication, there are various sea surface
features resulting in non-homogeneous clutter [32], e.g., transi-
tions between regions with different wind conditions, low wind
spiral marks, backscattering variations due to bathymetry, ship
wake presences, etc. They are considered to be responsible
for the clutter edge effect, which can be described as any
form of background intensity transition due to meteorological
and oceanographic phenomena. This issue is frequently en-
countered in target detection within a region of interest (ROI),
which causes a rising number of false alarms and lowers the
reliability of a fully automatic detection result [32]. In such
complicated cases, a single sophisticated model may not be
flexible and adaptable enough to incorporate all the variations
within the ROI. Thus, the spatial sub-setting strategy has tra-
ditionally been applied to obtain a better representation of the
local statistics [1], where the subset of the reference samples
is selected by the greatest-of (GO) [33] or a function of
the current operational environment [18]. Note that, however,
many previous studies [18], [20], [33], [34] indicate that such
strategy usually suffers inevitable performance degradation
and is just suitable for some particular cases.

In recent studies [35]–[37], an improved adaptive sam-
ple/region selection stage has been inserted into the algorithm
to maintain the CFAR property against difficult background
conditions, resulting a two-stage detection scheme. In [35],
the heterogeneous secondary data is modeled as a mixture of
two different distributions, each with different clutter strengths
in the presence of clutter edges. Empirical Bayesian inference
is applied in the first stage for training data selection, and an
adaptive CFAR detection is conducted next using the identified
homogeneous training set regarding the spatial continuity. A
similar approach in [37] assumes no more than one clutter edge
within the reference window. So the location of the possible
edge can be estimated first, and then the CFAR based threshold
is calculated using only the region that is more likely to have
similar statistics to the cell under test (CUT). Apart from those
attempts, the region-growing technique has also been proposed
to adaptively optimize the reference region for better false
alarm regulation and detection probability, but with an in-

creasing computational cost [36]. In fact, all of the mentioned
schemes and attempts are naturally leading towards a general
segmentation stage, which obtains the contextual information
for the subsequent CFAR detection. This claim also agrees
with the main idea in the preliminary studies [32], [38], where
an appropriate first segmentation stage allows the standard
CFAR techniques to be applied within the homogeneous areas.

In this study, we propose an improved segmentation based
CFAR detection algorithm using TS. This paper proceeds to
describe the methodology details in Section II. The statistical
modeling of non-homogeneous sea clutter is evaluated in
Section III, followed by detection performance investigation
and discussion in Section IV. All the experiments in this paper
are based on real Radarsat-2 SAR imagery. Table I lists the
product details of the SAR images applied. Finally, Section V
presents the main conclusions and perspectives.

II. METHODOLOGY

The workflow of the proposed segmentation based CFAR
detector is shown in Fig. 1. There are three core processors
involved, i.e., the pre-processor, the segmentation processor,
and the CFAR processor, which are described sequentially in
this section.

A. Pre-processor

The process begins with an input MLI image, which could
be a ROI of any size as long as it contains sufficient amount
of reference pixels for the statistical modeling. In contrast,
for most conventional CFAR detectors, a small number of
samples outside a guarding area around the CUT is often
applied as the detector input [9], due to the increasing risk
of non-stationary statistics and capture effect. This kind of
traditional scheme, which is usually associated with the pixel-
wise sliding window technique, is defective in complicated
conditions, and inefficient and time-consuming in general,
whereas our proposed method does not have such problems.

From our previous study [1], interfering targets often lead
to inaccurate parameter estimation and deceptive modeling,
hence it is beneficial to integrate the TS from the beginning.
As a result, data truncation is the essential operation of the pre-
processor. The truncation ratio Rt is defined as the fraction of
truncated samples relative to the total number of pixels within
the ROI. The value of Rt is determined by the total sample
size NROI and the empirical maximum target size Ntarget in
pixels within the ROI and target count c. It is derived as

Rt ≥
c ·Ntarget
NROI

× 100% . (1)

Note that these parameters are user specified empirical values
in practice, and the total number of samples NROI is set
to be at least 1000 as the rule of thumb in this study.
Furthermore, it is usually impossible to estimate and determine
the exact quantity, size, or category of targets within a certain
ROI due to the general lack of knowledge. Therefore, it is
better to overestimate Rt, which ensures that all possible
contaminations are excluded.

Next, there is an optional sub-sampling procedure, which
reduces the number of samples being passed to the following
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TABLE I
RADARSAT-2 PRODUCT DETAILS.

SGF: SAR GEOREFERENCED FINE PRODUCT (ALSO KNOWN AS PATH IMAGE).

No. Acquired Date &
Region

Beam Mode Product Polarization Nominal Pixel Spac-
ing

Incidence An-
gles

No. Looks

[Rng × Az] (m) [degrees] [Rng × Az]

1 2013-08-08,
North Sea

ScanSAR Narrow SGF Single HH 25× 25 19.5 to 39.6 2× 2

2 2012-08-23,
North Sea

ScanSAR Narrow SGF Single HH 25× 25 30.8 to 46.6 2× 2

3 2009-09-19,
Netherlands
offshore

ScanSAR Narrow SGF Single HH 25× 25 19.5 to 39.5 2× 2

processors. It is achieved by simply taking every sth sample
in the converted image sample vector. Fewer samples lowers
the sensitivity for the clutter estimation of the subsequent
procedures, but also dramatically decreases the process time
[2], [3].

B. Segmentation processor

An advanced unsupervised segmentation processor is in-
cluded next in the proposed detector workflow. Our main
objective is to obtain a good overall statistical model in non-
homogenous sea clutter environments.

Based on previous studies [2], [3], [39], the automatic
segmentation process is achieved through a finite mixture
model estimated with a modified expectation maximization
(EM) algorithm, where a goodness-of-fit (GoF) test allows
for the splitting of different classes. Note that this is an
iterative method that repeatedly estimates the class posterior
probabilities for each sample based on the current parameters
and then updates the class parameters using the estimated
probabilities. It requires a fixed confidence level, a hypothe-
sized PDF expression for the class model, and no initialization.
The initial state and the number of classes are addressed with
an automatic strategy by consistently starting as one class
and adaptively splitting classes until a statistical criterion is
satisfied in the GoF test. When the sub-sampling is applied,
the subsequent reconstruction to the whole ROI is achieved
with a maximum likelihood classification of every pixel in the
entire ROI, given the class parametric models obtained for the
sub-sampled segmentation [2].

Although it is not necessary in the proposed workflow, the
processor can segment the sample pixels into their most likely
classes and produce an optional segmented image, if required.

1) Statistical modeling: Compared to the complex product
models, the relatively simple two-parameter gamma distribu-
tion is considered in this study for the statistical modeling of
the MLI measurements X , whose truncated version can also be
derived based on TS [1]. Thus, the individual clutter segment
is assumed to be gamma distributed with shape parameter α
and mean value µ. Its PDF is defined as

pX(x) =
(α
µ

)αxα−1e−xα/µ
Γ(α)

, (2)

where Γ(a) =
∫∞
0
ya−1e−y dy is the gamma function, and its

cumulative distribution function (CDF) is defined as

PX(x) =
γ(α, xα/µ)

Γ(α)
(3)

with the lower incomplete gamma function γ(a, b) defined as∫ b
0
ya−1e−y dy. The PDF of X̃ , the truncated MLI measure-

ments, becomes

pX̃(x; t) =





pX(x)
PX(t) =

(
α
µ

)α xα−1e−xα/µ

γ(α, tα/µ) ; 0 < x ≤ t
0 ; x > t

,

(4)
where the threshold t is called the truncation depth, which is
obtained based on the previously derived truncation ratio Rt
in equation (1), and the normalization by PX(t) makes sure
that pX̃(x; t) integrates to one.

In the SAR context [7], the shape parameter α is commonly
replaced by the equivalent number of looks (ENL), which
is equivalent to the number of independent intensity values
averaged per pixel. It is usually lower than the number of looks
L used pragmatically in the statistical modeling to account for
correlation between the samples in {Xi}Li=1 [40]. The ENL is
commonly estimated from a recognized homogeneous region
in a SAR image, where the speckle is fully developed, the
contribution of texture is negligible, and the radar cross section
is assumed to be constant [7]. Note that the ENL is normally
considered a global image constant, hence the presence of
texture will lead to underestimation. When the local variability
of texture is taken into account and the ENL is estimated
locally, it is no longer a constant value but a spatially varying
number. In this study, the shape parameter α is estimated
from each ROI instead of a global ENL, and this provides
a better model for the data by implicitly assimilating some
of the texture. This could be justified as a more pragmatic
approach, and the resulting kind of distribution is called the
relaxed two-parameter gamma distribution [41]. The relaxed
modeling is adopted to compensate the texture in the clutter
to some extent, without using the complicated product models
that are noted to be excessively difficult to formulate with TS.

2) Parameter estimation: The mean and shape parameter
estimation for each segmented cluster is achieved with the
maximum likelihood (ML) estimator. The likelihood function
of the truncated two-parameter gamma distribution is derived
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Fig. 1. Workflow of the segmentation based CFAR detector. The solid
arrow lines indicate the workflow. The solid parallelograms represent the
main input and output. The rectangular boxes show action and procedure in
different processors grouped within gray background regions. The diamond is
the goodness-of-fit (GoF) test, and the hexagon is internal data passed between
processors. Furthermore, the dashed arrow and dot dash line mean additional
data path and optional processing procedure and output data, respectively.

as

L(µ, α | x̃) =
n∏

i=1

pX̃(x̃i |µ, α)

=
(α
µ

)nα e−
α
µ

∑n
i=1 x̃i

[γ(α, tα/µ)]n

n∏

i=1

x̃α−1i ,

(5)

where x̃ = [x̃1, . . . , x̃n]′ and {x̃i}ni=1 is a size n sample of
truncated MLI measurements. And the log-likelihood function

is derived as

logL(µ, α | x̃) = nα log
α

µ
− n log γ(α, tα/µ)

− nα

µ

1

n

n∑

i=1

x̃i

+ n(α− 1)
1

n

n∑

i=1

log(x̃i) ,

(6)

where 1
n

∑n
i=1 x̃i and 1

n

∑n
i=1 log(x̃i) are sample mean of the

original and logarithmic truncated MLI measurements. Note
that, in the fuzzy segmentation sense [2], [3], the estimated
parameters for each class are optimized based on membership
weighted sample mean estimates in equation (6). Thus an ML
estimator can be obtained from

{µ̂, α̂} ⊆ arg max
µ,α

{logL(µ, α | x̃)} , (7)

which must be solved numerically due to the combined
parameters µ and α in the incomplete gamma function term.

In addition, there is a physical limitation for the shape
parameter estimate α̂ based on the SAR MLI measurements.
When comparing to the pre-estimated global ENL l̂ of the
image, α̂ must always be smaller or equal to it, such as α̂ ≤ l̂,
otherwise the mean value needs to be estimated independently,
with the shape parameter fixed to the ENL estimate. Hence the
ML estimator becomes

{µ̂} ⊆ arg max
µ
{logL(µ, l̂ | x̃)} . (8)

Note that many ENL estimators have been studied previously,
e.g. [7], [40], [42]–[44], but this choice is out of the scope
of this study. For simplicity, we select the most common
definition of the ENL for SAR intensity measurements in [7,
Ch. 4] as

ENL =
(mean)2

variance
. (9)

3) Goodness-of-fit test: From our previous studies [2], [3],
an hypothesis test was introduced based upon the goodness
of fit of the current class model to the observed data. Given
that the assumed model distribution is appropriate, then a poor
fitting data must represent a mixture of classes. Thus, that class
is split into two and the EM segmentation algorithm continues.
The end objective is to determine whether the current number
of classes and model parameters could explain the data to
the given confidence level [3]. A simple histogram test is
used based on the multinomial distribution and Pearson’s χ2

test, where an irregular, equiprobable partition of the data is
compared directly to the PDF. The normalized total squared
error is asymptotically χ2 distributed as detailed in standard
text books, e.g. [45]. This test is fairly generic and can be
easily implemented for our model with numerical inversion
directly from the PDF expressions that are used in the EM
algorithm.

4) Confidence level check: For the main tuning parameter
of the GoF test, Table II indicates the chosen confidence
level versus the observed false alarm rate for the Pearson’s
test, which is a demonstration of the GoF test obtaining the
specified confidence levels. The Pearson’s test is conducted
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TABLE II
CONFIDENCE LEVEL VERSUS MEASURED FALSE ALARM RATE WITH TRUNCATION RATIO Rt = 10%, 15%, 20%, 25%. PEARSON’S TEST WITH 50 BINS

AND 3 DEGREES OF FREEDOM, 105 REPEATS

Measured failures [%]
Confidence level [%] Rt = 10% Rt = 15% Rt = 20% Rt = 25%

90.0 10.196 10.286 10.150 10.239

95.0 5.019 5.192 5.012 5.140

99.0 0.941 1.013 1.042 1.025

99.9 0.101 0.109 0.111 0.124

with 50 bins and 3 degrees of freedom, and the results are
averaged from 105 Monte Carlo simulations. Each repetition
operates in a simulated ROI of 1024 gamma distributed
samples with mean value µ = 0.5 and shape parameter α = 4,
where the truncation ratios considered are 10%, 15%, 20% and
25% related to the total number of samples. A wide range of
parameter values were also tested and all showed this same
representative behavior.

C. CFAR processor

After the segmentation processor, the PDF for all samples
within the ROI can be described by a finite mixture model,
which is shown as

f(x) =

m∑

i=1

π̂ifi(x | µ̂i, α̂i) , (10)

where m is the number of classes, π̂i are the class priors
(weights) estimated from the ROI such that π̂i ≥ 0,

∑m
i=1 π̂i =

1, and the fi(x | µ̂i, α̂i) are the individual class model PDFs
with estimated mean and shape parameter. When assuming a
two-parameter gamma distributed clutter, the mixture model
CDF is then derived as

F (x) =

m∑

i=1

π̂iFi(x | µ̂i, α̂i)

=

m∑

i=1

π̂i
γ(α̂i, xα̂i/µ̂i)

Γ(α̂i)
.

(11)

In the final procedure, our proposed CFAR processor imple-
ments target detection using only the local contextual statistics.
It is conducted with a pixel-wise expandable sliding window.
A small window size of 3 × 3 is selected initially, in order
to maintain the closest reference samples around the CUT.
Note that there may be samples that are excluded (truncated)
in the pre-processor, which do not possess the segmentation
information. Therefore, in this study, whenever the sliding
window contains less than 8 untruncated samples, the window
will be automatically expand to a larger size. This is to ensure
that there is good amount of reference samples for the local
contextual statistical modeling.

Next, the posterior probabilities of the neighboring samples
confined by the sliding window are collected to calculate the
average class weights in the mixture model. Then the local
contextual mixture model is constructed using the estimated
class model parameters from the previous processor and their
local contextual priors. Hence, the specified false alarm rate

PFA, under the estimated mixture model, can be related to the
CDF as

PFA = 1− F (T )

= 1−
m∑

i=1

π̂i,j
γ(α̂i, T α̂i/µ̂i)

Γ(α̂i)
,

(12)

where π̂i,j is the class weights estimated from the local neigh-
borhood samples (X1, X2, . . . , Xj), and T is the detection
threshold that needs to be solved for.

In addition, it is worth noting that there are also some al-
ternative fast CFAR detection schemes that can be considered
using the optional segmented image. Similar to the previous
studies [17], [33], the conventional concepts, such as the SO-
CFAR and GO-CFAR, can be easily achieved here. In a coarse-
level process, the CFAR detection is based on one single class
model with the smallest or greatest of the mean estimates
within the whole ROI. In a local-level process, by using the
sliding window technique, only the local dominant class is
selected for the detection. In either way, the process time will
be reduced to some extent, but also causing varying degrees of
detection performance degradation, compared to the proposed
comprehensive detection algorithm.

III. STATISTICAL MODELING OF REAL SEA CLUTTER

In this section, the statistical modeling of the non-
homogeneous clutter is evaluated with real MLI SAR im-
agery. Our comparative study is conducted on three different
ROIs selected from the image No.1 in Table I, representing
real possible cases when such sample regions are used as
the reference for the statistical modeling of the background
clutter. For comparison, the sea clutter is modeled with the
gamma distribution, K-distribution, and a mixture of gamma
distributions, whose parameters are estimated by either the
conventional estimators or the TS-based ML estimators.

A. Statistical model and parameter estimation

In total, there are 4 modeling approaches considered here,
which are described in the following sub-sections. Note that
the statistical modeling approach based on a mixture of gamma
distributions using the TS has already been introduced in the
proposed segmentation processor in Section II.

1) Gamma distribution with sample mean estimate and
global ENL: This is the simplest conventional modeling
approach included in the evaluation and discussion. The mean
value is averaged from all sample values within the ROI, and
the shape parameter is replaced by the global ENL constant
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of the image. Note that the global ENL value is pre-estimated
from a manually selected homogeneous region in the image.

2) Gamma distribution with TS-based mean estimate and
global ENL: In our previous study [1], a TS-based ML mean
estimator has been proposed, which is derived as equation (8).
And the same global ENL estimate is applied here as before.
This clutter modeling approach is proved to be very effective,
when handling a contaminated situation.

3) K-distribution: The product model has been commonly
chosen as an appropriate statistical model for the sea clutter in
various scenarios. When a gamma distributed texture variable
is assumed, the K-distributed intensity PDF is derived as [7,
Ch. 5.4]

p(I) =
2

Γ(l̂)Γ(ν̂)

(
l̂ ν̂

µ̂

)(l̂+ν̂)/2

× I(l̂+ν̂−2)/2Kν̂−l̂


2

(
ν̂ l̂ I

µ̂

)1/2

 ,

(13)

where µ̂ is the sample mean estimate of the ROI, l̂ is again
the global ENL estimate of the image, and ν̂ is the additional
order parameter that needs to be estimated as well. Note that
the order parameter indicates the texture condition; the larger
(smaller) the order parameter, the lower (higher) the texture
variation level. Moment-based methods for order parameter
estimation have been studied in [46], [47]. In this study, a
method of fractional moments (MoFM) estimator is used for
the order parameter estimation, which is based on the rth-order
moment expression. It is defined as

E〈Ir〉 = E〈I〉r Γ(l̂ + r)

l̂rΓ(l̂)

Γ(ν + r)

νrΓ(ν)
, (14)

where E〈·〉 is the expectation operator. Equation (14) is solved
numerically for ν with the moment order set to r = 0.5 and
replacing population moments with sample moments com-
puted from the intensity measurements in the ROI. Another
practical solution would be to estimate the model parameters
with the method of log-cumulants (MoLC). Although it is
not considered in this study for simplicity, the MoLC has
shown relatively simple numerical expressions and lower bias
and variance compared to moment based methods for product
based distributions [48].

B. Result assessment

Fig. 2 to 4 show three case studies with different ROIs
selected from the real MLI SAR image No.1 in Table I. The
case studies are chosen to demonstrate homogeneous clutter
contaminated by multiple interfering targets, uncontaminated
non-homogeneous clutter with complex clutter edges, and
non-homogeneous clutter with interfering targets, respectively.
All ROIs contain the same 9 × 104 number of pixels. For
the proposed segmentation based scheme using TS, a 10%
truncation ratio is chosen, the confidence level is set to be
99% in the GoF test, and a sub-sampling factor of s = 4 is
applied.

As shown in Fig. 2(a), there are two targets within the
ROI. A reference sample region contaminated by one or more
targets is commonly seen in dense target situations. Although,
the ROI appears to be mostly homogeneous, our proposed
segmentation algorithm is sensitive enough to segment the
background into two classes in Fig. 2(b). Note that the
truncated pixels are not assigned to any class, as this is not
necessary at this stage (shown in black). Fig. 2(c) and 2(d)
provide the visual and numerical inspection of the goodness
of fits. It is obvious that the conventional statistical modeling
approaches, such as the single gamma and K distribution, are
significantly biased by the interfering targets within the region.
As a result, excessive heavy tails are observed, which will
amplify the threshold calculated at the specified false alarm
rate, lower the observed false alarm rate, and increase the
risk of missing weak target in the detection. In contrast, by
using the TS, the interfering target pixels can be excluded
from the reference samples, leading to a better statistical
modeling performance. The results clearly show that both TS-
based approaches provide good overall fitting to the intensity
measurements.

Fig. 3(a) demonstrates another common situation, where
the background intensity transitions between different regions
yield multiple complex clutter edges. In this case, the proposed
segmentation processor is able to properly segment the ROI
into two classes, and the clutter edges seems to be well
preserved as well. Reflected in the modeling results in Fig.
3(c) and 3(d), the mixture model approach definitely shows
the best goodness of fits among others. Although the single
K-distributed PDF can take the texture variations into account
and fit the data all right, especially for the intensity values
above the truncation depth, it is merely by coincidence. As
for the single gamma PDFs, they are obviously not suitable
for the statistical modeling in the clutter edge situation.

Finally, in Fig. 4, the clutter modeling performance is eval-
uated in the most challenging case, where both the interfering
targets and clutter edges appear in the same ROI. The pro-
posed segmentation algorithm using TS still provides excellent
overall model fitting to the data and produces appropriate seg-
mentation results, in spite of all the difficulties. In summary,
it is also worth noting that the TS-based modeling approaches
show excellent results below the truncation depth, and only
diverge above that depth due to the missing information after
the data truncation. And towards the higher intensity values,
the increasing variances shown in the numerical inspection in-
dicate the histogram estimation error due to very few samples
in the tail region of the distributions. In addition, the user
specified settings like the confidence level and the degree of
sub-sampling of the input image will affect the detail level
of the segmentation, revealing only the major classes, or a
variable level of detail [2]. In the experiments, a wide range
of settings have been investigated before choosing the settings
for demonstration. According to the user requirements, a fast
coarse level segmentation results can be obtained with a higher
confidence level and/or a larger sub-sampling factor, while the
opposite for a slow fine level process.
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IV. CFAR DETECTION PERFORMANCE

This section examines the proposed segmentation based
CFAR detection performance in various real scenarios based
on the Radarsat-2 SAR images listed in Table I. A number
of different combinations of the user specified settings were
evaluated during the experiments, which include different
truncation ratios, sub-sampling factors, confidence levels and
specified false alarm rates. The essential CFAR properties,
such as the false alarm regulation and the detection rate, are
considered and assessed in the study.

A. Operational scheme

As mentioned in the previous Section II-A, an MLI SAR
image with any size can be accepted as the detector input. For
the images covering large areas, a modified stepping window
technique is introduced and applied in the experiments, which
is sketched in Fig. 5.

As a result, the segmentation window confines the total
region that goes into the pre-processor and segmentation
processor, and the final CFAR detection is only conducted
within the region marked by the detection window. Note that
the inner block shifting window goes through the whole image
without overlapping, while the outer larger window makes sure
the local contextual information for the pixels on the edges of
the detection window are collected as well. In this study, the
segmentation window is designed to double the size of the
detection window in both the azimuth and range directions.

B. Result assessment

In Fig. 6 to 9, some selected sub-regions of the original im-
ages and the corresponding detection results are demonstrated.
Note that many more regions and images have been tested
during the experiments, but not included due to limited space.
The ground truth is based on visual inspection or automatic
information system (AIS) positioning data.

First of all, the detection results shown in this section are
obtained with the same user specified settings, i.e., 300× 300
pixels detection window, 10% truncation ratio, sub-sampling
factor 4, 99% confidence level and 0.001% specified false
alarm rate. In addition, many different setting combinations
were also evaluated during the experiments. Note that because
the chosen settings may not necessarily be the most favorable
for each individual image, the adaptivity and robustness of
the proposed segmentation based CFAR detector can be well
demonstrated.

Fig. 6(a) shows a complex and challenging sea clutter situ-
ation for target detection. There are multiple targets appearing
in the image. An obvious clutter transition between different
sea states is found across the scene. And many cloud-like
clutter structures spread over the image. From the detection
result in Fig. 6(b), all targets are clearly detected, and there are
no excessive false alarms observed around the complex clutter
edges. Fig. 7(a) and 8(a) show two sub-regions from another
SAR image, where possible oil spills are appeared around
the targets, together with few weak targets in the neighboring
area at the same time. As shown in Fig. 7(b) and 8(b), good

detection results are achieved in both cases, not only for the big
bright targets, but also for the small weak ones. In the end, an
unusual case is demonstrated in Fig. 9(a), where a wind farm
offshore of Netherlands is covered within the SAR image. A
large number of wind turbines are located in an extremely
close range, while background clutter variations are observed
in the same region. It is clear that the proposed detector is
able to provide an excellent performance in Fig. 9(b). All
targets are detected and can be distinguished individually. The
clutter variation effects are suppressed to a minimum as well.
Finally, it’s worth noting that there are a few excess false
alarms observed at the natural sea clutter spikes within the
tested images, which are part of the fine clutter structures and
considered lookalikes of the targets. It is possible to solve this
issue by adjusting the user specified settings.

V. CONCLUSIONS

In this paper, we looked into target detection in non-
homogeneous sea clutter environments. The frequently en-
countered issues caused by the capture and clutter edge
effects are primarily responsible for the CFAR detection
performance degradation resulting in excessive false alarms
and/or missing targets. A robust segmentation based CFAR
detector using TS has been proposed, where the introduction
of the truncated statistics and the segmentation stage have
proved to be favorable and beneficial in various real complex
situations. The practical performance has been demonstrated
in the experiments using real Radarsat-2 MLI SAR images.

Compared with the conventional algorithms, the improved
automatic TS based segmentation processor provides a com-
prehensive statistical analysis of the non-homogeneous back-
ground clutter independent from the interfering outliers. The
subsequent CFAR processor takes advantage of the available
local contextual information, yields a controlled false alarm
rate, and achieves excellent detection capability. Thus, the
proposed scheme is able to adapt to the complicated target
conditions and variations of the background clutter, and is
qualified for a robust context-based fully automatic system
for sea monitoring under different circumstances by SAR.

Moreover, a multidimensional approach is going to be devel-
oped to enhance the target detection performance using multi-
polarization SAR data. Additional expansion of the algorithm
could also be made by deriving the truncated statistics for
other hypothesized sea clutter models, such as the common K
and G0 distribution.
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Fig. 5. Stepping window structure of the segmentation based CFAR detector.
The solid line rectangle marks the block shifting detection window with no
overlap, while the dashed line rectangle indicates the larger segmentation
window centralized around the inner detection window.
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(a) ROI in decibels. (b) Preliminary segmentation result.

(c) Visual inspection of GoF. (d) Numerical inspection of GoF.

Fig. 2. Case 1: Comparative analysis of the statistical modeling of real sea clutter. Sub-figures (a) and (b) show the selected ROI from an real MLI HH
polarization SAR image and the optional preliminary segmentation result produced by the proposed segmentation processor. The visual inspection of the
goodness of fits is presented in sub-figure (c), where different statistical modeling approaches are indicated by distinct colors. The green and black curves are
the single gamma and K-distributed PDFs based on the conventional parameter estimates. The blue curve is the single gamma PDF based on the TS-based
ML parameter estimates, and the red curve is the PDF of a mixture of two gamma distributions estimated with the TS-based fuzzy ML estimator. Note that
all PDFs are scaled to match the histogram of the intensity measurements, and the numerical inspection in sub-figure (d) shows the ratios of the scaled PDFs
to the observed histogram in decibels, which is denoted as Pmodel/Pdata.
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(a) ROI in decibels. (b) Preliminary segmentation result.

(c) Visual inspection of GoF. (d) Numerical inspection of GoF.

Fig. 3. Case 2: Comparative analysis of the statistical modeling of real sea clutter. Sub-figures (a) and (b) show the selected ROI from an real MLI HH
polarization SAR image and the optional preliminary segmentation result produced by the proposed segmentation processor. The visual inspection of the
goodness of fits is presented in sub-figure (c), where different statistical modeling approaches are indicated by distinct colors. The green and black curves are
the single gamma and K-distributed PDFs based on the conventional parameter estimates. The blue curve is the single gamma PDF based on the TS-based
ML parameter estimates, and the red curve is the PDF of a mixture of two gamma distributions estimated with the TS-based fuzzy ML estimator. Note that
all PDFs are scaled to match the histogram of the intensity measurements, and the numerical inspection in sub-figure (d) shows the ratios of the scaled PDFs
to the observed histogram in decibels, which is denoted as Pmodel/Pdata.
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(a) ROI in decibels.

(b) Preliminary segmentation result.

(c) Visual inspection of GoF. (d) Numerical inspection of GoF.

Fig. 4. Case 3: Comparative analysis of the statistical modeling of real sea clutter. Sub-figures (a) and (b) show the selected ROI from an real MLI HH
polarization SAR image and the optional preliminary segmentation result produced by the proposed segmentation processor. The visual inspection of the
goodness of fits is presented in sub-figure (c), where different statistical modeling approaches are indicated by distinct colors. The green and black curves are
the single gamma and K-distributed PDFs based on the conventional parameter estimates. The blue curve is the single gamma PDF based on the TS-based
ML parameter estimates, and the red curve is the PDF of a mixture of two gamma distributions estimated with the TS-based fuzzy ML estimator. Note that
all PDFs are scaled to match the histogram of the intensity measurements, and the numerical inspection in sub-figure (d) shows the ratios of the scaled PDFs
to the observed histogram in decibels, which is denoted as Pmodel/Pdata.
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(a) Intensity image in decibels. (b) Detection result.

Fig. 6. CFAR detection performance study. (a) sub-region of the MLI HH polarization SAR image acquired on 8th August 2013, the North Sea (image No.1
in Table I); (b) detection result obtained with 300 × 300 pixels detection window, 10% truncation ratio, sub-sampling factor 4, 99% confidence level and
0.001% specified false alarm rate.

(a) Intensity image in decibels. (b) Detection result.

Fig. 7. CFAR detection performance study. (a) sub-region of the MLI HH polarization SAR image acquired on 23rd August 2012, the North Sea (image
No.2 in Table I); (b) detection result obtained with 300× 300 pixels detection window, 10% truncation ratio, sub-sampling factor 4, 99% confidence level
and 0.001% specified false alarm rate.
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(a) Intensity image in decibels. (b) Detection result.

Fig. 8. CFAR detection performance study. (a) sub-region of the MLI HH polarization SAR image acquired on 23rd August 2012, the North Sea (image
No.2 in Table I); (b) detection result obtained with 300× 300 pixels detection window, 10% truncation ratio, sub-sampling factor 4, 99% confidence level
and 0.001% specified false alarm rate.

(a) Intensity image in decibels. (b) Detection result.

Fig. 9. CFAR detection performance study. (a) sub-region of the MLI HH polarization SAR image acquired on 19th September 2009, offshore of Netherlands
(image No.3 in Table I); (b) detection result obtained with 300× 300 pixels detection window, 10% truncation ratio, sub-sampling factor 4, 99% confidence
level and 0.001% specified false alarm rate.
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