uiT

Faculty of Science and Technology, Department of Mathematics and Statistics

Melanoma detection
Colour, clustering and classification

Kajsa Mollersen
A dissertation for the degree of Philosophiae Doctor — November 2015

THE ARCTIC
UNIVERSITY
OF NORWAY







Abstract

Malignant melanoma is the deadliest form of skin cancer, and successful treatment relies
on early detection. Undiagnosed skin lesions can be photographed and the images fed
into a computer system that potentially differentiates malignant from benign lesions. To
develop the melanoma detection system, various methods from statistics, machine learning
and image analysis are applied.

An image consists of millions of pixels, so reducing the enormous amount of data is
an important part of image analysis. This can be done by probability density estimation
and clustering. In hierarchical clustering, the dissimilarity measure has great influence
on the final clustering, but there has been little focus on how to choose an adequate
dissimilarity measure for density-based techniques. In this thesis, six properties for density-
based dissimilarity measures are therefore proposed as a guide for the user, based on
assumptions and previous knowledge about the data set.

An image cannot be fed directly into a classifier because of the amount of data contained
in each image; therefore a set of features is extracted from one. In melanoma detection, the
colour of the lesion is of special interest. This thesis presents several approaches to colour
feature extraction. (i) By clustering the pixel values and then comparing the cluster centres
to pre-defined colour values, melanoma-indicative colours are detected. (ii) By estimating
the probability density, and then measuring the goodness-of-fit, the variation in colours is
accounted for. (iii) By the use of a dissimilarity measure, an unclassified lesion’s similarity
to the melanoma class or the class of benign lesions can be calculated. Different methods
for feature evaluation are discussed.

A thorough presentation of computer systems for melanoma detection is provided, and
some of the key elements are discussed. The challenge of feature selection and classifier
selection is given special attention. A computer system for melanoma detection, Nevus
Doctor, is presented. It is based on semi-automatic feature selection of both new and
previously developed features, and a new hybrid classifier.

The performance of the system in terms of sensitivity and specificity scores is presented
and compared to that of a commercially available system for the same set of lesions. This
methodology has previously been used once only, and then in a smaller study. Obsta-
cles associated with small data sets are discussed, including cross-validation and clinical
relevance.

Nevus Doctor performed better than the commercially available system. The new
colour features add value in computer-aided melanoma detection, both by improving the
existing system and by introducing a new class of features. The properties for dissimilarity
measures offer a new perspective on clustering and other fields where dissimilarity measures
are a core element.
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Chapter 1

Introduction

1.1 Image analysis: Feature extraction, feature selec-
tion and classification

Image analysis covers a wide range of objectives, fields, techniques and applications. The
objective of the work presented here has been to classify skin lesions based on their colour
image representation. To achieve this, different techniques from statistical analysis have
been used, some of them closely related to machine learning. New techniques have been
developed when existing ones did not meet the specific needs. The final application is a
system for use in clinical practice that makes recommendations based on the classifica-
tion. In the context of statistical analysis, images and their pixel values are treated as
observations.

A common digital image consists of pixels spatially organised in a rectangle, where each
pixel has one or more numbers associated to it. A colour image typically has three or four
numbers for each pixel, e.g. one number for each of the colours red, green and blue (RGB),
but many other representations exist. In an RGB image with 8 bit depth there will be
more than 16 million possible unique colours. Fig. 1.1 shows the Kodak colour plate “red”
photographed through a dermoscope, a magnifying lens with surrounding lights. There
are more than 20,000 unique shades of red in this 8 bit image, due to noise and non-
homogeneous lightening. The pixel values can be spatially organised in a number of ways,
depending on the number of pixels. In practice, all images are unique, even those of the
same object.

In many applications it is desirable to group images, either for the purpose of grouping
the images themselves or the objects in the images. If the images are labelled according
to class, the groups are defined by the classes. Labelling a new image based on its similar-
ity to the pre-defined classes is called classification, and is a form of supervised learning.
Grouping independently of class label is referred to as clustering, and is a form of unsu-
pervised learning. Both images and pixel values can be classified or clustered. In medical
applications, images often have corresponding class labels, e.g. benign and malignant, and
the objective is to develop a classifier that accurately predicts the class label of a new



Figure 1.1: Kodak colour plate “red” photographed through a dermoscope.

observation. To make further analysis easier, it is sometimes desirable to group the pixels
within an image, e.g. according to a pre-defined number of colours.

In order to be able to group images either by classification or clustering, the enormous
amount of data involved, consisting of the pixel values and their spatial organisation, must
be reduced. This is done by calculating characteristics of the image that are relevant for the
grouping, and is called feature extraction. Deciding on which features to extract depends
on the desired grouping. If Fig. 1.1 were one of many images of colour plates, a relevant
feature might be the mean pixel value, for the purpose of grouping the plates according to
colour. If Fig. 1.1 were one of many images of the same colour plate, taken with different
dermoscopes, a relevant feature might be the light intensity decay towards the edges, for
grouping the images according to the characteristics of the dermoscopes. Note that these
two examples can be both classification problems and clustering problems.

The relevance of a feature is closely connected to its ability, in combination with other
features, to separate groups. In clustering, where the desired grouping is defined by certain
characteristics of the observations, the relevance of a feature is closely connected to its
ability to quantify the specific characteristics. Translating characteristics to a feature
extraction algorithm is not necessarily straightforward. Several feature algorithms can
describe the light intensity decay towards the edges in Fig. 1.1, but not all are equally
relevant. In classification, the relevance of a feature is more directly connected to class
separability, since it can be measured against a ground truth. For both clustering and
classification, a feature’s relevance is dependent on the clustering or classification technique.
A feature that increases group separability for one technique does not necessarily increase
it for another technique. There is no strict definition of relevance: for a discussion see e.g.
Kohavi and John (1997).

An unlimited number of features can be extracted from an image, but for the purpose
of classification, large numbers of features should be avoided. If the number of features is
high compared to the number of observations in each class, the classifier can be overfitted



and become unstable. From a set of proposed features, a subset can be selected according
to its ability for class separation. If the original feature set is very large, the feature selec-
tion encounters serious obstacles. The fraction of possible subsets that can be evaluated
will be small, and possibly relevant feature combinations are excluded from the search.
Consequently, the selected subset might not be the best subset. The problem of finding
the best subset is known to be NP-hard (Guyon and Elisseeff, 2003; Amaldi and Kann,
1998), which implies that there are no known algorithms that can solve the problem in
reasonable time for a large amount of features. Strong correlations between feature values
and class labels are more likely to have appeared by chance if the number of features is
very large. Features included in the classifier due to spurious correlations with the class
labels can make the classifier unstable. Although it can be tempting to develop a series
of feature extraction algorithms, often differing only by a parameter value, e.g. the pth
percentile of the colours in an image for p = 5,10, ...,95, this should be avoided. If the
data set is not adequately sized, spurious correlations are likely to occur, but even with a
large enough dataset only a smaller proportion of possible feature subsets can be tested.

As a starting point for feature extraction algorithms, it is natural to turn to the ex-
perience of human experts. When human beings classify images the process is complex
but the language describing the process is simple. Quantifying features such as “asym-
metry” or “colourful” requires identification of the object, segmenting the object from the
background, clustering pixels according to colour, etc. Due to the complexity of human
processing, single features like “asymmetry” often result in several feature extraction algo-
rithms, and thus, even if the initial set of features for human classification is small, the set
of feature extraction algorithms can be large.

Even if the data set is large enough for the classifier to be stable with a large number of
features, feature selection is needed to detect irrelevant and redundant features, which will
lower the performance of the classifier. Feature selection can be done in a number of ways.
Unsupervised feature selection aims at reducing the number of features independently of
the class labels. Very highly correlated features and degenerate features can be detected,
although this is only relevant if the number of features is very large. If two features
are strongly correlated, one of them may be redundant, but to know which one better
contributes to the classification, the class labels must be taken into account. It is also not
possible to determine, without the class labels, just how strong the correlation must be
before one of the features is redundant. For examples and discussion on correlation and
redundancy, see e.g. Guyon and Elisseeff (2003). Feature selection based on correlation
to class label, but independent of the specific classifier, is called filtering, which is useful
to detect features with weak correspondence to the class labels and redundant features.
The subset acquired from filtering should be investigated further with a feature selector
specific for the classifier, called a wrapper. The chosen classifier might make assumptions
about the features, e.g. that their values are normally distributed, that are not taken
into account by the filter. Feature selection and classifier choice should be an iterative
process. If the features do not meet the assumptions of the classifier, either the features
can be transformed, or a different type of classifier can be chosen, and the feature selection
repeated.



There is a wide range of classifiers available, from the simple linear discriminant analysis
(LDA) and the intuitive k-nearest neighbours (k-NN), to more complex ones like support
vector machines (SVM) and artificial neural networks (ANN). A classifier is first trained
on a set of labelled data, and then a new observation can be classified. Many classifiers
have user-set parameters, e.g. the number of neighbours and distance function in k-NN.
There is a great risk of overfitting the classifier if the number of observations in each class
is small compared to the number of features and the complexity of the classifier. Choice
of classifier can be crucial, since the potential of class separability of the features is not
fully exploited if the assumptions of the classifier are not met. Combining several classifiers
might improve the performance compared to a system that relies on only one classifier (Ho
et al., 1994). Other important aspects can be interpretability for the user, stability, etc.

To sum up, grouping images or other data objects containing lots of information is
a complex task, made even more so by the interactions between the different parts: one
part cannot be seen independently of the others. As well as those discussed here, other
multiple aspects are also relevant for image analysis, e.g. noise reduction, choice of colour
space, etc. These aspects are also integrated parts of the process. Then, in addition, there
is the relevance of the actual application. In the work presented here, the application is
melanoma detection, where images of skin lesions are classified as benign or suspicious.
The cost of misclassifying a malignant lesion as benign can be huge, and this must be
reflected in all parts of the analysis.

One challenge for applied problems is verification of the proposed solution. The goal
for the system is to be able to correctly classify objects that were not used in developing
the system. The only way to guarantee this is to test the system on a data set that
was not available during development. The performance of the system improves, up to a
certain point, as the number of observations available for training increases. For real data
applications, the data set is most often limited, and there is a trade-off between optimal
training and reliable verification. Cross-validation is a well-established method for using
the whole data set, both for training and testing, which is especially useful if the data
set is small compared to the complexity of the problem (see e.g. Hastie et al. (2009, pp.
241-9)). The data set is divided into K folds and for each repetition, K — 1 folds are used
for training and one fold is used for testing. Correct use of cross-validation requires that
all parts of the training that depend on the class labels are repeated for each fold, not only
the training of the classifier. The training involves

- Parameter adjustment of the feature extraction algorithms: many feature extraction
algorithms include user-set parameters, which are often adjusted according to class label.

- Feature selection: if feature selection is done on the whole data set, the classification
result can be severely biased.

- Classifier model selection: if the type of classifier (e.g. ANN, SVM, k-NN) and the
user-set parameters (e.g. number of hidden layers) are chosen on the basis of the whole
data set, the result can be severely biased.

There are numerous examples of wrong use of cross-validation in the literature. The
problem has been addressed by authors in fields like bioinformatics (Smialowski et al.,
2010) and medicine (Babyak, 2004). Doing feature selection on the whole data set is fairly
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common and it seems as though many authors are unaware of the bias that they may
introduce. Classifier model selection is often not discussed, and it is therefore not possible
for the reader to know whether the selection of the classifier was based on class labels. If
the assumptions of cross-validation, independently and identically sampled observations,
are not met, the result can be biased. This can be a problem, especially if samples are
taken over a long time period, where the underlying distribution of the population is slowly
changing.

In applied problems with real data that is not publicly available, how the performance of
the system is reported requires special attention. When simulated or publicly available data
is used, interested parties have the opportunity to replicate the experiment and measure
different aspects of the system’s performance, for example to compare it to their own
method. However, in many medical applications the data is not publicly available, due to
patient privacy regulations. Then the performance of the system should be reported more
thoroughly: for example is the entire receiver operating characteristic (ROC) curve more
informative than the area under the curve (AUC) or a single sensitivity /specificity pair.
In addition, the clinical relevance must be taken into consideration when the performance
is reported, so that the clinical relevant aspects are clearly shown.

1.2 Clustering and dissimilarity measures

The aim of clustering is to group observations so that the observations in one group (cluster)
are more closely related to each other than to the observations in another group. In
clustering, there is no ground truth, so the evaluation of a technique depends both on the
specific data set and the problem-specific cluster concept. This has led to an enormous
variety in clustering techniques, each one introduced to cover a specific aspect of clustering.
Frequently, labelled data is used to evaluate clustering techniques since objective criteria are
lacking. In an attempt to provide an overview, it may be useful to categorise the different
techniques. Some of the more widely used categories are as follows - hard versus fuzzy,
where fuzzy assigns a probability of cluster membership to each observation; deterministic
versus stochastic, where stochastic techniques can provide different outcomes for the same
data set; hierarchical versus partitional, where hierarchical provides a nested series of
clusters. For more categorisations, see e.g. Jain et al. (1999). A rarer categorisation
is distance-based versus model-based (Zhong and Ghosh, 2003). It can be argued that
categorising clustering techniques is a form of clustering in itself, and that the variety of
categorisations is necessarily as rich as the variety of techniques.

Deciding on which clustering technique is more adequate depends on the problem at
hand in terms of the cluster concept. Choosing a clustering technique on the basis of the
observed data is counter-intuitive; since clustering is a tool for data exploration, it would
be redundant if the data had already been explored to the extent that the most adequate
clustering technique could be selected. A small proportion of the data set could be used to
choose a clustering technique, but because of the enormous amount of techniques available,
the choice must be narrowed. The cluster concept can be used to choose a clustering



technique, for example by restricting the clusters’ ability to intersect, or penalisation of
small clusters. Clustering techniques rely on dissimilarity measures, and for this reason,
knowledge about the measures’ properties is needed.

Dissimilarity measures can be categorised as distance-based versus density-based, which
is similar to the clustering technique categorisation of Zhong and Ghosh (2003). Consider
clustering the colours of an image. An option is to start with every pixel constituting a
subcluster on its own, and then merge the two subclusters that are most similar. This is
called hierarchical agglomerative clustering (Ward, 1963). At the first stage, a distance
function can be used directly, since all subclusters are points in the space. At the next
stages, if a distance function is used, a representation of the points in each subcluster or a
function of the pairwise distances is needed. At later stages, when the number of subclusters
is low compared to the number of observations, a density estimate can represent the points,
and the distance function can replaced by a density-based dissimilarity measure.

The term divergence does not have a strict mathematical definition, and is often used
about functions that aim at measuring dissimilarities, but that are not proper distance
functions, or that belong to a class which includes such functions. Bregman divergences
(Bregman, 1967) and f-divergences are used in clustering, and their properties can therefore
be relevant when choosing the most adequate technique. The class of Bregman divergences
includes the squared Euclidean distance and the Mahalanobis distance, and can in addition
measure the distance between discrete probability distributions. Bregman divergences were
investigated by Banerjee et al. (2005) in the clustering context. The class of f-divergences
measures the distance between two probability distributions, and is therefore suited for
density-based dissimilarity measures. The f-divergences possess information monotonic-
ity, explained by Ali and Silvey (1966) as We should not be able to increase our ability to
distinguish between two different distributions by “grouping observations together”. Amari
(2009) proved that any decomposable divergence that fulfils information monotonicity is
an f-divergence, and stated the more general conjecture that any divergence that fulfils in-
formation monotonicity is a function of an f-divergence. The Kullback-Leibler information
(often referred to as Kullback-Leibler divergence) is both an f-divergence and a Bregman
divergence, therefore possesses both classes’ properties (Amari, 2009), and is a much-used
divergence for clustering.

Dissimilarity measures are fundamental in clustering since they define the relation be-
tween observations or groups of observations. Their properties are relevant in other con-
texts as well, e.g. when comparing reference models to proposed models. A dissimilarity
measure will then indicate which of the proposed models best approximates the reference
model. An example of this is content-based image retrieval, where a new image is compared
to images with known class labels by the use of a dissimilarity measure. In filter feature
selection, a proxy measure is used to evaluate each feature. This can, for example, be class
separability measured by divergence; see e.g. Guyon and Elisseeff (2003).

An image consists of millions of pixels, which correspond to observations. The length
of the vector associated to each pixel (three or four, depending on the colour space) cor-
responds to the dimension of the sample space. Any observed sparsity can therefore be
assumed to reflect the underlying distribution, and it is therefore possible to make good
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density estimates. Assuming that the observations are independently drawn from an un-
derlying distribution, a probability distribution can be estimated, and the density can be
summarised in very few parameters from which features can be calculated. The challenge
then remains as to how to estimate the density and how specifically to use the density
estimates as features. The mixture of Gaussian distributions can be used for density esti-
mation since it approximates any continuous distribution with arbitrary accuracy (Maz'ya
and Schmidt, 1996; Huber et al., 2008). A possibility for feature extraction is to compare
the estimated density to other densities, and for that a dissimilarity measure is needed.






Chapter 2

Computer systems for melanoma
detection

2.1 Melanoma detection and dermoscopy

Skin cancer is the most common human cancer, with high incidence rates especially in re-
gions with predominantly fair-skinned populations, such as Europe, North-America, Aus-
tralia and New-Zealand (Ferlay et al., 2013). The most common skin cancer type is basal
cell carcinoma (BCC), which is not considered deadly and therefore excluded from most
cancer registries and studies related to skin cancer. The remaining skin cancers are usually
divided into two groups; malignant melanoma (melanoma) and non-melanoma skin cancer
(NMSC). Both melanoma and NMSC can metastasise and can therefore be deadly. NMSC
is approximately twice as common as melanoma, and BCC is approximately five times as
common as the other two combined (Socialstyrelsen, 2014). It is believed that BCC and
NMSC are under-reported, and that this is because of their low mortality rates. Hence,
incidence rates must be handled with care. Melanoma accounts for nearly 90% of skin
cancer deaths in Norway (Cancer Registry of Norway, 2015), and is by far the most deadly
type of skin cancer. It is the second most common cancer type in the age group 25-49
years in Norway, both for men and women, and the incidence rate is increasing (Cancer
Registry of Norway, 2015). Increasing incidence rates are found both in Europe (Forsea
et al., 2012), the USA (American Cancer Society, 2014) and Australia (Australian Institute
of Health and Welfare, 2015).

Melanomas originate from melanocytes; see Fig. 2.1. These are the same cells that pro-
duce melanin, the main component in skin colour. Benign melanocytic lesions, commonly
referred to as moles, also originate from melanocytes. BCC originates from basal cells, and
the most common NMSC, squamous cell carcinoma (SCC), originates from squamous cells
- both examples of non-melanocytic lesions. Benign lesions can also be non-melanocytic.
Although melanocytic and non-melanocytic lesions originate from different cells, and thus
have different physiology, their visual appearance can be similar.

Recent developments in melanoma treatment are promising, but the only effective treat-
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Figure 2.1: Anatomy of the skin.

ment for melanoma is still excision of the tumour before metastasis (Garbe et al., 2011;
Niezgoda et al., 2015). The five-year survival rate for patients diagnosed with melanoma is
close to 90% if the tumour has not metastasised, but drops to about 20% for tumours with
distant spread metastasis (Cancer Registry of Norway, 2015). Early detection is therefore
crucial. In its early stages, a melanoma resembles a common benign skin lesion, and de-
tection is therefore challenging. A final melanoma diagnosis can only be made by excising
the lesion for histopathological examination of the tissue, as seen in Fig. 2.2.

The decision to excise a lesion is made by a dermatologist or a general practitioner
(GP) based on visual inspection and patient history. Due to the high risk for the patient
if a melanoma is left untreated, the decision to excise is based on a low grade of suspicion.
Excising a lesion is fairly easy, and is often done by the GP. Due to the similarity of
melanoma and benign lesions, and since low grade suspicion triggers excision of the lesion,
the number of benign lesions per melanoma being excised is high. For the dermatologist,
the excision ratio of benign lesions per melanoma varies from 10-50:1 in reported studies,
whereas the excision ratio for GPs is significantly higher and typically lies around 50-100:1
(Lindeldf et al., 2008; Marks et al., 1997). Histopathological examination of a suspicious
lesion is time-consuming and requires expert knowledge. It is considered a bottleneck in
melanoma diagnosis.

Most of the light that impinges the skin is reflected by the uppermost skin layer, and
only the information contained there is available for naked-eye examination. A dermoscope
(dermatoscope) is a device consisting of a magnifying lens with surrounding lights and a
glass plate, used to examine skin conditions. The glass plate has approximately the same
refraction index as the uppermost skin layer, and is used in combination with fluid (water,
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Figure 2.2: Tissue sample prepared for histopathological examination.
L. Wozniak & K. W. Zielinski /CC BY-SA 3.0

alcohol) to avoid air bubbles between the glass plate and the skin. The light can now
penetrate the uppermost skin layer, and more information about the lesion is revealed
(Stolz et al., 2002). An alternative to the glass plate is polarised light, which penetrates
the skin even deeper. However, the information in the superficial layer is lost (Pan et al.,
2008). The structures and colours (features) revealed by the use of a dermoscope can
help in differentiating between melanomas and benign skin lesions, but the interpretation
of dermoscopic features requires training and experience (Kittler et al., 2002). Several
rules have been drawn up to help the inexperienced dermoscopy user, e.g. the ABCD-
rule of dermoscopy, based on (A) asymmetry, (B) border, (C) colour and (D) differential
structure of the lesion (Nachbar et al., 1994). A value is assigned to each dermoscopic
feature, and a total score is calculated based on the weighted sum of the feature values.
The calculation of the total score is easy, but assigning values to the dermoscopic features
is not straightforward; even expert dermoscopy users have low inter-observer agreement
(Argenziano et al., 2003). The dermoscope itself is easy to use, but, with the exception of
Australia (Rosendahl et al., 2012), dermoscopy is not widely used among GPs, probably
because of the need for training and experience.

The increasing incidence rate for melanoma, public awareness campaigns (Sneyd and
Cox, 2013) and screening programs (Katalinic et al., 2012) all present a challenge to health
care systems, namley to increase the detection rate for early stage melanomas without
increasing the excision ratio of benign lesions per melanoma, since pathology resources are
limited. A potential solution is to rely more on computer systems to avoid unnecessary
excision of benign lesions. Possibly the first description of a computer system for skin
lesions was published in 1984 (Vanker and Stoecker, 1984), and since then, both computer
and image technology have made a giant leap forward. A dermoscope can easily be coupled
with a digital camera, as seen in Fig. 2.3(a), and the result is a dermoscopic image, as seen
in Fig. 2.3(b). This equipment is off-the-shelf and often referred to as digital dermoscopy.
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Figure 2.3: (a) A dermoscope attached to a digital camera. (b) Dermoscopic image of
benign lesion.

It can be used for a second opinion or consensus diagnosis without having to refer the
patient (Kittler et al., 2002). Digital dermoscopy is used with high-risk patients to follow
up suspicious lesions over time, since it is not possible to excise all such lesions (Argenziano
et al., 2008). In addition, digital dermoscopy can be used for automatic image analysis as
part of computer-aided decision support.

2.2 Computer-aided clinical decision support systems
for melanoma detection

Clinical decision support aims at providing a recommendation based on patient-specific
information to aid the clinician in making the right decision. A simple example is check
lists for surgeons. In computer-aided clinical support systems (CDSS), also referred to
as computer-aided diagnostic (CAD) systems, the recommendation is the output of some
computer algorithm. Whether such systems actually improve clinical practice is a question
that does not yet have a definite answer. A successful CDSS must be able to give the
correct recommendation, but also have impact on the actual decision. There are numerous
examples of successful CDSSs, but also of the opposite (Kawamoto et al., 2005). For a
CDSS to have the potential of clinical impact, both the clinician and the patient must
accept its use, and the CDSS must have the potential of improving patient care. For a
CDSS to have the potential of improving patient care, the sensitivity and specificity of the
CDSS must be higher than that of the clinician.
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Whether CDSSs for melanoma detection can improve clinical practice is an open ques-
tion. The results from the study of Dreiseit]l and Binder (2005) indicated that clinicians are
willing to follow a CDSS’s recommendation if they are uncertain of their own judgement.
Frithauf et al. (2012) concluded that most patients accept the use of an image-based CDSS
for melanoma detection. The main focus of studies on CDSSs for melanoma detection has
been performance in terms of sensitivity and specificity compared to that of dermatologists,
and the overall conclusion is that the CDSSs do not perform better (Rosado et al., 2003;
Vestergaard and Menzies, 2008; Korotkov and Garcia, 2012). However, GPs in general
have lower diagnostic accuracy than dermatologists, so there might be a potential for use
in general practice. According to a recent review (Koelink et al., 2014), only one study
(Walter et al., 2012) has investigated the value of adding a CDSS in general practice. The
results did not show any improvement when the CDSS was added.

The computer system described in Vanker and Stoecker (1984) required that the clin-
ician detected the lesion features and fed them into a classifier, but automatic and semi-
automatic image analysis followed shortly. The early computer systems did not use dermo-
scopic images, but clinical images of skin lesions. In this context, clinical images refer to
images captured without a dermoscope attached in front. In the late 1990’s there was a shift
towards dermoscopic images, and by early 2000 almost all computer systems were based on
dermoscopic images (Rosado et al., 2003). Other image modalities such as multispectral
imaging then followed, but dermoscopic images seem the most popular so far (Korotkov
and Garcia, 2012). More recently, both electrical impedance spectroscopy (Malvehy et al.,
2014) and Raman spectroscopy (Lui et al., 2012) have been used in CDSSs for melanoma
detection. There is little evidence that one technology is better than the others, and re-
search and development on CDSSs for melanoma detection continue in parallel for the
different modalities, with the exception of clinical images.

Review papers on the performance of CDSSs for melanoma detection give little rea-
son to believe that a computer system can make a sufficiently accurate diagnosis to be
trusted completely by the clinician (Rosado et al., 2003; Vestergaard and Menzies, 2008;
Korotkov and Garcia, 2012). This is to be expected, since the CDSS aims at reproducing
the histopathological classification of a skin lesion based on a tissue sample (Fig. 2.2),
based on the information contained in an in vivo measurement (Fig. 2.3(b)). Since the
CDSS classification cannot be trusted completely, the advantage of image-based technolo-
gies is that the clinician is given the opportunity to verify the CDSS’s findings by the visual
appearance of the skin lesion. From this point of view, the term ‘computer-aided clinical
decision support system’ is more accurate than ‘computer-aided diagnostic system’ because
the systems are not able to give a diagnosis. They can help the clinicians in their decision
by either classifying the lesion as suspicious (excise), or classify the lesion as benign (not
excise).

Most image-based CDSSs for melanoma detection follow the same main steps; the
image is pre-processed, the lesion is segmented from the background skin, feature values
are extracted, and the lesion is classified, as illustrated in Fig. 2.4. A few systems for
content-based image retrieval also exist (Baldi et al., 2014).

Many CDSSs are already commercially available and many are described in the litera-
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Figure 2.4: Common structure for image-based CDSSs for melanoma detection.

ture. Sensitivity and specificity scores close to 100% have been reported; see e.g. the review
paper of Blum et al. (2008). These studies have major shortcomings such as post-hoc ex-
clusion criteria based on histopathological diagnosis, and wrong use of cross-validation.
Distinguishing between melanocytic and non-melanocytic lesions is not straightforward,
not even for expert dermatologists (Argenziano et al., 2003). There will therefore be a
certain number of non-melanocytic lesions among the lesions that are examined due to
suspicion of melanoma. Excluding these lesions post-hoc based on the histopathology
report biases the sensitivity and specificity scores.

In practice it is not feasible to do parameter adjustment, feature selection and classifier
model selection for each cross-validation repetition, and therefore an independent test set
is needed. An illustration of just how biased non-independent test sets can be are the two
MelaFind studies: Elbaum et al. (2001) reported sensitivity of 100% and specificity of 84%
using cross-validation. Ten years later, Monheit et al. (2011) reported sensitivity of 95%
and specificity of 10% on an independent test set.

There are very few studies with independent test sets, consecutively collected data,
well-defined exclusion criteria and moderate to large number of melanomas. Even when
these studies are well-designed, they have different inclusion and exclusion criteria resulting
in different diagnostic difficulty of the respective data sets. It is therefore not possible to
rank them based on the reported sensitivity and specificity scores.

Colour features

Colour is an important feature in melanoma detection, both for dermoscopy users and
computer-aided systems. The ABCD-rule of dermoscopy defines six possible colours in a
lesion; white, red, light and dark brown, blue-grey, and black. Brown and black are fre-
quently found in benign lesions, whereas white and blue-grey can be regarded as melanoma-
indicative colours. Red can be found in benign lesions, but can also indicate malignancy,
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and special attention is therefore needed if the lesion contains red colour. In addition to
detection of specific colours, large variation in colour and asymmetric colour distribution
within the lesion are indicative of melanoma. Recognising colours is a challenge, both for
people and computers.

In the CDSS for melanoma detection literature, the colour features can be divided into
two main classes: features that describe the colours and features that divide colours into
classes or detect certain colours (Korotkov and Garcia, 2012). When dividing colours into
classes, the thousands of colours in the lesion image are categorised into fewer classes,
typically five or six. These classes can be pre-defined by the user, or be data driven.
Detection of blue-grey colour, often referred to as blue-white veil, is a common feature in the
divide-detect class. Colour descriptors are characterisations of the pixel value distribution,
typically mean, variation, skewness, range, percentiles, entropy, energy, etc. When building
a CDSS, a large number of candidate colour features are often calculated, and then reduced
through automatic feature selection, but the number of candidate colour features should
be kept to a minimum.

Computer-aided clinical decision support systems in Northern Norway

Northern Norway is a sparsely populated region. Although its northernmost county, Finn-
mark, is bigger than Denmark, it has only 75, 000 inhabitants; a visit to the nearest special-
ist doctor requires more often than not hours of travelling. There are only two dermatolo-
gists in Finnmark, so the local GPs need to diagnose and treat more advanced conditions
than their colleagues in more densely populated areas. They also have to do better triage
(deciding which patients must be referred to a dermatologist), since the expense in term
of travel cost and lost work hours is high. Dermatology is not the only speciality with few
practitioners in Finnmark, and one cannot expect the GPs to have superior knowledge in
all fields of medicine. Therefore, CDSSs that can improve the GP’s decision are especially
welcomed in sparsely populated regions. Even in more densely populated areas, the limited
availability of dermatologists results in long waiting lists. The short-term solution is to
excise the lesion at the GP’s office for histopathological examination, but in the long term
this increases the work load for the pathologist, and is therefore not a desirable outcome.
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Chapter 3

Results and Discussion

This chapter presents the four papers which make up the thesis. The findings in each paper
are discussed, and suggestions for future work are put forward.

3.1 Paper I - Improved skin lesion diagnostics for gen-
eral practice by computer-aided diagnostics

A thorough presentation of the various elements in computer-aided systems for mela-
noma detection is provided. A computer-aided system and its performance from an earlier
study are presented, since it forms the basis of a new system named Nevus Doctor. The
performance of Nevus Doctor is then reported in terms of sensitivity and specificity scores
on an independent test set.

The paper also discusses feature selection and classifier selection, two issues that have
not received much attention in the melanoma detection literature. A semi-automatic fea-
ture selection is performed, based on a combination of a filter method and a wrapper
method. The selected feature set depends on the chosen classifier for the wrapper and
the proxy measure for the filter. Additional criteria for feature evaluation, such as inter-
pretability and computational burden are discussed.

There is no evidence in the literature that any one specific classifier is preferred for
melanoma detection. Studies that compare different classifiers are difficult to implement
because of the complexity of the systems. The results cannot be generalised, because the
performance of the classifiers depends on the data set, segmentation algorithm, feature
set, feature selector, etc. As long as the sensitivity and specificity scores of a system are
too low for the user to trust the system completely, the interpretability of the classifier is

The final version of the paper is in black and white and contains references to other chapters in the
book where it appears. The version presented here is in colour and without references to other chapters,
but otherwise identical to the final version.

The dermoscope in this study was DermLite FOTO, not Dermlite Pro II HR as referred to in the

paper.
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an important aspect. Interpretability includes both additional outcome, such as posterior
probability, and classification processes with restricted interaction between the feature
values.

Two new colour features are presented, one that describes the colours in an image,
and one that detects certain colours. The colour detector measures the presence of the
melanoma-indicative colours - blue, red and whitish. Clustering is performed on the lesion
pixels with a pre-defined number of clusters. The cluster centres represent the colours of a
lesion, and are compared to the pre-defined melanoma-indicative colours. The descriptor
measures how well a Gaussian mixture model with a pre-defined number of components fits
the lesion pixel values. A lesion with low variability in the colours can be fitted better than
a lesion with high variability in the colours for the same restriction on distribution and
number of components. The two features both use unsupervised learning, first, to reduce
the number of colours in a lesion from the number of unique pixel values to a pre-defined
number of clusters, and second, to describe the variability in a sample through clustering
and density estimation.

A hybrid classifier is proposed, consisting of linear discriminant analysis and cut-off val-
ues for single features. The proposed classifier is an attempt to provide more interpretable
feedback to the user. In addition to the class label, an indication is given as to whether
the threshold for single feature values is exceeded.

Nevus Doctor is tested on an independent test set, and its performance compared to
that of an independent dermatologist in terms of benign to malignant excision ratio, where
the gold standard is the pathology reports. In addition, sensitivity and specificity scores
are reported, where the gold standard is the dermatologist’s excision recommendation
combined with the pathology reports. The independent test data are not consecutively
collected, and one of the main quality criteria for performance studies is therefore violated.
Another quality criterion is that the classification of the system should be compared to
human diagnosis. Combining these two criteria with a reasonable number of melanomas
requires that independent dermatologists classify thousands of lesion images. This heavy
work load makes recruitment for such studies difficult.

Future work

Nevus Doctor is currently being used in a pilot study for a clinical trial being conducted at
a rural GP’s office in Finnmark, Norway. The objectives of the pilot study are to evaluate
the user friendliness and interpretability of the system. The current outcome presented to
the user is shown in Fig. 3.1. The preliminary results indicate that more detailed feedback
is needed and that the computation time is too high. In addition, the possibility of sending
the images to a dermatologist for an expert opinion should be incorporated.

The current hybrid classifier consists of a complex (LDA) and an interpretable (the
single feature values) part. The result is a classifier that can only occasionally give the user
an interpretation of the class label. Interpretable classifiers such as LDA and decision trees
become complex when the number of features is high, so reducing the number of features
is a necessity. Today, several image features are needed for each dermoscopic feature. If
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Figure 3.1: The outcome of Nevus Doctor. None of the eight single feature value thresholds
were exceeded, shown in grey in the bottom row. The lesion was labelled
‘suspicious’, but no explanation is offered.

these features are grouped, and a single value can be retrieved, then the complexity of
the classifier can be reduced. A possibility is to have one classifier for each dermoscopic
feature, whose outputs are the inputs of a final classifier. The final classifier can then
become simple enough for visualisation and interpretation.

3.2 Paper II - Computer-aided decision support for mela-
noma detection applied on melanocytic and non-
melanocytic skin lesions. A comparison of two sys-
tems based on automatic analysis of dermoscopic
images

The CDSS for melanoma detection described in Paper I, Nevus Doctor, is tested here on an

independent test set of consecutively collected images from clinical practice. A thorough

description of the data set is provided, including diagnosis for both malignant and benign
lesions and Breslow depth for the invasive melanomas. As opposed to Paper I, the test set

here was consecutively collected, which means that the proportion of melanoma, NMSC
and the different benign lesions is representative of the clinical practice where the data set
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was collected. One of the main obstacles when comparing CDSSs for melanoma detection
is that the data sets on which they have been tested can vary significantly in diagnostic
difficulty. Indications of the level of diagnostic difficulty are: proportions of melanomas in
situ, Breslow depth, proportion of non-melanocytic lesions, and clinical diagnosis, but only
the data set itself can give a full description of the diagnostic difficulty. A commercially
available CDSS for melanoma detection is therefore applied to the same set of lesions, and
compared to the performance of Nevus Doctor. The results indicate that Nevus Doctor
performs equally well for melanocytic lesions, and better for non-melanocytic lesions. The
two CDSSs misclassify different melanomas, and a simple classifier combining the two
CDSSs’ class labels with an OR operation is presented. For melanocytic lesions only, where
the two CDSSs performed approximately equally, the OR classifier had better performance.

The paper discusses the inadequacy of comparing CDSSs based on their sensitivity and
specificity scores, due to the scores’ dependence on the data set. This is demonstrated by
replacing one melanoma with another in a set-up consisting of only half of the melanomas
of the original test set. The results then show that the specificity score increases for one
CDSS and decreases for the other, and by replacing only one image, the ranking of the
two systems shifts. The paper also points out that low sensitivity scores are not clinically
relevant, and therefore the area under the receiver operating characteristic curve is not an
adequate measure for the performance of a system.

Future work

This study is one of the largest ever implemented in terms of the number of melanomas in
an independent, consecutively collected test set from clinical practice, but the data set is
still too small to generalise the findings. Ongoing data collection can increase the size of
the independent test set, but there is also reason to believe that more melanomas in the
training set can improve the performance.

The detailed results show that Nevus Doctor misclassifies sebhorreic keratosis, a benign
non-melanocytic skin lesion. Developing features that aim at differentiating sebhorreic
keratosis from malignant lesions will increase the specificity of the system and potentially
save resources in the pathology department.

The results from the OR classifier pose the question as to whether this strategy is
applicable within a CDSS. Today, CDSSs for melanoma detection apply only one classifier,
but it may be beneficial to combine several different classifiers. The wrapper feature
selection should then be repeated for each classifier in the ensemble. The drawback of
combining classifiers is that it introduces a new level of complexity to the system, which
hampers interpretability and requires a larger data set to avoid overfitting.
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3.3 Paper III - Divergence-based colour features for mela-
noma detection

A new type of colour feature for melanoma detection is presented. The concept is to build
one model for benign lesions and one model for malignant lesions based on labelled data,
and to measure the divergence between an unlabelled lesion and each of the two models.
The divergence is measured between the estimated probability distribution of an unlabelled
lesion and the estimated probability distribution of each of the two models, and therefore
the problem does not require a symmetric divergence function. If the two models are
separable and an appropriate divergence function is chosen, the divergence and the class
labels will be correlated. The challenge is to choose the appropriate divergence function.
It is assumed that the model distribution will envelop the lesion distribution if the model
is the same as the true class of the unlabelled lesion, and only partly overlap otherwise.
Based on these assumptions it can be shown that the problem requires a non-symmetric
divergence function; the Kullback-Leibler information is suggested.

The probability densities are assumed continuous, and are estimated by Gaussian mix-
ture distributions. There is no closed form for the Kullback-Leibler information, and
importance sampling can be used to approximate the integrals. In order to emphasise the
region where the two models differ, the observations are sampled from one model but the
integrand is weighted by the other model. The result is improper importance sampling.

The performance of the two features is measured on the data set used for training in
Paper I. Three methods for evaluating the features are used: (i) sensitivity and specificity
scores for the individual features, (ii) result from a classifier-independent feature selection,
and (iil) sensitivity and specificity scores for a classifier with and without the new features.
The results show that the two new features can add value to melanoma detection, but the
data set is too small to enable firm conclusions to be drawn. The method can be used for
other problems as well.

The paper discusses the three methods for feature performance evaluation. Individual
sensitivity and specificity scores cannot describe a feature’s relevance in a more complex
system, because it depends on the correlation to the other features, and whether the
feature meets the assumptions of the classifier. Classifier-independent feature selection
can indicate the feature’s value since the correlation to other features are accounted for,
but different proxy measures can lead to different results. To truly know if a feature
increases the performance of a specific CDSS, the performance can be measured when
adding the feature. However, the increase/decrease depends on the whole feature set and
the chosen classifier, and the result cannot necessarily be generalised to other feature sets
and classifiers.

Future work

The results from the paper should be verified on the independent test set from Paper II,
and on the hybrid classifier described in Paper I. If the results are good, the features can
be added to Nevus Doctor.
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The amount of time needed for each lesion image is too high due to the fitting of
several Gaussian mixture distributions. It should be investigated whether it is possible to
use a fixed number of components, such as for the colour descriptor in Paper I, without
significant decrease in performance. The notation used to describe the assumptions should
be changed to (4, €)-notation, consistent with the notation in Paper IV. A more theoretical
justification of the improper importance sampling and its behaviour as a function of the
divergence between the two models can add value.

3.4 Paper IV - On data-independent properties for density-
based dissimilarity measures in hybrid clustering

In partitional-hierarchical hybrid clustering, the dissimilarity measure involved in the hier-
archical clustering has a large influence on the final outcome. Data-independent properties
for distance-based dissimilarity measures have been investigated for decades, but density-
based dissimilarity measures have not received the same attention. This paper proposes six
data-independent properties for density-based dissimilarity measures. Through properties
on symmetry, equality and orthogonality, some of the basic concepts of a dissimilarity mea-
sure for hierarchical clustering are covered. Since hierarchical merging involves pairwise
divergences, and not divergence from a reference model to proposed models, a symmetry
property is proposed. The equality and orthogonality properties follow from the diver-
gences’ concept of measuring a distance. Three properties are proposed regarding outliers,
noise and light-tailed models for heavy-tailed clusters. These properties are adequate for
categorising dissimilarity measures. With appropriate categories, the most adequate dis-
similarity measure for the problem at hand can be chosen. The need for the proposed
properties is illustrated by examples and references in the literature. The impact of differ-
ent dissimilarity measures in view of which properties they fulfil is illustrated on real and
simulated data.

The paper sheds light on a neglected issue associated with partitional-hierarchical hy-
brid clustering. Since the properties are not axiomatic but serve to categorise, it will not
be possible to provide a complete list. It is hoped that more properties will be added in
the future to categorise dissimilarity measures from different viewpoints, or fine-grain al-
ready existing categories. The investigation of previously proposed dissimilarity measures
revealed that some of them are not adequate for partitional-hierarchical hybrid clustering.
This was not known when the dissimilarity measures were proposed, since they were only
evaluated on specific data sets.

The use of density-based dissimilarity measures is not limited to hybrid clustering, and
some of the proposed properties can be relevant in other settings.

Future work

The property regarding light-tailed models for heavy-tailed clusters is limited to Gaussian
distributions with equally shaped covariance matrices. A more general property, e.g. for
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unimodal, symmetric distributions, should be proposed. An important issue in clustering
is estimation of the number of clusters, and dissimilarity measures can be used for this
purpose. Properties regarding this should also be proposed.

The properties’ relevance for other areas where density-based dissimilarity measures
are used should be investigated, e.g. proxy measures for feature selection.
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Chapter 4

Conclusions

This thesis presents work on computer-systems for melanoma detection in different as-
pects and from different viewpoints. It provides an overall introduction to image-based
computer-systems for melanoma detection, and discusses some of the main issues involved.
Feature extraction algorithms for colour are proposed. The descriptive feature based on
Gaussian mixtures and a measure of fit can be viewed as a predecessor to the more elabo-
rate divergence-based features. However, the introduction of divergence-based features has
not made the measure-of-fit feature redundant. A hybrid classifier is proposed, based on
the need for interpretable computer systems.

The CDSS for melanoma detection, Nevus Doctor, was tested on a consecutively col-
lected, independent test set, which is a necessary verification of the promising results from
previous studies. A new methodology for comparing CDSSs is introduced - direct compar-
ison on the same set of lesions. Although this method has been used once before, it was in
a very small study. The discussion on evaluation methods may be valuable in a field where
statistical knowledge is relatively poor, and methods are often used without any previous
discussion as to how or why.

The divergence-based colour features expand the field of descriptive colour features
from simple ad-hoc to more elaborate and justified ones. Divergence-based colour features
are not limited to the proposed divergence function, and thus a whole new class of colour
features is provided.

The properties for density-based dissimilarity measures offer a new perspective on
partitional-hierarchical hybrid clustering. In image analysis, the number of observations
(pixel values) is large and pure hierarchical clustering techniques suffer from the drawback
of being computationally expensive. The number of dimensions (three in an RGB image)
is low, so good density estimates are available, and hybrid clustering will be particularly
well suited. The properties can offer new perspectives on any field where density-based
dissimilarity measures are important.
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