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Using the chromophore of the green fluorescent protein (GFP), the performance of a hybrid RI-CC2/
polarizable embedding (PE) model is tested against a quantum chemical cluster approach. Moreover,
the effect of the rest of the protein environment is studied by systematically increasing the size of the
cluster and analyzing the convergence of the excitation energies. It is found that the influence of the
environment of the chromophore can accurately be described using a polarizable embedding model
with only a minor error compared to a full quantum chemical description. It is also shown that the
treatment of only a small region around the chromophore is only by coincidence a good approximation.
Therefore, such cluster approaches should be used with care. Based on our results, we suggest that
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polarizable embedding models, including a large part of the environment to describe its effect on
biochromophores on top of an accurate way of describing the central subsystem, are both accurate and
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1 Introduction

The description of photochemical and photophysical processes
in biomolecules has recently seen an increased interest because
of promising new applications in (multiphoton) spectroscopy,
optogenetics, and therapeutic tools."™ For a thorough under-
standing of these processes, quantum chemistry is a valuable
tool. Indeed, the challenging nature of these processes requires
the development and assessment of computational methods to
complement experimental research. A good overview of the
recent progress that has been achieved in this field can be
obtained from some recent reviews.”™

It would surely be desirable to describe the whole system of
interest—typically a relatively small chromophore and its pro-
tein surroundings in a physiological solution—using quantum
chemistry at a sufficient level of theory. However—given the
huge number of particles in such a system—this is hardly
feasible even for the most advanced implementations of quan-
tum chemistry methods and the best high-performance com-
puting systems.
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computationally favourable in many cases.

Obviously, approximations have to be introduced. One stan-
dard approach'®™ in this case is the division of the molecular
system into a small part that is treated fully quantum mechani-
cally (QM) and a larger remaining part that is described on the
basis of classical molecular mechanics (MM). The treatment of
MM is very efficient and therefore large systems can be studied
with this hybrid QM/MM approach.

Although this scheme is quite a strong approximation, good
results can be obtained with QM/MM. For the computation of
electronic excitation properties, this can even be enhanced by
applying a polarizable embedding (PE) method instead of the
standard point charge model.’* The PE method allows for a
direct coupling between subsystems through the computation
of induced dipoles in the MM region depending on the charge
distribution in both the QM and MM region. The PE method is
related to the similar effective fragment potential method."*™*
This coupling improves the description of the environmental
effect on electronic excitations.'® The PE method has been
combined with various standard quantum chemistry methods.
Among those, the PE-DFT'” and the PE-CC'® variants have
already been applied successfully to study electronic excitations
in biomolecular systems.'®>* Even though the computational
effort is slightly larger than for standard QM/MM approaches,
PE methods can be applied to complete protein systems taking
even the aqueous solution into account.

Another strategy to study protein systems on a quantum
chemical level is the truncation of the protein surroundings to a
small cluster around the region of interest. The basic assump-
tion is that only the closest environment has a significant effect
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on the property of interest. Smaller clusters can be treated fully
with a quantum chemistry method. Normally, these systems are
still too large to be treated with any other method than the
most efficient ones, ie., density functional theory (DFT) is
chosen in almost all cases if one does not want to resort to
semi-empirical approaches.

DFT is not free of flaws and this complicates the study of
electronic excitations in biomolecules.>® Therefore, an alter-
native approach to compare against is highly beneficial.
Recently, Sundholm and co-workers introduced the reduced-
virtual-space approach for approximate second-order coupled
cluster (RVS-CC2).>* With RVS-CC2, relatively large (<150 atoms)
QM systems can be addressed because of a reduced computational
cost, which is gained by a slight loss of error control. RVS-CC2 has
an efficiency that makes protein cluster model computations
feasible with a satisfactory wavefunction treatment.

The RVS-CC2 approach has been applied to compute excita-
tion energies in cluster models of the green fluorescent protein
(GFP) in its neutral and anionic state (also called A and B
state).>® This system is known as a challenging test case to
accurately predict the effect of the protein environment.**™*
The problem could in part be related to the complex electronic
structure that has been reported for the free neutral chromo-
phore.**>! For their study, Kaila et al.>* resorted to a cluster
model approach, for which the 13 nearest residues and
the chromophore p-hydroxybenzylideneimidazolinone (pHBDI)
and the amino acid remainders from which it is formed were
chosen. Good agreement was obtained for the excitation energy
shift between the two states as well as for the absolute excita-
tion energies.

Despite the impressive cluster size for a CC2 computation,
most of the protein surrounding is ignored in the above
described study. This raises the question whether it is really
safe to neglect the contributions from the major part of the
system. To answer this question, one cannot apply RVS-CC2
because it is impossible to further increase the system size
significantly. Additional computations in the same work with
the remaining protein modelled with point charges already
showed a non-negligible effect of the remaining environment.>®
It was suggested that an improved description of the protein
like the PE method would be better suited to check to which
extent the full protein model is needed.>® Also Filippi et al.
identified the description of polarization effects in the MM
region as one of the critical points (besides the uncertainties of
protonation states in the protein) in the accurate computation
of excitation energies in GFP.*® This is supported by recent
additional work on GFP which has shown that amino acid
residues up to a distance of 20 A from the chromophore can
influence its excitation energy through polarization inter-
actions of the many (partial) charges in the protein.**

Recently, an efficient implementation of the PE method for
RI-CC2 has been introduced, allowing CC2 level treatment with
polarizable embedding even for relatively large QM system such
as the GFP chromophore.* This allows to evaluate the effect of
the complete protein in comparison to a truncated cluster
model. The aim of this work is thus to evaluate the performance

This journal is © the Owner Societies 2015

View Article Online

PCCP

of PERI-CC2 compared to RVS-CC2 results for smaller GFP
cluster models and demonstrate its use in accurately describing
the chromophore surroundings. In addition, PERI-CC2 will be
applied to truncation models of systematically increased size
up to the full protein size to study the effect of more and more
distant residues on the experimentally relevant electronic exci-
tation in the GFP chromophore.

2 Computational details
2.1 Protein model preparation

Cluster complexes from the Supplementary Information of
ref. 25 are used to compare PERI-CC2 to RVS-CC2 results. They
are shown in Fig. 1.

Beside the full model with the chromophore and 13 residues/
crystal water molecules, smaller cluster models have also been
prepared from these clusters. These smaller clusters consist of 2,
4, 7, and 10 residues/crystal water molecules in the surroundings.
The actual fragments included for the two series, the neutral and
anionic states, are slightly different, see Table 1 for details.

T
/E222

$205

Fig. 1 The neutral (A) and anionic (B) GFP cluster complexes and residue
labeling. Structures were obtained from ref. 25. The chromophore is
indicated in black, otherwise the colour code is: carbon (green), nitrogen
(blue), oxygen (red), hydrogen (white). The figure has been prepared
with VMD.**
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Table 1 Definition of the cluster model series for the neutral and anionic
state based on the cluster models from ref. 25 (see Fig. 1 for labeling)

Additional fragments

System Neutral Anionic
Chromophore — —

+2 residues T203, Q94 H148, Q94
+4 residues H148, R96 T203, R96
+7 residues W1, W2, W4 W1, W2, W4

+10 residues
Full cluster

$205, Q69, T62
V150, E222, W3

$205, Q69, T62
V150, E222, W3

In addition, a full protein model was used to investigate the
influence of the rest of the protein. For this, chain A of the 1GFL
crystal structure® including crystal water molecules was pre-
pared with a neutral and an anionic chromophore as described
in detail in ref. 32. Residue orientations and protonation states
were predicted with the Schrédinger protein preparation
wizard*® except for Glu222, which is protonated for the anionic
form of the chromophore and deprotonated for the neutral
form as is well-accepted in the literature.’” The orientation of
Thr203 was adjusted for the anionic structure in accordance with
experimental and theoretical evidence®” such that its hydroxyl
group points towards the anionic chromophore (thereby donating
a hydrogen bond) and away from the neutral chromophore. We
note that this structural effect was neither correctly taken into
account in ref. 25, where the hydroxyl group points towards the
chromophore in both the neutral and anionic forms, nor in ref. 19
and 20, where the hydroxyl group points away from the chromo-
phore in both the neutral and anionic forms (as in the 1GFL and
1EMB crystal structures).

Another difference compared to ref. 25 is that the 1GFL
crystal structure (used in this work) is from wild-type GFP
whereas the 1EMB crystal structure (used in ref. 25) is from a
GFP mutant and is composed of r-allo-threonine instead of
serine at position 65 in the chromophore, which affects the
hydrogen-bonding network around the chromophore.

The chromophore and parts of its surroundings (GIn94, Arg96,
GIn148, Thr203, Ser205, Glu222 and the three closest water mole-
cules) were quantum chemically geometry optimised separately for
the two states within the electrostatic embedding of the rest of the
frozen protein. This geometry optimization was done using the
Qsite program®**® with the B3LYP exchange-correlation func-
tional*®** and the 6-31+G* basis set***® in presence of point charge
embedding based on the OPLS force field.*” The chromophore that
was cut out as the QM region for the PERI-CC2 calculations on the
whole protein consisted of residues 65-67 including a carbonyl
group at the N-terminus and a nitrogen at the C-terminus that come
from residues 64 and 68, respectively, in agreement with earlier
work.'*?32 Both sides were capped with an extra hydrogen atom.
For comparison, the chromophore in the clusters from ref. 25 is
capped with methyl instead of hydrogen, with the methyl carbon at
the place of the C, that was removed.

2.2 Potential generation for the polarizable embedding

The embedding potential parameters for the two structures, i.e.
the cluster and full protein models, were calculated by dividing
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the full system into smaller fragments. For each fragment we then
calculated atom-centred permanent multipole moments (up to
quadrupoles) and anisotropic dipole-dipole polarizabilities. This
was done using the LoProp method by Gagliardi et al® as
implemented in MOLCAS.*® The level of theory employed was
B3LYP using an ANO-type recontraction of the 6-31+G* basis set.

The cluster models do not include the backbone structure
and each fragment thus consists of single amino acid side
chains or water molecules. For the full protein model we used
the molecular fractionation with conjugate caps (MFCC) scheme
developed by Zhang and Zhang®° to fragment the protein and
derived the embedding potential parameters using the proce-
dure reported by Séderhjelm and Ryde.”"

The embedding potentials were created using a Python script
that automates and parallelizes the generation of potentials used
in polarizable embedding calculations and will be released in the
near future.”*

For comparison, electrostatic embedding potentials based
on point charges from the Amber 94 force field®® have also
been generated. The charges on the capping hydrogens at the
QM/MM interface have been chosen such that the total charge
of the corresponding residues is zero.

2.3 Details for RVS- and PERI-CC2 computations

All RI-CC2°"*> computations have been carried out with the
RICC2 module of a local version of the TURBOMOLE program
package®® following a Hartree-Fock calculation with the direct
SCF module.”” The def2-SVP or the def2-TZVP basis sets® have
been applied along with their auxiliary basis sets for the resolution-
of-the-identity (RI) approximation.®® For the RVS calculations,
all virtual orbitals with energies higher than 60 eV have been
discarded, following ref. 25. In addition, the RI approximation
has also been applied. A critical discussion of the error intro-
duced by reducing the virtual space is found in ref. 24.

If not otherwise stated for PERI-CC2 computations, the
embedding potential was described by electric multipole moments
up to quadrupoles and anisotropic polarizabilities. Polarizabilities
and multipole moments at MM sites closer than 1.4 A to any QM
nucleus have been moved to the nearest MM neighbour site to
avoid overpolarization.

3 Results

First, RVS-CC2 and PERI-CC2 computations are compared for
two series of small cluster models of the neutral and anionic
state of GFP. Here, the same systems are treated fully based on
the wavefunction method (RVS-CC2) or based on a QM/MM
scheme (PERI-CC2) with only the chromophore treated by
RI-CC2. The results can be found in Table 2.

The methods show the same trends in both cluster series
with actual excitation energies not differing by more than 0.08 eV,
well within the estimated error of both methods. Compared to
RVS-CC2, PERI-CC2 excitation energies are slightly higher in the
neutral and slightly lower in the anionic case. For the full cluster,
the deviation of the relative shift between the two states is 0.08 eV.
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Table 2 Comparison of RVS-CC2/def2-TZVP and PERI-CC2/def2-TZVP
for the GFP cluster models with increasing number of residues considered
(for cluster definitions see Table 1). Excitation energies in eV

Neutral Anionic

System RVS PE RVS PE

Chromophore 3.44 3.44 2.77 2.74
+2 residues 3.46 3.48 2.76 2.71
+4 residues 3.35 3.37 2.76 2.70
+7 residues 3.21 3.25 2.72 2.64
+10 residues 3.17 3.21 2.70 2.63
Full cluster 3.13 3.17 2.72 2.68

Note that the RVS-CC2 result for the anionic state of the full
cluster exceeds those reported in ref. 25 by 0.04 eV, so that the
RVS-CC2 literature results are even in better agreement with PERI-
CC2. In any case, the trends of the influence of the surrounding
residues are in good agreement.

For further validation, the basis set size is reduced to allow a
direct comparison to full RI-CC2 computations. RI-CC2 excita-
tion energies have been computed for those systems that were
feasible and results are listed in Table 3. The effect of the
smaller basis set is a systematic blue shift for the neutral and
the anionic state. The change is about 0.05 eV larger for the
neutral case. Overall, this results in a larger relative shift between
the neutral and anionic state excitation energies. Nevertheless,
effects are very systematic and the choice of basis set should
allow to estimate the quality of RVS-CC2 and PERI-CC2. Both
approximations are within 0.1 eV of the full RI-CC2 results, yet
the RVS-CC2 error is smaller and more systematic. PERI-CC2
results again fully recover all trends and the deviation to
RVS-CC2 for the relative shift of the full cluster only increases
by 0.01 eV. To highlight the agreement of all three methods,
excitation energies for the neutral and anionic cluster models
are plotted in Fig. 2.

In the next step, PERI-CC2 is applied to protein models
where the included parts are systematically increased. As no
geometrical data of the whole protein model from the study
from Kaila et al. are available, this test has been carried out
with another structure derived from a different protein crystal
structure. As discussed in Section 2.1, this model also differs in
the orientation of the Thr203 residue and in the residue at
position 65 in the chromophore. While this restricts the direct

Table 3 Comparison of RI-CC2, RVS-CC2 and PERI-CC2 with the def2-
SVP basis set for the GFP cluster models with increasing number of
residues considered (for cluster definitions see Table 1). Excitation energies
ineV

Neutral Anionic

System CcC2 RVS PE cC2 RVS PE

Chromophore 3.60 3.60 2.87 2.91 —

+2 residues 3.64 3.64 3.66 2.84 2.88 2.82
+4 residues 3.48 3.49 3.54 2.81 2.84 2.81
+7 residues 3.32 3.34 3.41 2.77 2.80 2.75
+10 residues — 3.30 3.38 — 2.78 2.73
Full cluster — 3.25 3.32 — 2.80 2.77
< PE(M2P0) 3.42 2.92
< PE(MOP0) 3.45 2.92

This journal is © the Owner Societies 2015

View Article Online

PCCP

w
=
T

@—@ PERI-CC2 (neutral)
|| o—0 RVS-CC2 (neutral)
2 || 0= CC2 (neutral) |
o @ RVS-CC2 (anionic)
o © CC2 (anionic) -
| | @ @ PERI-CC2 (anionic)

3.1

excitation energy [eV]

200 =< _ -
."==:~§:.~::‘~D--_
L == II:

number of residues included

Fig. 2 Excitation energies for the neutral and anionic GFP cluster models
with RI-CC2, RVS-CC2, and PERI-CC2 and the def2-SVP basis set.

comparison of the absolute results, general trends in the effect
of going to a larger protein environment should be similar.

Excitation energies have been calculated for different sizes
of the embedding region based on a cut-off radius R, to study
the convergence of the excitation energy. An amino acid residue
is completely included in the embedding model if one of its
atoms falls within R.,.. The results are shown in Table 4.

The largest cluster model from the first part of this study
consists of 113 MM sites and therefore falls between a cut-off
radius of 1.5 and 2.0 A in terms of its number of MM sites.
Considering the included residues next to the chromophore, the
2.0 A truncation model is in closer agreement to the cluster
model. At that size, neither the excitation energy for the neutral
and anionic states nor their relative shift is fully converged.
Instead, one can find a minimum for the excitation energies for
the truncated models with a cut-off radius of 6.0 A (neutral state)

Table 4 PERI-CC2/def2-TZVP excitation energies (Eqx) and relative shift
of the neutral and anionic state for increasing GFP truncation model size,
characterised by their cut-off radius (Rcy) and the number of MM sites
(# sites), up to the whole protein model. Distances in A, energies in eV

Neutral Anionic

Reut # Sites Eexc 1t Sites Eexe Shift

0.0 0 3.55 0 2.73 —0.82
1.5 79 3.40 79 2.65 —-0.75
2.0 228 3.30 282 2.64 —0.66
2.5 427 3.30 420 2.61 —0.69
3.0 604 3.27 605 2.69 —0.58
4.0 826 3.26 827 2.65 —0.61
6.0 1207 3.25 1208 2.62 —0.63
8.0 1723 3.30 1724 2.68 —0.62
10.0 2140 3.34 2138 2.73 —0.61
12.0 2697 3.35 2695 2.75 —0.60
14.0 2983 3.35 3001 2.79 —0.56
16.0 3513 3.35 3514 2.77 —0.58
18.0 3683 3.35 3687 2.75 —0.60
20.0 3889 3.34 3887 2.72 —0.62
All 3991 3.33 3992 2.72 —0.61
L»PE[MZPO) 3.51 2.88 —0.63
< PE(MOPO) 3.40 2.88 —0.52
< AmberFF94 3.46 2.85 —0.61
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and 2.5 A (anionic state), while the relative shift has a minimum
for a cut-off radius of 14.0 A but does not level off even for larger
cut-off radii. Thus, from the 2.0 A cut-off radius truncated
protein model to the full protein model, the relative shift drops
only from —0.66 to —0.61 eV in the end. However, it varies
considerably along the series of truncated protein models.

4 Discussion

The data for the GFP model in Table 4 clearly show that more
distant residues also have an effect on the excitation energies of
the chromophore and cannot generally be discarded. The effect
from such distant MM sites is most likely related to the
appearance of charged residues. The effect of surrounding
residues converges faster if no charged residues are present
because the (weaker) effect of an induced charge is damped
away faster than that of a net charge.** Because some of these
long-range interactions have an opposite effect and cancel each
other to some extent in the present case, the full protein model
yields results similar to the ones with the size of the largest
cluster model from Kaila et al.>® Thus, the analysis shows that
the properties are affected by the more distant protein residues,
and it is therefore a coincidence that such a good agreement
with experiment can be reached with a minimal GFP cluster
model. The cluster approach can therefore not be used safely in
calculations on (other) biomolecular systems without knowing
beforehand the influence of the part of the molecular system
that is truncated.

Again, the models in the first and second part of the present
study are not fully comparable. This is also clearly reflected in
the different excitation energies of the chromophores without
surrounding (compare Tables 2 and 4). The discrepancy is
larger for the neutral state: 3.44 eV for the first vs. 3.55 eV
for the second model, while for the anionic state the values are
2.74 eV and 2.73 eV, respectively. Nevertheless, the trend in
going to larger cluster models should be very similar and fully
reproducible with the present approach.

The final relative shift of the full protein model is —0.61 eV.
From the comparison of RVS-CC2 and PERI-CC2 (compare
Tables 2 and 3), it can be assumed that the relative shift is
overestimated by around 0.1 eV which brings the shift down to
—0.51 eV. This is in good agreement to the experimental
relative shift of —0.42 to —0.53 eV.*

Comparing absolute excitation energies, the neutral state
shows less agreement with experiment and therefore might be
more problematic to describe quantitatively, which can also be
deduced from its larger sensitivity to basis set quality and is in
line with previous findings.**2® The challenging character can
been seen from two of the most recent and advanced studies on
the system, in which even two very similar setups and QM/MM
treatments of the neutral state (XMCQDPT2/cc-pVDZ on a
CASSCF(11,10)/cc-pVDZ reference wavefunction) yielded different
excitation energies of 3.40 eV (ref. 27) or 3.19 eV,”® respectively.
A further extensive study on the problem is presented in
ref. 26. The CASPT2/ANO-S-PVDZ results presented in that
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paper (neutral state: 3.53 eV, anionic state: 2.82 eV) have been
obtained with a non-polarizable point-charge MM potential
only. To estimate the effect of an explicitly polarizable sur-
rounding, the PERI-CC2 results were re-computed with only
static multipole moments up to quadrupoles (PE(M2P0)) and
with point charges only (PE(M0PO0)), which means environmen-
tal polarization is completely neglected (see Table 4). Removing
the explicit polarization increases the excitation energies
in both cases. In the anionic case, the excitation energy is
increased by about 0.16 eV for either level of the electrostatic
embedding. This is different for the neutral state, where the
PE(M2PO0) result shows an increase by 0.18 eV but the PE(MOP0)
result only by 0.07 eV.

The point charges used in the PE(MOP0) GFP model are only
the first term in the series expansion of multipole moments
and should not give rise to the same quality as the electrostatic
potential that includes up to quadrupole moments. This is also
different from the CASPT2/MM results, which where obtained
with point charges from a standard protein force field. Such
point charges have been fitted and therefore compensate, to
some extent, the effects of missing higher-order multipole
moments. So for comparing CASPT2 and CC2 results the
PE(M2P0) should be more realistic. To demonstrate this, the
Amber force field point charges (AmberFF94) have also been
used as embedding potential. Indeed, a very good agreement
between PE(M2P0) and AmberFF94 can be found. In any case,
the results indicate that polarizable embedding would also
change the results for the CASPT2 approach. Furthermore,
the results in the first part of the present study, where
PE(M2P0)RI-CC2 and PE(M2P2)RI-CC2 are compared against
RVS-CC2 (see Table 3), show that a polarizable embedding
approach is needed for a quantitative agreement to a full QM
treatment—at least for the absolute excitation energies.

Of course, another possible way to compute accurate environ-
mental effects is to keep a point charge embedding and to
increase the QM region instead. For the GFP related photoactive
yellow protein, it has been shown that this approach converges
very slowly.’ This accords with findings about long-ranged
polarization effects in GFP.>” Even in a more homogeneous, less
charged environment such as an aqueous solution, it was found
for acrolein that at least the complete first solvation shell has to
be included into the QM region to compensate for missing
polarization effects.®® In any case, the PE method is the more
efficient alternative.

Kaila et al. concluded that the inclusion of the crystallo-
graphic water into the QM region is more important for an
accurate treatment than including residues into the QM
region.>® This is in line with a PE-DFT study on GFP where
the crystallographic water was found to be important for a
correct description of the anionic state.'® From the results
presented here, a similar conclusion is less apparent. Inspect-
ing the smaller cluster models from the Kaila structures, one
can find that the model with four residues includes no water
molecules and in the next step the nearest three water molecules
are included (see Table 1). The deviation between RVS-CC2 and
PERI-CC2 (or between full RI-CC2 and PERI-CC2) is not
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significantly increased for the latter. This shows that water is
not too problematic for the polarizable embedding approach
used here which has also been found for studies on solvato-
chromic effects in aqueous solutions.®>

5 Conclusions

In this study, PERI-CC2 has been applied to minimal cluster
models of the neutral and anionic states in GFP and assessed
against RVS-CC2 and full RI-CC2 results. The three methods
agree well among each other with deviations not exceeding
0.1 eV. In addition, PERI-CC2 has been used to investigate the
effect of systematically increasing the number of protein resi-
dues included in the calculations showing that most of the
environment cannot per se be neglected when computing
electronic excitation energies in the GFP chromophore. The
good agreement between results obtained on small cluster calcu-
lations and experimental excitation energies thus relies on coin-
cidence. The results indicate that calculations on a truncated part
of a biomolecular system should be preceded by a careful
investigation of the effect of the rest of the environment.

This work has demonstrated once more how difficult it is to
compute accurate molecular properties of biomolecular systems.
Not only are the absolute excitation energies hard to reproduce
but also their relative shift. Most likely, different factors con-
tribute to the error in quantum chemical approaches: uncertain-
ties in the molecular structure (especially in the chromophore
region), necessary approximations to describe the protein
environment, protonation states of amino acid residues that
are not fully resolved, or the size of the QM region. While a
systematic error control under such circumstances is truly
challenging, it should be emphasized that the observed error
is not significantly larger than what can be found for a full QM
treatment. RI-CC2 is still only an approximate method of second
order and it might be that even higher-order correlation effects
play a role for electronic excitations in GFP.

Nevertheless, RI-CC2 is a valuable alternative to (TD-)DFT or
even more approximate semi-empirical approaches and PERI-
CC2 is a very efficient method to carry out studies like the
present one to analyse trends from varying surroundings
(even for very small clusters). Due to its efficiency, it should
be preferred over RVS-CC2, which is still computationally
demanding. Yet, the latter is more accurate and an acceptable
approximation to full RI-CC2. In case that a larger QM region
should be treated it is a viable option. It can also easily be
combined with the PE approach such that there does not have
to be a trade-off between a larger QM region and a better
description of the classical MM region.

Our understanding of a best-practice protocol to compute
molecular properties of biomolecular systems is increasing
with every study on this topic and a lot has already been
learned. New computational tools and a thorough understand-
ing of the environmental effects that are essential for a reliable
description of a biological system contribute towards routine
application of such computations by non-expert users.
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On page 2585, Table 4, the results in the last row are incorrect. The correct values are shown below:

Table 4 PERI-CC2/def2-TZVP excitation energies (Ecxc) and relative shift of the neutral and anionic state for increasing GFP truncation model size,
characterised by their cut-off radius (Re.) and the number of MM sites (# sites), up to the whole protein model. Distances in A, energies in eV

Neutral Anionic
Reue # Sites Eexe 1 Sites Eexe Shift
(all/AmberFF94) 3991 3.48 3992 2.90 —0.58

These revised values do not affect any conclusions drawn in our paper. In fact, the absolute excitation energies of the corrected
AMBER potential are even closer to the results obtained with the PE(M2P0) potential and underline the observation that neglect of
polarization leads to blue-shifted results.

The Royal Society of Chemistry apologises for these errors and any consequent inconvenience to authors and readers.
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